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1. Introduction

"Dynamic programming is an important technique for the solution of problems involving the optimization of a sequence of decisions. The simple idea underlying this technique is to represent the problem by a process which evolves from state to state in response to decisions. A typical optimization problem then becomes one of guiding the system to a terminal state at minimum cost. When the cost structure is appropriate, the determination of an optimal policy (sequence of decisions) may be reduced to the solution of a functional equation in which the state appears as an independent variable."

Karp and Held, 1967.

Dynamic programming (DP) is one of several problem solving methods used in computer science (and operations research). One of the distinguishing features of a DP algorithm is the way it decomposes a problem into subproblems. A problem of size N (that is, N stages) typically decomposes to several problems of size N - 1, each of which decomposes to several problems of size N - 2, etc. To avoid recomputation of common subproblems, a DP algorithm typically records the solutions to all subproblems it encounters. Thus, at the expense of extra storage, a DP algorithm can reduce the time required to solve the original problem. DP is most appropriately applied to problems for which this table of subproblem solutions helps eliminate a great number of redundant computations. As the quote at the beginning of this chapter suggests, DP is applicable primarily to the types of problems that can be expressed as a sequence of decisions to be made at each of several stages.

For other types of problems there are corresponding problem solving methods. These methods include divide-and-conquer, linear and integer programming, and branch-and-bound. Divide-and-conquer is applicable to problems that can be divided into subproblems of (approximately) equal size, the results of which can be efficiently used to solve the original problem [2]. For example, a divide-and-conquer decomposition of a problem of size N may produce two subproblems of size N/2. Linear and integer programming are applicable to problems with linear optimization functions and linear constraints [11]. (Gilmore [23] describes some interesting interrelationships between linear and integer programming and dynamic programming.) Branch-and-bound is commonly used for pruning of large tree searches, and is also closely related to DP [39, 49].

Dynamic programming originated with the work of Bellman [5] and has been applied to problems in operations research, economics, control theory, computer science, and several other areas. The theory has evolved in several directions: discrete vs. continuous states, finite vs. infinite (countable and uncountable) number of states, and deterministic vs. stochastic systems. Not surprisingly, the literature on dynamic programming is enormous. The survey paper by Thomas [69] is a good overview of the several branches of DP. The orientation of this paper is toward the uses of DP in computer science, in particular combinatorial problems. The DP algorithms for these problems are typically discrete, finite,
and deterministic. Tarjan's [68] recent survey article on combinatorial algorithms includes a
brief description of the applications of DP to computer science.

This paper is intended to be a reference to the uses of dynamic programming in computer
science. Many problems are covered, along with the DP algorithms and references to related
problems and more advanced results. We introduce dynamic programming in the form of an
example in Chapter 2 below, and in Chapter 3 present some of the theory of DP and
subsequently apply it to the problem of Chapter 2. In the following four chapters we
present and analyze examples from several subclasses of DP problems. These subclasses are
(for the most part) defined by the form of the recursion for breaking a problem into
subproblems. Chapter 4 covers Single Source Shortest Path Problems, Chapter 5 describes
Optimal Parenthesization Problems, Optimal Partition Problems are analyzed in Chapter 6, in
Chapter 7 we present Optimal Matching Problems, and 'Hard' Combinatorial Problems are the
topic of Chapter 8. Each of these chapters are independent and can be read separately from
the others. (It is suggested, however, that Chapters 2 and 3 be read before attacking any of
the material in the later chapters.)
2. An Example

Before diving into the theory, it will be helpful to give some of the flavor of DP algorithms by giving an example. The diagram in Figure 2-1 is a graph with (non-negative) weighted edges. These weights are interpreted as the "distances" along the edges connecting the nodes. Thus, the distance from node (1,1) to node (2,1) is 3 and the distance from node (2,1) to node (3,2) is 2. (The distance from node (2,1) to node (1,1), on the other hand, is not defined in the graph and can thus be assumed to be infinite.) The distance along path (1,1) - (2,1) - (3,2) is 3 + 2 = 5. The problem is to find the shortest path from node (0,1) to node (4,1).

![Figure 2-1](image)

Figure 2-1: Find the shortest path from Node (0,1) to Node (4,1)

There are several approaches that we can take to solve this problem. One approach is to enumerate all of the paths from node (0,1) to node (4,1) and choose the one with minimum distance. For the graph of Figure 2-1 there are $3^3 = 27$ different paths from node (0,1) to node (4,1). Examining all these paths is somewhat tedious, but definitely manageable. If, however, instead of 3 columns of 3 nodes there were $K$ columns of $L$ nodes, then there would be $L^K$ paths to examine! Thus, the number of paths grows very rapidly with $L$ and $K$ and for large problems of this type another method will have to be used.

A dynamic programming approach turns out to be just what we need. Let

$$C_{i,j,k} = \text{the (nonnegative) "distance" from node } (i,j) \text{ to node } (i+1,k)$$
and let

\[ M_{ij} = \text{length of the shortest path from node (0,1) to node (i,j)}. \]

The optimization for the problem in Figure 2-1 proceeds in four stages. In each stage \( i \) we find the lengths of the shortest paths from node (0,1) to the nodes (i,j), for all \( j \), which we denote by \( M_{ij} \). Stage 1 is easy since there is only one path from node (0,1) to each of the nodes (1,1), (1,2), and (1,3). Thus, we have

\[ M_{11} = C_{011}, M_{12} = C_{012}, M_{13} = C_{013}. \]

Stage 2, however, requires some computation since there are three paths from node (0,1) to each of the nodes (2,1), (2,2), and (2,3). Thus,

\[ M_{21} = \min (C_{011} + C_{111}, C_{012} + C_{121}, C_{013} + C_{131}), \]
\[ M_{22} = \min (C_{011} + C_{112}, C_{012} + C_{122}, C_{013} + C_{132}), \]
\[ M_{23} = \min (C_{011} + C_{113}, C_{012} + C_{123}, C_{013} + C_{133}). \]

In stage 3 we find the lengths of the shortest paths from node (0,1) to nodes (3,1), (3,2), and (3,3). Here is where the great advantage of dynamic programming becomes apparent. It is not necessary to examine all paths from node (0,1) to nodes (3,1), (3,2), and (3,3) because we can use the results from stage 2 as follows:

\[ M_{31} = \min (M_{21} + C_{211}, M_{22} + C_{221}, M_{23} + C_{231}), \]
\[ M_{32} = \min (M_{21} + C_{212}, M_{22} + C_{222}, M_{23} + C_{232}), \]
\[ M_{33} = \min (M_{21} + C_{213}, M_{22} + C_{223}, M_{23} + C_{233}). \]

Similarly, in stage 4 we can use the results from stage 3.

\[ M_{41} = \min (M_{31} + C_{311}, M_{32} + C_{321}, M_{33} + C_{331}). \]

The solution for Figure 2-1 is path (0,1) - (1,1) - (2,2) - (3,3) - (4,1) of length 7. Note that it is straightforward to determine that the length \( M_{41} = 7 \), but recovering the corresponding path (or paths) is a slightly different problem. It is, however, simply solved by simply recording a pointer \( P_{ij} \) with each distance \( M_{ij} \) which points back to the node \( (i-1,k) \) from which the shortest path to node \( (i,j) \) came.

Why can the results of stage 2 be used to solve stage 3, and the results of stage 3 be used to solve stage 4? This is because of the Markov property of this type of problem. The optimum path from a node \( (i,j) \) to node \( (4,1) \) does not depend on the path taken from node \( (0,1) \) to node \( (i,j) \). This property can be expressed as Bellman’s Principle of Optimality:

"An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision." Bellman[57], p.83.
We can use this principle for the general case of K columns of L nodes. The dynamic programming approach will take only $O(KL^2)$ time, a significant improvement over the exhaustive approach of examining all $L^K$ paths. Both of these methods require $O(KL^2)$ storage to store the distances $(C_{ijk})$. The general formulas describing the optimization for this type of problem, known as the *functional equations* for this problem, are

$$M_{ij} = \min_k \left( M_{i-1,k} + C_{(i-1),k,j} \right)$$

where $M_{0,k} = 0$, for all $k$. In the next chapter we show how to derive this equation.
3. Brief Summary of the Theory

Bellman's Principle of Optimality, as shown in the example of Chapter 2, is an important and powerful principle for dynamic programming. It is, however, lacking in at least two ways: (1) It is not stated very rigorously, and (2) the problem of obtaining the functional equations is not even addressed. To obtain the functional equations, we must rely on methods beyond the scope of the Principle of Optimality.

By the mid 1960's several people had solved the first problem by showing that the Principle of Optimality derives from a monotonicity property of the cost functions. (See Karp and Held [44] for references.) Karp and Held subsequently made considerable progress on the second problem. In their formulation, a combinatorial decision problem is assumed to be expressed in the form of a discrete decision process (DDP). This form is usually a fairly natural way to express the problem. The dynamic programming algorithm to solve the problem, on the other hand, corresponds to a sequential decision process (SDP). Karp and Held describe the transform (if it exists) from a discrete decision process to a sequential decision process.

The result of Karp and Held can be used to derive the functional equations for the problem of Figure 2-1. Their result, however, will not be followed exactly because it is long and complicated to explain (and thus discouraging for readers). Thus, to derive the functional equations as painlessly as possible, a modified approach will be described which shouldn't go too far wrong. The first step is to define the discrete decision process. The DDP is a four-tuple \( D = (A, S, P, f) \) where

- \( A = \{ \text{primitive decisions} \} \),
- \( S = \{ \text{feasible policies} \} = \{ \text{tuples of primitive decisions which transform the start state to a final state} \} \),
- \( P = \{ \text{sets of data used by the cost function} f \} \), and
- \( f = \text{cost function, defined over all } x \in A^* \),

where \( A^* \) is the set of all \( n \)-tuples of elements of \( A \) for \( n \geq 0 \). The case \( n = 0 \) is the empty string and is denoted "e". For the problem of Figure 2-1 the DDP \( D = (A, S, P, f) \) is defined by

\[
A = \{ a_1, a_2, a_3 \} \text{ where } a_j \text{ transforms the state from node } (i-1,k) \text{ to node } (i,j),
\]

\[
S = \{ a_1 a_2 a_3 \mid i,j,k \in \{1,2,3\} \},
\]

\[
P = \{ \text{matrices } C \mid C_{ijk} \geq 0, \forall i \in \{0,1,2,3\}, j,k \in \{1,2,3\} \}, \text{ and } f \text{ is defined recursively by: } f(e,p) = 0, f(a_{ij}p) = C_{ij}, f(xa_{ij}p) = f(xa_{ij}p) + C_{nj},
\]

where \( n = \text{length}(x) + 1 \), and \( p \in P \).
The conversion from DDP to SDP (sequential decision process) is not entirely automatic. We must first define the states for the SDP (and thus the DP algorithm) or do something else that is equivalent. Once the states are defined, the other components of the SDP convert fairly automatically from the DDP. The discrete decision process $D$ is transformed to a sequential decision process $W = (Z, P, h, k)$ where

$Z$ is a finite state automaton $Z = (A, Q, q_0, F, \lambda)$ where

- $A =$ alphabet for $Z$ (same $A$ as for the DDP above),
- $Q =$ {states},
- $q_0 =$ initial state,
- $F =$ { final states },

$\lambda =$ transition function,

$P =$ data for the cost functions $h$ and $k$ (same as $P$ for the DDP),

- $h =$ cost function defined by: $h(r, q, a, p) =$ cost of reaching state $\lambda(q, a)$ by first reaching state $q$ at a cost $r$ and then applying the sequence of decisions $a$. The function $h$ relates to $f$ by: $h(r, q, a, p) = f(x, p)$ where $f(x, p) =$ $r$ and $\lambda(q_0, x) =$ $q$.

$k(p)$ is the cost of the null sequence (of primitive decisions) $e$.

The SDP for the problem of Figure 2-1 is a four - tuple $W = (Z, P, h, k)$ where

$Z$ is an fsa $Z = (A, Q, q_0, F, \lambda)$ where

- $A =$ \{$a_1, a_2, a_3$\},
- $Q =$ \{$s_{01}, s_{11}, s_{12}, s_{13}, s_{21}, s_{22}, s_{23}, s_{31}, s_{32}, s_{33}, s_{41}$\},
- $q_0 =$ \{$s_{01}$\},
- $F =$ \{$s_{41}$\},

$\lambda$ is defined by: $\lambda(s_{ij}, a_k) =$ $s_{(i+1)k}$,

$P =$ \{ matrices $C$ | $C_{ijk} \geq 0$, $\forall i \in \{0,1,2,3\}$, $j,k \in \{1,2,3\}$ \},

$h$ is defined by: $h(r, s_{ij}, a_k, p) =$ $r + C_{ijk}$, and

$k$ is defined by: $k(p) =$ $0$.

Now that we have defined the SDP, if the monotone property (described below) is satisfied then the SDP is a monotone sequential decision process (MSDP) from which the functional equations for the DP algorithm can be derived.

\footnote{Karp and Held use a complicated argument that involves a (finite rank) equiresponse relation of an automaton from which the states are derived.}
Monotone property: If \( r_1 \leq r_2 \) then \( h(r_1, q_0, x, p) \leq h(r_2, q_0, x, p) \), \( \forall x \in A^* \).

(For the problem of Figure 2-1 this is easily satisfied because of the additivity of \( h(r, q, a, p) \).) The functional equations define a function \( G \) such that

\[
G(q, p) = \min_{\{x \mid \lambda(q_0 x) = q\}} h(k(p), q_0 x, p).
\]

That is, \( G(q, p) \) is the minimum possible cost to get to state \( q \), under the cost function \( h \). Now it is possible to define the functional equations.

**Functional Equations:**

\[
G(q_0, p) = \min \left( k(p), \min_{\{(s, a) \mid \lambda(s, a) = q_0\}} h(G(s, p), q, a, p) \right)
\]

\[
G(q, p) = \min_{\{(s, a) \mid \lambda(s, a) = q\}} h(G(s, p), q, a, p) \text{ for } q \neq q_0.
\]

For the problem of Figure 2-1 this is

\[
G(s_{01}, p) = 0
\]

\[
G(s_{ij}, p) = \min \left( G(s_{(i-1)k}, a), (G(s_{(i-1)k}, p) + C_{(i-1)k, i}) \right)
\]

Letting \( M_{ij} = G(s_{ij}, p) \), this is

\[
M_{01} = 0
\]

\[
M_{ij} = \min_k \left( M_{(i-1)k} + C_{(i-1)k, i} \right), \text{ for } (i, j) \neq (01).
\]

This equation is the same as the functional equation given for this problem in Chapter 2.

The results of Karp and Held provide a powerful approach for the construction of DP algorithms but several details are left unsolved. For example, Karp and Held note that a good heuristic for reducing the time required by a DP algorithm is to minimize the number of states in the SDP. The problem of minimizing the number of states, however, is not in general solvable in a finite number of steps [38]. Another detail left unsolved by Karp and Held is the problem of transforming the problem statement to a discrete decision process. Given a problem statement, there may be several ways to represent the corresponding DDP.

In the following chapters we will apply the techniques presented in this chapter to several subclasses of DP problems. Since the notation is somewhat cumbersome a small compromise has been made. The cost functions \( f(x, p) \) and \( h(r, q, a, p) \) shall be (more conveniently, although less correctly) denoted by simply \( f(x) \) and \( h(r, q, a) \), respectively.
4. Single Source Shortest Path Problems

The problem of Chapter 2 is a special case of the single source shortest path problem. But before describing the general problem, we should first note some other interesting problems that fall into this special case. One of the better known problems of this type is the stagecoach problem ([72]), which is commonly used as an introduction to DP in operations research textbooks. A rather curious example of this type of algorithm is the ordinary, grade school algorithm for long division [8]. But of more interest to computer scientists is the Viterbi algorithm. The Viterbi algorithm [71, 19] is formally a stagecoach type of problem, so it is not necessary to describe it in detail here. Its applications, however, include not only estimation problems in digital communications [9] but also text recognition [19] and syntactic pattern recognition [61]. The stagecoach problem has also been encountered in speech recognition [3] and in image understanding systems [16].

We will now describe the general single source shortest path problem. Let G be a (directed) graph of N nodes and E edges. The edge (if any) from node Nj to node Nk is edge Ei;j. The cost structure is defined by the weights Cij > 0 corresponding to the edges Ei;j. The problem is to find the shortest path from node Nj to node Nk. For now we will assume that the graph G is a complete graph. (For each pair of nodes Nj and Nk there is an edge Eij.) If a particular graph is not already complete, we can easily make it so by augmenting it with edges Ei;j with weights Cij = \infty.

Our goal now is to obtain the functional equations for a DP algorithm that solves this problem. To do this, however, the problem will have to reworded slightly. Instead of directly finding the shortest path from node Nj to node Nk, the algorithm will find the length of the shortest path. For this problem only a trivial modification of the algorithm is then necessary to obtain the actual shortest path. For some problems in other chapters, however, the distinction is not so trivial.

To obtain the functional equations the first step is to define the discrete decision process (DDP) D = ( A, S, P, f ). For the single source shortest path problem this is:

A = \{ a1, a2, ..., aN \}, where "a_i" means "go to node i"
S = \{ A*aN \}, = set of all feasible paths from node 1 to node N
P = \{ matrices C | Cij \geq 0, Cii = 0, i,j=1,2,...,N \}, and
f, the cost function, is defined recursively by: f(e) = 0, f(aj) = Cij, f(xaiaj) = f(xai) + Cij, Vx \in A^*. The corresponding SDP W = ( Z, P, h, k ) is
\[ Z = \text{fsa} (A, Q, q_0, F, \lambda) \text{ where} \]
\[ A = \text{same as for the DDP,} \]
\[ Q = \{ s_1, s_2, \ldots, s_N \}, \text{ where } "s_i" \text{ means "at node } i" \]
\[ q_0 = \{ s_1 \}, \]
\[ F = \{ s_N \}, \]
\[ \lambda(s_i, a_j) = s_j, \]
\[ P = \text{same as for the DDP,} \]
\[ h(r, s_i, a_j) = r + C_{ij}, \text{ and} \]
\[ k(p) = 0. \]

The monotonicity property is satisfied easily by the additivity of the cost function. Thus, the functional equations are:

\[ G(s_1) = 0 \]
\[ G(s_i) = \min_{(s_j, a_j)} h(G(s_j), s_j, a_j) = \min_j \left( G(s_j) + C_{ji} \right) \]

Letting \( M(i) = G(s_i) \) this is

\[ M(1) = 0 \]
\[ M(i) = \min_j (M(j) + C_{ji}) \]

We will now show how to solve these functional equations.

It is not as intuitively obvious how to solve these equations as it was for the stagecoach problems. The solution is known as Dijkstra's algorithm [12, 6, 60] and requires \( O(N^2) \) time and storage. (For a general graph this is the best that one can do because there are \( O(N^2) \) edges and any shortest path algorithm will, in the worst case, have to look at all of the edges.) The algorithm runs in \( N - 1 \) stages and in each stage \( i \) finds the \( i \)th closest node to node \( N_1 \). But each stage requires a comparison between \( O(N) \) nodes, so the total time is \( O(N^2) \).
Algorithm for Single Source Shortest Path

Input: Complete graph G with internode distances C(I,J).
Output: G(I) = distance of shortest path from Node 1 to Node I.
H(I) = last node before Node I in an optimal path from Node 1 to Node I.
Time: O(N^2), Storage: O(N^2)

/ Initialization;
For I ← 1 thru N do
begin G(I) ← C(1,I); H(I) ← 1; end;
NODES ← { 1, 2, 3, . . . N };

! S = set of nodes for which an optimal path has been found;
S ← { 1 }; NEW ← 1;

! Optimization;
For I ← 2 thru N do
begin
MINCOST ← ∞;
For J < NODES - S do
begin
NEWCOST ← G(I,NEW) + C(NEW,J);
If NEWCOST < G(J) then
begin
G(J) ← NEWCOST; H(J) ← NEW;
end;
If G(J) < MINCOST then
begin
MINCOST ← G(J); MINJ ← J;
end;
end;
S ← S u { MINJ }; NEW ← MINJ;
end;

This algorithm can be modified to run in O(E logN) time and O(E) storage, where E is the number of edges in the graph. (Aho, Hopcroft, and Ullman [2] give credit to Johnson [42].) For graphs where E < N^2/\log N this is better than O(N^2) time and space. For example, any planar graph of N nodes (N > 2) has at most 3\times N - 6 (undirected) edges (or 6\times N - 12 directed edges) [26]. Thus, the single source shortest path problem for a planar graph can be solved in O(N \log N) time and O(N) storage. These and related graph algorithms are described in Aho, Hopcroft, and Ullman [2]. An interesting application of Dijkstra's algorithm since 1974 is described in Duncan [14]. A recent survey of fast expected time algorithms for the shortest path problem (and other simple path problems) is provided in Perl [57]. Fredman [20] (and references) describe the all points shortest path problem.
5. Optimal Parenthesization Problems

In this chapter we present several problems that can be described as optimal parenthesization problems. That is, they can all be put in the form:

Given a string of N elements, find an optimal (in some sense) parenthesization of the string.

These problems include optimization of the multiplication of N matrices, context free language recognition, various kinds of optimal search trees, and optimizing the search for N order statistics.

The obvious brute force method for solving an optimal parenthesization problem is to simply examine all of the possible complete parenthesizations of N elements and choose the best one. Unfortunately, this rapidly becomes unmanageable. The number of ways to completely parenthesize a string of N elements is the Nth Catalan number

\[ X(N) = \binom{2N}{N} \binom{N}{N+1} \]

It can be shown that \( X(N) \geq 2^{N-2} \) ([2], p.73).

The DP algorithms for these problems offer substantial improvement over the brute force method. This is because an optimally parenthesized string must be composed of optimally parenthesized substrings. (If a substring can be better parenthesized, then the entire string can be better parenthesized.) DP uses this property of optimal parenthesization problems to achieve functional equations of the form

\[ M_{ik} = \min_{i<j<k} f_{ijk}( M_{ij}, M_{(j+1)k} ) \]

The optimal parenthesization for the substring \((i,k)\) is determined by examining the \(k-i\) pairs of \(M_{ij}\) and \(M_{(j+1)k}\) (which have already been computed). Since there are \(O(N^2)\) substrings \((i, k)\), the total time is \(O(N^3)\), much less than \(O(2^N)\).

For two of the problems, optimal alphabetic encoding and optimal search for N order statistics, the \(O(N^3)\) time can be improved to \(O(N \log N)\) time. Unfortunately, this speedup relies on properties that are peculiar to these individual problems and cannot be applied to all of the parenthesization problems. A nice decomposition into parallel computations, however, is available for any optimal parenthesization problem. Guibas, Kung, and Thompson [25] have shown how \((N+1)(N+2)/2 = O(N^2)\) mesh-connected parallel processors can solve an optimal parenthesization problem in \(O(N)\) time. (In general, a \(K\) by \(K\) triangular mesh-connected processor can improve the time to \(O(N^3/K^2)\).)
5.1 Optimizing the Multiplication of N Matrices

The first problem that we will describe in this chapter is the problem of optimizing the multiplication of N matrices. Since matrix multiplication is associative, the multiplications can be grouped as desired and (mathematically) the result will still be the same. Computationally, however, it may make a tremendous difference. For example, consider the following multiplication problem:

\[ M = M_1 \times M_2 \times M_3 \times M_4 \times M_5. \]

We will assume in this discussion that the multiplication of a p x q matrix and a q x r matrix costs pqr operations. (Probert [62] generalizes this problem to allow Strassen matrix multiplication as well as the ordinary block multiplication.) If the multiplications are grouped

\[ M = (M_1 \times (M_2 \times M_3)) \times (M_4 \times M_5) \]

then the multiplication will cost 156,500 operations. If, however, the grouping is

\[ M = (M_1 \times (M_2 \times M_3)) \times (M_4 \times M_5) \]

then the multiplication will cost only 4600 operations.

We will now describe the general problem and the corresponding \(O(N^3)\) time DP algorithm.*

Let

\[ M = M_1 \times M_2 \times \ldots \times M_N \]

where \(M_1\) is a \(c_0\) by \(c_1\) matrix, \(M_2\) is a \(c_1\) by \(c_2\) matrix, etc. The discrete decision process \(D = (A, S, P, f)\) is defined by

\[ A = \{ a_{ijk} \mid 1 \leq i \leq j < k \leq N \}, \text{ where } a_{ijk} \text{ means "multiply the result of } M_i \times M_{i+1} \times \ldots \times M_j \text{ by the result of } M_{j+1} \times M_{j+2} \times \ldots \times M_k.\}

\[ S = \{ \text{ sequences of } a_{ijk} \text{ corresponding to complete parenthesization of the } N \text{ matrices } \}, \]

\[ P = \{ c \in (1^+)^{N+1} \}, \text{ and } \]

\[ f(e) = 0, f(xa_{ijk}) = f(x) + c_{i-1} \times c_j \times c_k. \]

We must first define the states \(Q\) before constructing the SDP. The most natural set of states for this problem is the set of all partial parenthesizations of \(N\) elements. The SDP \(W = (Z, P, h, k)\) is then defined by

---

*Chin [10] describes a non-DP \(O(N)\) time approximation algorithm that is never worse than a factor of 5/4 from optimal.
Z = (A, Q, q_0, F, \lambda), (The components are obvious.)

P = same as for the DDP,

\[ h(r, q, a_{ijk}) = r + c_{i-1} + c_j + c_k, \text{ and} \]

\[ k(p) = 0. \]

Monotonicity of the SDP is assured by the additivity of h. Thus the functional equations are

\[ G(q_0) = 0, \text{ and} \]

\[ G(q) = \min_{\{(s,a)|\lambda(s,a)=q\}} h(G(s), s, a) \]

The optimization procedure suggested by these equations will certainly produce an optimal parenthesization. The time spent, however, will be prohibitive. This is because the number of states that will have to be examined is the number of partial parenthesizations of N elements, which is at least as great as the Nth Catalan number X(N). This does not compare well with the O(N^3) time that was promised above. Obviously, the choice of states will have to be made more carefully. The natural choice is not always the best.

Let's re-examine the situation. To produce a faster DP algorithm the number of states must be reduced. There is no general procedure for this. In fact, Ibaraki [38] has shown that the problem is in general unsolvable. Thus, to reduce the number of states we must exploit properties peculiar to this particular problem. In this case a clue is provided by a closer examination of the primitive operators a_{ijk} in the set A. If the substrings (M_i, M_{i+1}, ..., M_j) and (M_{j+1}, M_{j+2}, ..., M_k) are already fully parenthesized, then application of the operator a_{ijk} will make (M_i, M_{i+1}, ..., M_j, ..., M_k) a fully parenthesized substring. This implies that the states should be of the form S_{ij}, 1 \leq i \leq j \leq N where S_{ij} has the interpretation "substring (M_i, M_{i+1}, ..., M_j) is fully parenthesized."

Unfortunately, there is no way that a parenthesization such as ((M_i M_j M_i M_j)) can be produced by the primitive operators with only these states S_{ij}. Thus, another property peculiar to parenthesization problems will have to be pulled out of a hat. This one is a kind of decomposition property and it looks more like divide-and-conquer [2] than dynamic programming. The property is that the parenthesization of a substring (i,j) is independent of the parenthesization of a substring (k,l) if i < j < k < l or k < l < i < j. Thus, the problem of producing a state, call it (S_{ij} \cup S_{(i+1), k}), for which a_{ijk} fully parenthesizes substring (i,k) (and produces state S_{ik}) can be decomposed into the problem of solving S_{ij} and solving S_{(i+1), k}.

Since the cost function is additive,

\[ G(S_{ij} \cup S_{(i+1), k}) = G(S_{ij}) + G(S_{(i+1), k}). \]

Thus, the functional equations become
Algorithm For Computing Optimal Multiplication of N Matrices

Input: integer $N > 0$, array $C[1:N+1]$ of positive integers

Output: Array $G$ where $G(i,j)$ = minimum cost of parenthesizing substring $(i,j)$.
Array $H$ where $H(i,j)$ = subscript $k$ where optimal parenthesis for substring $(i,j)$ is located.

Time: $O(N^3)$, Storage: $O(N^2)$

For $L$ <- 1 thru $N$ do
    $G(L,L) \leftarrow 0$;
For $L$ <- 2 thru $N$ do ! $L = length of substrings optimized$
    For $I$ <- 1 thru $N+1-L$ do
        begin
            $MINCOST \leftarrow \infty$;
            $J \leftarrow 1 + L - 1$;
            For $K$ <- $I$ thru $J$-1 do ! Find optimal paren for substring $(I,J)$
                begin
                    $COST \leftarrow G(I,K) + G(K+1,J) + C(I-1) \cdot C(K) \cdot C(J)$;
                    If $COST < MINCOST$ then
                        begin
                            $MINCOST \leftarrow COST$;
                            $G(I,J) \leftarrow COST$;
                            $H(I,J) \leftarrow K$
                        end
                end
        end
end
5.2 Context Free Language Recognition

Context free language recognition is a well studied problem. Younger [75] showed that a Turing machine can recognize a general context free language in $O(N^3)$ time, where $N$ is the length of the string being recognized. Kasami and Torii [45] constructed an $O(N^2)$ time (RAM) algorithm for unambiguous context free language recognition and Early [15] produced an algorithm that not only recognizes general context free languages in $O(N^3)$ time, but also unambiguous languages in $O(N^2)$ time, and some further restricted classes of languages (such as LR(k)) in $O(N)$ time. Since then Valiant [70] constructed an $O(N^{2.81})$ time general context free recognition algorithm (by using Strassen matrix multiplication), and Graham, Harrison, and Ruzzo [24] produced an $O(N^3/\log N)$ time on-line algorithm for general context free recognition. In this paper we describe the simplest $O(N^3)$ time algorithm for general context free language recognition.

The DP algorithm for general context free recognition that is presented in this paper requires the context free grammar to be put in Chomsky normal form [32]. (Early [15] does not require Chomsky normal form, but his algorithm is more complicated, too.) The grammar is a 4-tuple

$$G = (\text{Nonterminals, Terminals, Productions, Start symbol}).$$

Nonterminal symbols are indicated by upper case letters (A, B, C, . . . ) and terminal symbols are indicated by lower case letters (a, b, c, . . . ). The productions are all of the form $A \rightarrow BC$ or $A \rightarrow a$ (Chomsky normal form). If $m$, $n$, and $q$ are strings of terminals and nonterminals, then $mA \rightarrow mqn$ iff $A \rightarrow q$ is a production. The language generated by the grammar is the set of strings of terminals $w$ such that $S \rightarrow w$ where $\rightarrow$ is the transitive closure of $\rightarrow$.

To construct the DP algorithm we must first define the DDP. The DDP makes use of a function called "Prefix" defined as follows:

Let the input string be $Z = z_1z_2...z_N$, and let $x$ be a string of primitive operators $a_{ijk}$. Prefix$(x,a_{ijk})$ = the string $x$ minus all operators to the right of $a_{ijk}$. If $a_{ijk}$ does not occur in $x$ then Prefix$(x,a_{ijk}) = e$.

For example, if $x = a_{233}a_{123}a_{455}a_{135}$, then Prefix$(x,a_{455}) = a_{233}a_{123}a_{455}$. The DDP is $D = (A, S, P, f)$:

$$A = \{ a_{ijk} \mid 1 \leq i < j < k \leq N \} \text{ where } a_{ijk} \text{ produces the set } \{ B \mid B \rightarrow CD \text{ and } C \rightarrow \ast z_1z_2...z_j \text{ and } D \rightarrow \ast z_{j+1}z_{j+2}...z_k \},$$

$$S = \{ A^\ast a_{1jN} \},$$

$^1$Now improved to $O(N^{2.79})$ with the new matrix multiplication algorithm of Pan [54].
This is a most curious way to define a DDP. The primitive operators and, especially, the cost function return sets rather than scalars. The reason for returning sets is that in this problem we are interested in finding all of the nonterminals that produce the substrings \( z_i z_{i+1} \ldots z_j \). If there are two or more nonterminals that can generate a substring \( z_i z_{i+1} \ldots z_j \), it is not sufficient to keep only one nonterminal and throw the others away because the productions do not treat the nonterminals equivalently. Thus, if \( f(x_{a_{ipk}}) = \{ B, D, E \} \) and \( f(x_{a_{iqk}}) = \{ D, E \} \), then \( a_{ipk} \) will certainly be preferred over \( a_{iqk} \). If, however, \( f(x_{a_{ipk}}) = \{ B, D, E \} \) and \( f(x_{a_{irk}}) = \{ C \} \) then we cannot say which is better because the two sets are not comparable. This situation is described as a partial order relation. It is defined by

\[
f(x_{a_{ipk}}) \preceq f(x_{a_{iqk}}) \text{ if and only if } f(x_{a_{ipk}}) \subseteq f(x_{a_{iqk}}).
\]

Furthermore, the object is to maximize rather than minimize \( f \) under the partial order in this problem. (Accordingly, we will replace "min" with "union" in the functional equations.)

Now it is time to produce the SDP. Let the state \( S_{ij} \) be interpreted as "\( z_i z_{i+1} \ldots z_j \) has been parsed". To produce an efficient algorithm, we use pseudo-states \( (S_{ij} \cup S_{(j+1)k}) \) as in the previous parenthesization problem. The SDP is \( W = (Z, P, h, k) \) where

\[
Z = \text{fsa}(A, Q, q_0, F, \lambda)
\]

where

- \( A \) = same as for the DDP,
- \( Q = \{ S_{ij}, (S_{ij} \cup S_{(j+1)k}) \} \),
- \( q_0 = \{ e \} \),
- \( F = \{ S_{1N} \} \),
- \( \lambda((S_{ij} \cup S_{(j+1)k}), a_{ijk}) = S_{ik} \),
- \( h(r, (S_{ij} \cup S_{(j+1)k}), a_{ijk}) = f(x_{a_{ijk}}) \) where \( \lambda(q_0, x) = (S_{ij} \cup S_{(j+1)k}) \), and
- \( k(p) = e \).

Before we derive the functional equations, we must first show that the monotonicity property is satisfied. Note that the cost function is not simply additive as in the previous problems so monotonicity does not come quite as automatically. Thus, we must show that if \( x, y \in A^* \), then

\[
\text{If } \lambda(q_0, x) = \lambda(q_0, y) \text{ and } f(x) \geq f(y) \text{ then } f(xw) \geq f(yw), \forall w \in A^*.
\]

This is true because if \( f(x) \geq f(y) \) then certainly \( \forall w \in A^* \) \( f(xw) \geq f(yw) \). We conclude that the functional equations are
\[ G(q_0) = e, \text{ and} \]
\[ G(S_{ik}) = \bigcup_{(S_{ij}uS_{(i+1)k}, a_{ijk})} h( G(S_{ij}uS_{(i+1)k}) , (S_{ij}uS_{(i+1)k}) , a_{ijk} , p ) \]
\[ = \bigcup_{j} f(x_1, x_2, a_{ijk}) \text{ where } \lambda(q_0, x_1) = S_{ij} \text{ and } \lambda(q_0, x_2) = S_{(i+1)k} \]

Here is an algorithm for solving the functional equations:

**Algorithm For General Context Free Language Recognition**

**Input:** Nonterminals = \{A_1, A_2, \ldots, A_N\} \neq start symbol
Terminals = \{t_1, t_2, \ldots, t_T\}
Finite set of productions of the form: \(A_j \rightarrow A_j A_k\) or \(A_j \rightarrow t_j\)
String \(Z = z_1 z_2 \ldots z_N\) where \(z_i \in \text{Terminals}\)

**Output:** Array \(M\) where \(M(I,K) = \{ A | A \rightarrow \text{ Productions} \}\)

Thus, \(Z\) is recognized iff start symbol = \(A_1 \in M(1,N)\).

Time: \(O(N^3)\), Storage: \(O(N^2)\).

For \(I \leftarrow 1\) thru \(N\) do
\[ M(I,I) \leftarrow \{ A | "A \rightarrow a_1" \in \text{Productions} \} \]

For \(L \leftarrow 2\) thru \(N\) do / \(L = \text{length of string}\):
For \(I \leftarrow 1\) thru \(N+1-L\) do
begin
\[ K \leftarrow I + L - 1; \]
\[ M(I,K) \leftarrow e; \quad \text{! e = empty set} \]
For \(J \leftarrow I\) thru \(K-1\) do
\[ M(I,K) \leftarrow M(I,K) \cup \{ A | \exists \alpha \in M(I,J), \beta \in M(J+1,K) (A \rightarrow \alpha \beta) \} \]
end;

Note that the inner loop is not implemented the same here as for the previous two algorithms. This is because the partial order relation forces us to use the union operation rather than a min. Since the set of nonterminals is finite, the size of each of the sets \(M(I,K)\) is bounded by a constant. Thus, the entire algorithm still requires only \(O(N^3)\) time.

**5.3 Optimal Alphabetic Encoding and Optimal Search Trees**

There are many kinds of optimal search trees and optimal alphabetic encoding corresponds naturally to one of the simpler kinds. An optimal alphabetic encoding bears several similarities to a Huffman code \([34]\). We are given an alphabet \(ALPH\) of \(N\) characters and the probabilities \(p_i\) that a randomly chosen character is character \(i\). Each of the characters must
be represented by a prefix code chosen from a set of r symbols. Furthermore, for an alphabetic encoding, the codes for the letters of ALPH must be in increasing numerical order. (For a Huffman encoding the codes are not restricted to be ordered.) Let \( l_i \) = length of the encoding of character i. The objective is to minimize the expected length of a message, that is

\[
\min_{\{\text{alphabetic encodings}\}} \sum_{i=1}^{N} p_i l_i.
\]

Gilbert and Moore [22] were the first to use DP to solve the problem of constructing an optimal alphabetic encoding. Their algorithm is very similar to the algorithms for the other optimal parenthesization problems, and it requires \( O(N^3) \) time and \( O(N^2) \) storage.

The tree corresponding to an optimal alphabetic encoding is illustrated in Figure 5-1. A "0" in the encoding corresponds to a left branch of the tree and a "1" corresponds to a right branch. Each leaf of the tree corresponds to one of the letters of the alphabet. The internal nodes do not represent letters of the alphabet. A general binary search tree, on the other hand, may have elements at internal nodes as well as the leaves.

<table>
<thead>
<tr>
<th>CHARACTER</th>
<th>PROBABILITY</th>
<th>OPTIMAL ALPHABETIC CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.15</td>
<td>000</td>
</tr>
<tr>
<td>B</td>
<td>0.10</td>
<td>001</td>
</tr>
<tr>
<td>C</td>
<td>0.15</td>
<td>010</td>
</tr>
<tr>
<td>D</td>
<td>0.10</td>
<td>011</td>
</tr>
<tr>
<td>E</td>
<td>0.20</td>
<td>10</td>
</tr>
<tr>
<td>F</td>
<td>0.05</td>
<td>1100</td>
</tr>
<tr>
<td>G</td>
<td>0.10</td>
<td>1101</td>
</tr>
<tr>
<td>H</td>
<td>0.15</td>
<td>111</td>
</tr>
</tbody>
</table>

Figure 5-1: Example of Optimal Alphabetic Encoding and Related Decision Tree

Knuth describes the construction of a general optimal search tree in \( O(N^2) \) time (and storage) ([46], [47], p.433-439, [2], p.119-123). Not only does this search tree include elements at internal nodes but it also is extended to allow (nonzero) probabilities that

\(^{1}\)For this presentation we will assume that \( r = 2 \), thus making the codes binary codes.
unsuccessful searches are made in the tree. That is, the search key may be less than A, between A and B, between B and C, etc. Hu and Tucker [36] produced a much different (and complicated) algorithm to construct an optimal alphabetic tree in \(O(N^2)\) time and \(O(N)\) storage (see also Hu [33]), which Knuth [47] improved to \(O(N \log N)\) time and \(O(N)\) storage. Since then, Itai [40] has produced DP solutions for several constrained variations of the problem. Payne and Meisel [56] describe an interesting DP algorithm for an optimal multi-dimensional binary tree. We will present the optimal alphabetic encoding algorithm of Gilbert and Moore. (For treatments of the general optimal search tree the reader is referred to the texts of Knuth and Aho, Hopcroft, and Ullman cited above.)

The first step toward solving the optimal alphabetic encoding problem is to define the DDP. Let the alphabet \(ALPH = (z_1, z_2, \ldots, z_N)\). The DDP \(D = (A, S, P, f)\) is

\[
A = \{ a_{ijk} | 1 \leq i \leq j < k \leq N \} \text{ where } a_{ijk} \text{ appends a "0" to the front of the code for } z_i, z_{i+1}, \ldots, z_j \text{ and appends a "1" to the front of the code for } z_{j+1}, z_{j+2}, \ldots, z_k, 
\]

\[
S = \{ \text{sequences of } a_{ijk} \text{ corresponding to total parenthesizations of } N \text{ elements} \},
\]

\[
P = \{ (p_1, p_2, \ldots, p_N) \in (\text{Reals}^*)^N \}, \text{ and } f(e) = 0, f(xa_{ijk}) = f(x) + \sum_{m=i,k} p_m.
\]

Note that the cost function \(f\) does not seem to depend on \(j\) at all. The dependence on \(j\) comes from the constraint on the legal parenthesizations in \(S\), as will be shown in the functional equations.

To construct the SDP we must first define the states. Let the state \(S_{ij}\) be interpreted as "an optimal alphabetic code has been constructed for \(z_i z_{i+1} \ldots z_j\)." To produce an efficient algorithm, we will use pseudo-states \(S_{ij} U S_{k}\) as in the previous optimal parenthesization problems. The SDP is \(W = (Z, P, h, k)\) where
\[ Z = (A, Q, q_0, F, \lambda) \] where

\[ A = \text{same as for the DDP}, \]
\[ Q = \{ S_{ij}, (S_{ij} \cup S_{kl}) \mid 1 \leq i \leq j < k \leq N \} \cup \{ e \}, \]
\[ q_0 = e, \]
\[ F = \{ S_{1N} \}, \]
\[ \lambda( (S_{ij} \cup S_{(j+1)k}), a_{ijk}) = S_{ik}, \]
\[ P = \text{same as for the DDP}, \]
\[ h(r, (S_{ij} \cup S_{(j+1)k}), a_{ijk}) = r + \sum_{m=i,k} p_m, \text{ and} \]
\[ k(p) = 0. \]

The monotonicity property is satisfied by the additivity of the cost function and thus the functional equations are

\[ G(e) = 0, \text{ and} \]
\[ G(S_{ik}) = (S_{ij} \cup \min_{m=i,k} G(S_{ij} \cup S_{(j+1)k})) \cdot h(G(S_{ij} \cup S_{(j+1)k}), (S_{ij} \cup S_{(j+1)k}), a_{ijk}) \]
\[ = \min_j G_{ij} + G_{(j+1)k} + \sum_{m=i,k} p_m. \]

Letting \( G_{ij} = G(S_{ij}) \) this becomes

\[ G_{ii} = 0, \text{ and} \]
\[ G_{ik} = \min_j G_{ij} + G_{(j+1)k} + \sum_{m=i,k} p_m. \]

These functional equations can be solved in \( O(N^3) \) time because the summation from \( m=i \) to \( m=k \) of \( p_m \) can be computed in \( O(1) \) time after some preprocessing. The following algorithm shows how that is done.
Algorithm for Optimal Alphabetic Encoding

Input: integer $N > 0$, array $P[1:N]$ of positive reals
Output: $G(I,K) =$ cost of optimal encoding of $z_1z_2\ldots z_K$

$H(I,K) =$ subscript $J$ for optimal partition of $z_1z_2\ldots z_K$

Time: $O(N^3)$, Storage: $O(N^2)$

! Initialization of $G$ and $C$;

$C(0) = 0$;
For $I \leftarrow 1$ thru $N$ do
begin
$G(I,I) = 0$; $C(I) = C(I-1) + P(I)$
end;

! Optimization over all pairs $(I,K)$;

For $L \leftarrow 2$ thru $N$ do  
$L =$ length of string;
For $I \leftarrow L$ thru $N+1-L$ do
begin
$K = I + L - 1$;
MINCOST $\leftarrow \infty$;
For $J \leftarrow I$ thru $K-1$ do
begin
COST $\leftarrow G(I,J) + G(J+1,K) + C(K) - C(I-1)$;
If COST $<$ MINCOST then
begin
MINCOST $\leftarrow$ COST
$G(I,K) \leftarrow$ COST;
$H(I,K) \leftarrow J$
end
end
end

5.4 Optimizing the Search for $N$ Order Statistics

Optimizing the search for $N$ order statistics is very similar to optimal alphabetic encoding. The problem is described as follows:

Let $X$ be a set of $M$ real numbers $x_i$. We want to find $N$ ($N \leq M$) order statistics $s_i$ where $s_i$ equals the $a_i$'th smallest element of $X$. For example, if $X = \{1,5,2,9,-2\}$, $M = 5$, $N = 1$, and $a_1 = 4$, then $s_1 = 5$. The problem is to find the $N$ order statistics $s_i$ as quickly as possible.

One way to find the order statistics is to sort the $M$ elements of $X$ in $O(M\log M)$ time and then obtain the $N$ order statistics in $O(N)$ time (by using the $a_i$ as indices into the sorted set $X$) for a total time of $O(M\log M)$. For large $M$ we can do better. For the case $N = 1$, the order statistics $s_i$ can be found in $O(M)$ time[7, 63]. Pohl [59] describes a special case of $N = 2$, the
min and the max, and shows how they can be found in \(|3M/2 - 2|\) comparisons, which is
better than the obvious \(2M - 2\) comparison algorithm. The DP algorithm that we describe in
this paper makes optimal use of a linear time selection algorithm. It does not attempt to do
any optimization of the kind described by Pohl.

To construct the DP algorithm we start, as always, with the discrete decision process
\(D = (A, S, P, f)\):

\[ A = \{ a_0, a_1, a_2, \ldots, a_N, a_{N+1} \}, \text{ where } a_i, 1 \leq i \leq N \text{ finds the order statistic } s_i, a_0 = 0, \text{ and } a_{N+1} = M+1. \]

\[ S = \{ x \in A^* \mid \text{all } a_i \text{ are in } x \}, \]

\[ P = \{ a \in M^N \}, \text{ and} \]

\[ f(a) = 0, f(a_i) = M, f(xa_i) = f(x) + a_k - a_j \text{ where } j = \text{max subscript of } a \text{ in } x \text{ that is} \]

\[ \text{less than } i, \text{ and } k = \text{min subscript of } a \text{ in } x \text{ that is greater than } i. \]

When constructing the SDP we encounter exactly the same problems with the number of
states as with the problem of optimal multiplication of \(N\) matrices. Fortunately, the
decomposition property still applies so the trick of constructing "states" \((S_{ij} \cup S_{ik})\) will work.

Since the details are basically the same here as for the previous parenthesization problems,
we will present only the recurrence relation and the algorithm.

Functional Equations for Optimizing the Search for \(N\) Order Statistics

\[ G(i, i+1) = 0 \]

\[ G(i, k) = \min_{j < k} G(i, j) + G(j, k) + a_k - a_i - 1 \]
Algorithm for Optimizing the use of a Linear Selection Algorithm to Find N Order Statistics

Input: Vector A such that 0 = A(0) < A(1) < A(2) < \ldots A(N) < A(N+1) = M+1
Output: Array G where G(I,K) = minimum cost of finding all order statistics A(J), I < J < K, given that A(I) and A(K) have already been determined.
Array H where H(I,K) = subscript J of optimal A(J) for subdividing the interval [A(I),A(K)].
Time: O(N^3), Storage: O(N^2)

For L \leftarrow 0 thru N do
  G(L,L+1) \leftarrow 0;
For L \leftarrow 2 thru N+1 do        ! L = length of substrings optimized
  For I \leftarrow 0 thru N+1-L do
    begin
      MINCOST \leftarrow \infty;
      K \leftarrow I + L;
      ! Find optimal paren for substring (I,K);
      For J \leftarrow I+1 thru K-1 do
        begin
          COST \leftarrow G(I,J) + G(J,K) + A(K) - A(I) - 1;
          If COST < MINCOST then
            begin
              G(I,K) \leftarrow MINCOST \leftarrow COST;
              H(I,K) \leftarrow J
            end
        end
    end

We can improve this algorithm to O(N\log N) time and O(N) storage. This is because it can be put it in the form of an optimal alphabetic encoding problem. In the functional equations above, the quantity G(i,k) is interpreted to equal the minimum cost of finding all order statistics a_j, i < j < k, given that a_i and a_k have already been determined. Change this to

G(i,k) = minimum cost of finding all order statistics a_j, i < j \leq k, given that a_i and a_{k+1} have already been determined.

Also rewrite the quantity a_{k+1} - a_i as the sum (from m=i to m=k) of (a_{m+1} - a_m). The new functional equations are
Figure 5-2: Example of finding optimal use of a linear selection algorithm.

\[ G(i,i) = 0, \quad \text{and} \]

\[ G(i,k) = \min_{i<j<k} G(i,j) + G(j+1,k) + \sum_{m=i}^{k} (a_{m+1} - a_m) - 1. \]

The functional equations are now in the same form as the functional equations for an optimal alphabetic encoding. Thus, the \( O(N \log N) \) time and \( O(N) \) storage algorithm follows.
6. Optimal Partition Problems

Optimal partition problems are not entirely unlike optimal parenthesization problems. They both involve a parenthesization of a string of N elements. The partition problem, however, does not produce a complete parenthesization of the N elements. Instead, it partitions the string into K sets of consecutive elements (with K sets of unnested parentheses) for some value of K. The value of K may be a given constant or it may be left unspecified.

Peterson, Bitner, and Howard [58] describe a problem for which the number of partitions K is unspecified. The problem is to select optimal tab settings to minimize the number of blanks in a document. N is the number of columns and K is the number of tabs set. The functional equations, however, are of the form

\[ G_0 = 0, \text{ and } G_j = \max_{i} G_i + C_{ij} \]

which is very similar to the solution for the single source shortest path problem described in Chapter 4. Because of this similarity this problem will not be discussed further. The remainder of this chapter will instead describe an example where K is a given constant.

The author knows of two nontrivial problems which are of the optimal partition type (with a given value for the required number of partitions K). One is the resource allocation problem ([13], ch.3), but the best example of this type of problem is the one solved by Fisher's algorithm [17, 27].\(^1\) To describe the problem we will first have to introduce some notation. Let the input string of N elements be denoted \(x_1, x_2, x_3, \ldots x_N\), where \(x_i\) is a real. A cluster \((i,j)\) is simply the substring \((x_{i+1}, x_{i+2}, \ldots x_j)\). Corresponding to each cluster \((i,j)\) is a diameter \(D(i,j) \geq 0\) that is a function of \((x_{i+1}, x_{i+2}, \ldots x_j)\). The diameter function that will be used in this description is

\[ D(i,j) = \sum_{k=i}^{j} (x_k - x)^2, \text{ where } x = \sum_{k=i}^{j} \frac{x_k}{(j-i+1)} \]

Let a K - partition of the N elements be represented by a K+1 - tuple \((I_0, I_1, I_2, \ldots I_K)\) where \(0 = I_0 < I_1 < I_2 < \ldots < I_{K-1} < I_K = N\). The interpretation is that the first cluster is \((I_0, I_1)\), the second cluster is \((I_1, I_2)\), etc. The optimal partition problem (which Fisher's algorithm solves) is

\(^1\)Fast algorithms for several special cases of Fisher's clustering problem will be presented by Shamos, Brown, Saxe, and Weide [66].
One method of solution is to simply generate all possible K-partitions and choose the one with minimum cost. But there are
\[
\binom{N-1}{K-1} = \frac{(N-1)!}{(N-K)! \cdot (K-1)!}
\]
possible partitions, which for large K and N will be prohibitive. Dynamic programming provides considerable improvement. To produce the DP algorithm we first construct the DDP
\[ D = \{ A, S, P, f \} : \]
\[
A = \{ a_{ij} \mid 1 \leq i < j \leq N \} \text{ where } a_{ij} \text{ defines the substring } (x_i \cdots x_{j-1} x_j) \text{ as one of the K sets of the partition},
\]
\[
S = \{ \text{sequences of } K \text{ } a_{ij} \text{'s that produce legal partitions } \},
\]
\[
P = \{ \text{N-tuples of reals } \}, \text{ and}
\]
\[
f(e) = 0, f(x_{a_{ij}}) = f(x) + D(i,j) \text{ for all legal sequences } x_{a_{ij}}.
\]
To define the SDP we must first define the states. One way to do this is to let \( S_{hij} \) be interpreted "substring \((i,j)\) is partitioned into \(h\) sets of consecutive elements." This leads to a DP algorithm that costs \(O(KN^3)\) time and \(O(KN^2)\) storage. Another choice of states is available, however, that naturally leads to a DP algorithm that costs only \(O(KN^2)\) time and \(O(KN)\) storage. The improvement is to consider only states \( S_{hij} = S_{h+1}j \), which are interpreted as "substring \((1,j)\) is partitioned into \(h\) sets of consecutive elements." Thus, the SDP \( W = \{ Z, P, h, k \} \) is
\[
Z = \{ A, Q, q_0, F, \lambda \} \text{ where}
\]
\[
A = \text{same as for the DDP},
\]
\[
Q = \{ S_{hij} \mid 1 \leq h \leq k, 1 \leq i \leq N \} \cup \{ e \},
\]
\[
q_0 = e,
\]
\[
F = \{ S_{KN} \},
\]
\[
\lambda(S_{h+1}j) = S_{h(i+1)},
\]
\[
P = \text{same as for the DDP},
\]
\[
h(r, S_{h+1}j) = r + D(i,j), \text{ and}
\]
\[
k(p) = 0.
\]
Monotonicity of the SDP follows from additivity of the cost function \( D \) and the fact that \( D(i,j) \geq 0 \). Thus, the functional equations are
\[ G(e) = 0, \text{ and} \]
\[ G(S_{hj}) = \min_{i} h(G(S_{(h-1)i}^i), S_{(h-1)i}^i, a_{(i+1)i}) \]
\[ = \min_{i} G(S_{(h-1)i}^i) + D(i+1,i) \]

Letting \( G_{hj} = G(S_{hj}) \), this becomes

\[ G_{hj} = \min_{i} G_{(h-1)i} + D(i+1,i). \]

Fisher’s version of the algorithm for solving these equations first computes all of the diameters \( D(i,j) \) and stores them in an array, costing \( O(N^2) \) storage. The algorithm below creates vectors \( \text{SUM} \) and \( \text{SUMSQ} \), which enable the diameter to be computed in \( O(N) \) storage at no extra expense in time. (This trick does not work for all diameter functions, though.)
Algorithm for Constructing an Optimal K-Partition with the Sum of Squares
About the Mean Diameter Function

Input: \( X = N \) - tuple of reals, \( K \) = no. of sets in the partition.
Output: Array \( G \) such that \( G(h,j) = \) minimum cost for partitioning \( x_1 x_2 ... x_j \) into \( h \) sets of consecutive elements. Array \( H \) such that \( H(h,j) = \) subscript \( k \) for the \( h \)'th set of the optimal partition of \( x_1 x_2 ... x_j \).

Time: \( O(KN^2) \), Storage: \( O(KN) \)

Define statement function:
\[
D(I,J) = (\text{SUMSQ}(J) - \text{SUMSQ}(I-1)) - (\text{SUM}(J) - \text{SUM}(I-1))^2 / (J - I + 1)
\]

Compute partial sums and sums of squares of \( X(I) \):
\[
\text{SUM}(0) \leftarrow \text{SUMSQ}(0) \leftarrow 0;
\]
For \( J \leftarrow 1 \) thru \( N \) do
begin
\[
\text{SUM}(J) \leftarrow \text{SUM}(J-1) + X(J);
\text{SUMSQ}(J) \leftarrow \text{SUMSQ}(J-1) + X(J)^2 + X(J);\]
\[
G(1,J) \leftarrow D(1,J); \quad H(1,J) \leftarrow J;
\]
end;

Optimization:
For \( L \leftarrow 2 \) thru \( K \) do ! \( L \) = no. of sets in partition;
For \( J \leftarrow L \) thru \( N \) do
begin
\[
\text{MINCOST} \leftarrow \infty;
\]
For \( I \leftarrow L-1 \) thru \( J-1 \) do
begin
\[
\text{COST} \leftarrow G(L-1,I) + D(I+1,J);
\]
If \( \text{COST} < \text{MINCOST} \) then
begin
\[
\text{MINCOST} \leftarrow \text{COST};
G(L,J) \leftarrow \text{COST};
\]
\[
H(L,J) \leftarrow I;
\]
end;
edn;

We can further reduce the storage required by this algorithm to \( O(N) \). To find the cost of the optimal partition in \( O(N) \) storage and \( O(KN^2) \) time is fairly simple, but the recovery of the optimal partition itself (within the same time and space bounds) is more difficult. First, we consider finding the cost of the optimal partition in \( O(N) \) storage and \( O(KN^2) \) time.

The only trick is to eliminate unnecessary storage that is being used. The diameter function is already computed in \( O(N) \) storage. Only the array \( G \) costs \( O(KN) \) storage. (Forget about \( H \) for now since only the optimal cost is being computed.) But in the inner two loops of the above algorithm only the vectors \( G(L-1,*) \) and \( G(L,*) \) are referenced. That is, at stage \( L \) only the vectors \( G(L-1,*) \) and \( G(L,*) \) are needed. Thus, the \( K \times N \) array \( G \) can be replaced by two vectors of length \( N \) and the cost of the optimal partition can be computed in \( O(N) \) storage.
The recovery of the optimal partition itself, rather than just the cost, in \(O(N)\) storage and \(O(KN^2)\) time can be accomplished by combining divide-and-conquer with dynamic programming. The method is similar to the algorithm of Hirschberg [29] that solves the longest common subsequence problem (to be described later in this paper) in \(O(N)\) storage and \(O(N^2)\) time.

Recall that the state \(S_{hi}\) is interpreted to mean "\(x_1x_2...x_i\) are partitioned into \(h\) sets of consecutive elements." Define a new set of states \(S'_{hi}\) that are interpreted "\(x_ix_{i+1}...x_N\) are partitioned into \(h\) sets of consecutive elements." Let \(G'(h,i)\) be the minimum cost to reach state \(S'_{hi}\). Also, assume for convenience that \(K\) is a power of 2. Here is how the divide-and-conquer algorithm works:

1. Compute \(G(K/2,i)\) for all \(i\) in \(O(K/2 \times N^2)\) time and compute \(G'(K/2,j)\) for all \(j\) in \(O(K/2 \times N^2)\) time for \(O(KN^2)\) total time.

2. Find the subscript \(i\) that minimizes \(G(K/2,i) + G'(K/2,i+1)\). This subscript \(i\) equals \(\frac{1}{2}K\) in the \(K+1\) - tuple \((I_0,I_1,I_2,...,I_K)\) that represents the optimal partition of the \(N\) elements.

3. Now find \(I_{K/4}\) and \(I_{3K/4}\) by applying steps 1. and 2. to the respective subproblems. (This is the divide step - solving two subproblems of half the size.)

4. Repeat the divide step of step 3. That is, find \(I_{K/8}\), \(I_{3K/8}\), \(I_{5K/8}\), and \(I_{7K/8}\), etc.

After \(\log K\) iterations we will have determined the entire optimal partition.

The total time to recover the optimal partition may at first appear to be \(O(KN^2 \times \log K)\). With careful analysis, however, we can show it to be only \(O(KN^2)\). Let \(U(K,N)\) be the time to construct the optimal \(K\)-partition of \(N\) elements and let \(T(K,N) = O(KN^2)\) be the time to find the cost of the optimal \(K\)-partitions for all the clusters \((1,N), (1,N-1), (1,N-2), \text{etc.}\) The above divide-and-conquer algorithm leads to the following equations:
\[ T(I,J) = IJ^2 \]

\[ U(K,N) = \sum_{i=1}^{\log K} \sum_{j=1}^{2^i-1} \left[ 2 T\left( \frac{K}{2^i}, I_{ik}/2^i, I_{(i-1)k}/2^i \right) + O\left( I_{ik}/2^i, I_{(i-1)k}/2^i \right) \right] \]

\[ = \sum_{i=1}^{\log K} \left[ O(N) + 2 \sum_{j=1}^{2^i-1} \frac{K}{2^i} \left( I_{ik}/2^i, I_{(i-1)k}/2^i \right) \right] \]

\[ \leq \sum_{i=1}^{\log K} \left[ O(N) + \frac{K}{2^{i-1}} N^2 \right] = O(KN^2) \]

The time \( U(K,N) \) depends somewhat on the optimal partition \( (I_0, I_1, \ldots, I_K) \) but in the worst case the total time is still \( O(KN^2) \).
7. Optimal Matching Problems

One of the major differences between optimal matching problems and optimal parenthesization or partition problems is that instead of just one string of elements, two (or more) are involved. The author knows of two problems in this class. The first, and most important, is the longest common subsequence (LCS) problem (and its variations), for which DP produces a good (if not optimal) algorithm. The second problem is the game of NIM, for which a much faster algorithm is known and thus will not be described further [21]. We will now describe the LCS problem.

Let \( Y = y_1 y_2 \ldots y_N \) and \( Z = z_1 z_2 \ldots z_N \) be two strings of length \( N \) whose elements \( y_i \) and \( z_i \) are chosen from a finite alphabet \( \text{ALPH} \). (The strings \( Y \) and \( Z \) are chosen to be the same length only for convenience in presentation.) A string \( B \) is a subsequence of \( Y \) if \( B \) can be obtained by deleting characters from \( Y \). For example, if \( Y = "dynamic programming" \), then \( B = "main" \) is a subsequence of \( Y \). The longest common subsequence problem (for the two strings \( Y \) and \( Z \)) is to find the (not necessarily unique) longest string \( B \) that is a subsequence of both \( Y \) and \( Z \).

The LCS problem can be solved in \( O(N^2) \) time and space [29]. The string editing problem, a generalization of the LCS problem, is to determine the minimum number of changes, insertions, or deletions to transform a string \( Y \) to a string \( Z \). This problem can also be solved in \( O(N^2) \) time and space [73]. There have been several efforts to improve these algorithms and/or show lower bounds for the problems. Hirschberg [29] reduced the space for the LCS problem from \( O(N^2) \) to \( O(N) \) while maintaining the bound of \( O(N^2) \) time. Paterson [55] produced an \( O(N^2 \log \log N / \log N) \) time algorithm for the LCS problem [30], which Masek and Paterson [52] have recently improved to \( O(N^2 / \log N) \) time with their solution to the string editing problem. Hunt and Szymanski [35] have constructed an algorithm that spends \( O((R+N) \log N) \) time where \( R \) is the total number of pairs of characters at which the two sequences match. Thus, \( R \) may be as large as \( N^2 \) but if it is small, then the algorithm takes only \( O(N \log N) \) time. Wong and Chandra [74] showed an \( \Omega(N^2) \) lower (time) bound of the string editing problem for a model of computation allowing only equal / unequal comparisons between elements of strings. Aho, Hirschberg, and Ullman [1] showed the \( \Omega(N^2) \) lower bound for the LCS problem (with only equal / unequal comparisons). Hirschberg [31] has produced an \( \Omega(N \log N) \) lower bound for the LCS problem where less-than-or-equal comparisons are allowed. Hirschberg [30] provides an overview of the results for the LCS and related problems and Selkow [65] describes an extension of these string problems to trees. Itakura [41] gives an interesting application of the LCS problem to speech recognition. Fitch and Margoliash [18] apply the string editing problem to determination of the mutation distance of the DNA of several species.
We will now present the $O(N^2)$ time and $O(N^2)$ space algorithm for the LCS problem. The two strings are, as before, $Y$ and $Z$, each consisting of $N$ characters from the alphabet $ALPH$. The DDP $D = (A, S, P, f)$ is defined by

$$A = \{ a_{ij} \} \text{ where } a_{ij} \text{ compares } y_i \text{ and } z_j \text{ for equality},$$

$$S = \{ e \} \cup \{ a_{ij} \mid i, j \leq N \} \cup \{ x a_{ij} a_{kl} \mid x \in S \text{ and } i < k \text{ and } j < l \},$$

where the subscripts of the $a_{ij}$ must be strictly increasing. The cost function $f$ is written so that the object is to maximize $f$ rather than minimize it. Let the states of the SDP be written $S_{ij}$ and be interpreted as "$(y_1, y_2, ..., y_i)$ has been compared with $(z_1, z_2, ..., z_j)$ by a sequence ending in $a_{ij}$." Thus, the SDP is $W = (V, P, h, k)$ where

$$V = (A, Q, q_0, F, \lambda) \text{ where}$$

$$A = \text{same as for the DDP},$$

$$Q = \{ S_{ij} \mid i, j = 1, 2, ..., N \} \cup \{ S_{00} \},$$

$$q_0 = S_{00},$$

$$F = \{ S_{NN} \},$$

$$\lambda(S_{ij} a_{kl}) = S_{kl} \text{ for } k > i, l > j,$$

$$P = \text{same as for the DDP},$$

$$h(r, S_{ij} a_{kl}) = r + C(y_k, z_l) \text{ for } i < k, j < l \text{ and }$$

$$k(p) = 0.$$

The SDP is monotone by additivity of the cost function. Thus, the functional equations are

$$G(S_{00}) = 0, \text{ and}$$

$$G(S_{ij}) = \max \{ (S_{kl} a_{ij}) \mid k < i \text{ and } l < j \} G(S_{kl}) + C(y_k, z_l).$$

This gives an $O(N^4)$ time algorithm. However, a monotone property of the function $G$ can minimize the search for max in the equation above. Since the subscripts of the $a_{ij}$ are required to be strictly increasing in each legal sequence of comparisons, it follows that

If $i < k$ and $j < l$, then $G(S_{ij}) < G(S_{kl}).$ Thus, to find $G(S_{ij})$ it is sufficient to compute
The time is now reduced to $O(N^3)$ but further improvement is possible. The max($k<i$) and the max($k<j$) can be propagated throughout the computation of all $G(S_{ij})$ so that only constant time per state $S_{ij}$ is required. One way to do this is to create an array $\text{MAXG}(i,j)$ to propagate these max's. Let $G(i,j) = G(S_{ij})$. When $G(i,j)$ is defined, propagate the max's through the steps

$$
G(i,j) \leftarrow \text{MAXG}(i-1,j-1) + C(y_j,z_j)
$$

$$
\text{MAXG}(i,j) \leftarrow G(i,j)
$$

$$
\text{MAXG}(i+1,j) \leftarrow \max(\text{MAXG}(i+1,j), G(i,j))
$$

$$
\text{MAXG}(i,j+1) \leftarrow \max(\text{MAXG}(i,j+1), G(i,j))
$$

Another way to accomplish the propagation is to make a small change in the definition of $G$ so that it accomplishes the same task as $\text{MAXG}$, thus saving one array [29]. This is what is done in the following algorithm.

Algorithm for the Longest Common Subsequence of Two Strings

Input: integer $N > 0$, arrays $Y[1:N]$, $Z[1:N]$  
Output: Array $G$ such that $G(I,J) = \text{length of longest common subsequence of } (y_1,y_2,...,y_I) \text{ and } (z_1,z_2,...,z_J)$. Array $H$ such that $H(I,J) = \text{pointer to either } (I,J-1) \text{ or } (I-1,J), \text{ whichever has the largest value of } G$.

Time: $O(N^2)$, Storage: $O(N^2)$

// initialization;
For $I \leftarrow 0$ thru $N$ do
   For $J \leftarrow 0$ thru $N$ do
      $G(I,J) \leftarrow H(I,J) \leftarrow 0$;

// optimization;
For $I \leftarrow 1$ thru $N$ do
   For $J \leftarrow 1$ thru $N$ do
      begin
         If $Y(I) = Z(J)$ then
            $G(I,J) \leftarrow G(I-1,J-1) + 1$
         else
            $G(I,J) \leftarrow \max( G(I,J-1), G(I-1,J) )$;
         If $G(I,J-1) \geq G(I-1,J)$ then
            $H(I,J) \leftarrow (I,J-1)$
         else
            $H(I,J) \leftarrow (I-1,J)$
      end;
Figure 7-1: The matrices G and H produced for the strings ABABA and BABBA.
8. 'Hard' Combinatorial Problems

The problems described in the previous sections can all be solved in $O(N^2)$, $O(N^3)$, or more generally time that is bounded above by a polynomial in $N$. The problems in this section have never been solved in less than $O(2^N)$ time. Many of these problems are NP-Complete [43, 2]. (The other problems appear to be at least this hard.) For problems where a naive algorithm costs $O(N!)$ time, DP can typically bring an improvement to $O(P(N)2^N)$ time where $P(N)$ is a polynomial in $N$. For example, the traveling salesperson problem (TSP) runs in time $O(N^22^N)$ [28, 6]. An improved DP algorithm for the TSP and knapsack problems that utilizes branch-and-bound is described by Morin [53]. Constructing optimal decision trees from a set of yes/no tests is NP-complete [37] and the DP algorithm runs in $O(3^N)$ time and space [64]. Lew [50] describes a solution to a generalization of this problem. Bayes [4] describes a disk file placement problem - a variation of the module placement problem in Karp and Held [44] - for which a DP algorithm spends $O(2^N)$ time and $O(C(N,N/2))$ storage. Kohler and Steiglitz [49] and Kohler [48] describe DP (and branch-and-bound) solutions of NP-Complete scheduling problems. Gilmore [23] shows interconnections between cutting stock, linear programming, knapsacking, dynamic programming, and integer programming. Shapiro [67] shows how the knapsack problem can be reduced to a (huge) shortest path problem, and Lloyd [51] describes a DP algorithm for the minimum weight triangulation problem.

There are far too many problems to describe them all in full detail. But to give some of the flavor of what a DP algorithm for this type of problem can be like, we will now describe the traveling salesperson (TSP) problem.

The salesperson must travel to each of $N$ cities, starting and ending at city number one. The distances $D_{ij}$ between the cities are given. The problem is to find the route with minimum total distance traveled. The naive solution is to simply compare all $(N-1)!$ possible routes and choose the minimum. Use of a DP algorithm, however, can reduce this to $O(N^22^N)$ time.

The first step in construction of the DP algorithm is to define the DDP $D = (A, S, P, f)$ where

- $A = \{ a_i \}$ where $a_i$ means "go to city $i"$,
- $S = \{ \text{permutations of the } a_i \text{ ending in } a_1 \}$,
- $P = \{ \text{matrices } D_{ij} \mid D_{ij} \geq 0, \forall i,j \}$, and
- $f(e) = 0, f(a_i) = D_{1i}, f(xa_i a_j) = f(xa_i) + D_{ij}$.

To construct the SDP we must first define the states. It is tempting to let the states be $S_i$ where $S_i$ is interpreted "at city $i"$. But since we must travel to all of the $N$ cities, not just the
closest one, this won't work. Instead, we must consider the cities already visited by the time
the salesperson reaches city \( i \). Let \( C = \{ \text{cities} \} = \{1, 2, 3, \ldots, N\} \). If \( M \) is a subset of \( C \)
representing the cities that have been visited by the salesperson and \( i \in M \) is the city where
the salesperson is currently located, then the state is \( S_{M,i} \). With this definition the SDP is
\( W = (Z, P, h, k) \) where

\[
Z = (A, Q, Q_0, F, \lambda)
\]

where

- \( A = \) same as for the DDP,
- \( Q = \{ S_{M,j} \mid M \subset C \text{ and } i \in M \} \),
- \( Q_0 = S_{\{1\},1} \),
- \( F = \{ S_{C,1} \} \),
- \( \lambda(S_{M,i};a_j) = S_{M\{j\},j} \),
- \( P = \) same as for the DDP,
- \( h(r, S_{M,i}; a_j) = r + D_{ij} \), and
- \( k(p) = 0 \).

Monotonicity of the SDP follows from the additivity of the cost function. Thus, the functional
equations are

\[
G(S_{\{1\}}) = 0, \text{ and } \quad G(S_{M,i}) = \min_j G(S_{M\{-i\},j}) + D_{ij}
\]

Here is an algorithm to solve the functional equations:
Algorithm for Traveling Salesperson Problem

Input: "Distance" matrix D(I,J), \( V_{I,J}=1,...,N \)
Output: (Let \( M \) be a subset of \( \{1,2,...,N\} \)) Array \( G \) such that \( G(M,I) = \text{minimum cost} \) of traveling to the cities of \( M \) and ending at city \( I \). Array \( H \) such that \( H(M,I) = \text{last city reached before city } I \text{ in the optimal subtour corresponding to } G(M,I) \).

Time: \( O(N^2 2^N) \), Storage: \( O(N^2 N) \) (The analysis is in [28]).

! MINIMIZE finds the best subtour for \((M,i)\)

procedure MINIMIZE( G, H, D, M, I )
begin
MINCOST \(-\infty\);
For all \( J \in M-\{I\} \) do
begin
COST \(-G(M-\{I\},J) + D(J,I)\);
If COST < MINCOST then
begin
G(M,I) \(-\text{MINCOST} \rightarrow \text{COST}\);
H(M,I) \(-J;\)
end
end
end;

! main routine;
! Initialization;
C \(-\{2,3,4,\ldots N\}\);
For I \(-1\) thru N do
G(\{I\},I) \(-D(1,I);\)
! Optimization;
For K \(-2\) thru N-1 do ! \( K = \text{size of subsets} \);
For all \( M \subset C \text{ such that } |M| = K \) do
For all \( I \in M \) do
MINIMIZE(G,H,D,M,I);
MINIMIZE(G,H,D,Cu\{1\},1);
9. Conclusion

Dynamic Programming is a useful problem solving method for many problems in computer science. In this paper we have described problems in several categories of DP: Shortest Path Problems, Optimal Parenthesization Problems, Optimal Partition Problems, Optimal Matching Problems, and 'Hard' Combinatorial Problems. The approach taken in this paper toward solution of these problems is a modification of the treatment in Karp and Held [44]. Each analysis of a problem proceeds in the following steps:

1. Produce the discrete decision process for the problem,

2. Decide what are the relevant states and construct the corresponding sequential decision process,

3. Check the monotonicity conditions and (if satisfied) produce the functional equations, and

4. From the functional equations construct a dynamic programming algorithm that solves the problem.

In this paper we have also presented new problems and results including optimizing the search for N order statistics and a more space efficient version of Fisher's algorithm for an optimal partition.
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