








Presuming that the machine did not change at an average rate exceeding the maximum sup-
ported rate and the machine responded for all IP addresses, every pair of IP addresses belonging
to that machine exists in some group. In particular, the first responding IP address of each pair
is put into a group containing the second responding IP address. If any resulting group is still too
large, the process is repeated. Note that the order of sending and receiving the packets is ignored.
Also, in order to decrease the size of the largest group, at least three groups must be created, so
the number of IP addresses within a single test group cannot exceed 653;;;;}7 ~ 218§5P , where P is
the average rate of packet transmission and R is the maximum supported IPid change rate. For
the experimental results given, R = 100 and P = 1000, which means the groups inputted into this

phase cannot exceed 218,450 IP addresses.

4.4.3 1IPid testing

IPid testing takes the smaller sets and proposes pairs of IP addresses that may be aliases of each
other. It takes groups smaller than 2,000 and finds pairs of IP addresses that may belong to the
same machine. Packets are sent to every IP address and the IPid of the responses are collected.
Pairs of IPids are then examined to see they are consistent with a machine whose IPid counter
is changing no faster than the supported rate, with the assumption that the reverse path delays
do not exceed 200 milliseconds (this allows for a good deal of jitter). Pairs of IP addresses that
meet this criteria are then outputted. From the equation in the previous section, the percentage of
false positives would be expected to be quite low. However, this ignores the fact that this phase is
very dependent on the previous splitting work, since 40% of the machines have IPids that change
at a rate slower than 1 per second (see figure 1). Due to the high number of false positives, IPid
testing is done twice on each set and only pairs that appear in both tests of a set are considered.
To decrease the dependence, all sets are tested once and then tested again (as opposed to testing
the first set twice, then the second set twice, etc.).

4.4.4 1IPid verification

IPid verification is done in sets of 1,000 pairs such that no IP address appears in two pairs. Packets
are sent to the first IP address, then to the second, then to the first, and then to the second, with
a one second delay between each packet sent to a single pair. The IPids of the responses must be
valid with the assumption that the machine responding to both addresses does not change its IPid
very quickly. This interlacing ensures that regardless of the initial values, the pair will be discarded
if the machines’ IPids are not moving at similar rates. For IP addresses with IPids changing at very
slow speeds, pairs with similar initial IPid values (most of the false pairs tested), the interlacing is
likely to reveal two responses with the same IPid value.

4.5 Rate Limit Technique

To utilize the rate limitations to determine if two IP addresses belong to the same machine, packets
must be sent to both IP addresses in less than a second. Since the packet rate was limited to 1,000
packets per second, this means that completely testing a data set of 380,000 IP addresses would
require over a year, so pruning is required. To get the experiment to run on the entire data set in
less than a day would require reducing the data set to less than 30,000 IP addresses, which greatly
reduces the effectiveness and rules out direct use of TTL splitting. Thus, adjacency splitting was
employed. This removes the problem of discovering possible pairs and reduces the problem to
verification only.




After adjacency splitting is done, each IP address is tested to see if it has any rate limitations.
Any pair where at least one of the IP addresses does not have rate limitations is discarded as
untestable. The set of pairs is divided into subsets of 150 pairs. Each of these subsets is tested
separately. UDP packets are sent to the first IP address in each pair and then to the second.
Then, 1,200 milliseconds after the first test started, the test is repeated with the IP addresses
swapped. The packets in each test pair are sent out approximately 150 milliseconds apart. The
1,200 millisecond gap ensures that regardless of when the second tick is for the hypothetical machine,
one of the tests will not span that tick, assuming limited jitter. A test is considered successful if
the first packet invokes a response and the second does not. The test is negative if four packets
are received or responses are garnered both times for the second packet. Otherwise, the test is
inconclusive.

This test is subject to large error, due to packet loss, interference between pairs, and jitter,
so this test is repeated eight times. After the third test, any pair that consistently yields three
negative results is discarded, and any pair that yields three positive results is accepted without
further testing. The other pairs are accepted only if there were at least two positive results and
more than twice as many positive results as negative results. IP addresses that appear in more
than 20 accepted pairs and groups with more than 20 IP addresses are eliminated to avoid excessive
false positives due to lossy connections.

5 Experimental Results

5.1 Experimental Setup

All experiments were done over a T1 connection connected to UUNet via their NYC PoP. The T1
was used by two dozen people, so it had a background usage level that was relatively low. Other
measurements were periodically run on the T1, causing higher utilization. The other measurements
were designed not to exceed half the capacity of the T1, so the experiments detailed here were also
designed not to exceed half the capacity, to alleviate packet loss concerns.

The input set of IP addresses came from hops within 77 days of traceroute data. After discarding
unroutable and private address space, the original input set consisted of 587,828 IP addresses,
although only 386,157 were found to be responsive to UDP packets. The traceroutes were daily
runs from May 2002 to July 2002, consisting of about 240,000 individual traces per run. This input
set was expected to have many machines listed multiple times under different IP addresses, due to
the time range covered and collection method.

That only 66% of the IP addresses responded to UDP packets was somewhat surprising. The
traceroutes used were ICMP Echo Requests, not UDP packets, so firewalls were one source. 92% of
the IP addresses were responsive ICMP Echo Requests. The other 8% are a mixture of machines
turned off or retired and routers that forward packets but cannot be directly addressed, either due
to firewalls or residing on unannounced networks.

5.2 TUDP Results

UDP packets were sent to all of the IP addresses, which took 15 minutes. 385,821 of those re-
sponded with valid responses (ICMP port unreachable). Of those responses, several pathologies
were detected and ignored. 573 packets contained different destination addresses in the enclosed
packet than the original destination. 2,471 of the responses had source addresses in private address
space, five had source addresses of 0.0.0.0, and three had responses with a source address equal to




| Phase | Total IPs Groups | Largest Group Pairs
TTL Splitting 379,843 160 34,954 | 3,676,963,861
IPid Splitting 375,867 16,969 1,989 233,821,741
IPid Testing, pass 1 356,064 | 12,115,122 2 12,115,122
IPid Testing, pass 2 280,576 | 2,965,950 2 2,965,950
IPid Validation 203,698 226,653 2 226,653

Figure 2: Summary of IPid Results after each phase. Pairs is the number of pairs of IP addresses
still being considered

the test machine’s. Removing these packets left a total of 383,105 responses, of which 67,735 had
different source addresses than the original destination.

For each reply whose source address differs from the destination of the corresponding request,
the reply source address and original destination address were combined into one group. This
created 45,087 groups, the largest having 94 IP addresses within it. Collapsing the IP addresses
within each group to a single IP address removed 61,652 IP addresses. 5,878 of the IP addresses in
groups were not in the original list. Removing these “new” IP addresses from the groups resulted
in the number of groups with at least two IP addresses dropping to 39,931.

This method can produce false positives when the IP address listed as the source of the replies
may not belong to the machines within the Internet address space. This is most commonly true
when responses are within private address space (which is why the are removed), but some ma-
chines respond with other invalid addresses, such as 0.2.0.0, 1.255.1.110, and 2.2.2.5. Besides dark
addresses (addresses in use, but not globally routed) [6], network address translation (NAT) can
also cause problems.

When a machine is responsive to this technique, false negatives can occur either when a machine
does not respond to the queries or when routing changes during the experiment. Either may cause
the set of IP addresses belonging to the same machine to be split into multiple sets. Neither is
believed to occur often, especially when compared to the number of machines not responsive to
this technique.

5.3 IPid Results

Figure 2 summarizes the results from running the algorithm on the input. Note that the drop
in the number of IP addresses after IPid testing and validation is due to discarding pairs, not
lack of responses. The first two phases serve only to decrease the size of the largest group, to
make IPid testing possible as well as to decrease the number of false positives obtained during it.
Unfortunately, in order to do this, IP addresses are duplicated. The algorithm itself causes a factor
of 2 increase, but the group size limitation means that occasionally the splitting algorithm must
recurse, so the average duplication was 2.28, with some IP addresses appearing over a hundred
times. The author believes this could be improved with algorithmic improvements, but this level
of duplication was deemed acceptable.

The original TTL splitting took 95 minutes. The subsequent IPid splitting took three hours,
while each testing run took approximately three hours of data collection and 85 minutes of data
processing. IPid validating the implied pairs took 360 minutes (approximately 140 pairs per second).

It is simpler to determine the number of false negatives for this technique than for the UDP
methodology. A validation test has four possible results: acception, rejection, failure (did not

10




receive responses to all packets), and skipped (could not find a test set to add the pair to that did
not already contain one of the IP addresses of the pair). Validation sweeps are done through the
incomplete (not accepted or rejected yet) pairs until at least half of the non-decisions are failures,
at which point the pass is stopped, and the remaining unvalidated pairs are considered rejected.
Of the 2,965,950 pairs to be validated, 108,005 were not validated because of this. Without the
relaxed stopping condition, however, the validation would never complete.

Examining the groups induced by the output pairs, 7,797 pairs of IP addresses belonging the
same group did not appear in the list of accepted pairs. Of these, 5,018 appeared in the set of
pairs to be validated, giving a false negative rate of the validation phase of approximately 1 in 45
(2.2%), and a false negative rate of the combination of all the phases up to then of about 1 in 84
(1.2%), with a combined false negative rate of about 1 in 30 (3.3%).

This false negative and false positive analysis assumes that the machines are responsive to this
technique. As mentioned before, this is not always true, as some machines respond with constant
IPid to the UDP test packets. More difficult to detect are machines that maintain separate IPid
fields for each interface.

5.4 Rate Limit Results

Five UDP packets were sent in quick succession to each of the 386,157 IP addresses. 377,169 (98%)
IP addresses responded to at least one of the packets, with another 686 (0.2%) of the IP addresses
resulted in error responses. 139,133 (36%) IP addresses responded to all five of the packets, leaving
238,036 (62%) IP addresses that responded to at least one but not all of the packets. Of these
238,036 IP addresses, 227,368 (96%) responded to only one packet.

Adjacency splitting gave 5,620,847 pairs to test. Eliminating pairs where one or both IP ad-
dresses were not limited reduced the set to 2,908,033. The rate limit verification algorithm, as
described above, was run on these pairs. After running three verification passes, 84,190 of the
pairs were accepted and 2,607,481 pairs were rejected, leaving 216,362 pairs to test further. An
additional 23,886 pairs were accepted after the completion of all eight runs.

Of the 69,635 pairs, 606 IP addresses and 20 groups were removed, leaving 55,363 pairs accepted.
This defined 29,183 groups, the largest with 20 (of course). The groups represented 81,637 pairs,
of which 55,363 (67.8%) were the accepted set. Of the other 26,274 pairs, 6,918 (26.3%) were in
the output of the adjacency splitting. This gives an approximate false negative rate of 11.1% for
rate limit validation separate from adjacency splitting, ignoring false positives. The false positive
rate is probably higher, but difficult to quantify. Over half of the accepted set was discarded by
the set size cut-off. Taking the union of the results from the other methods, 3,050 of the pairs are
invalid, giving a false positive rate of about 0.10 %. Without the removal of the bad IP addresses
and groups, the false positive rate jumps to 0.27 %.

6 Conclusions

6.1 Splitting Comparison

There are three major goals of the splitting algorithms: reduce the set size, minimize the set
overlap, and minimize the induced error. Figure 3 summarizes the three techniques. The null
splitting clearly does not split many pairs and does not have any overlap, but the set it produces
is very large. Adjacency splitting optimizes the largest set, but covers less than half of the pairs.
TTL splitting is a nice middle ground, reducing the largest set by a factor of ten while still keeping
most of the pairs.
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| Technique | No. Sets | Total Size Pair Count | Largest Size | Coverage | Pkts Sent |
Null 1 386,157 | 74,558,421,246 386,157 | 100.0 % 0
Adjacency | 5,620,847 | 11,241,694 5,620,847 2 59.7 % 0
TTL 160 379,833 | 3,676,963,861 34,954 84.7 % 466,756

Figure 3: Summary of results for each splitting technique. Pair count is the total number of pairs
left to test. Coverage is the percentage of pairs found by the combination of the techniques that
appeared in at least one of the sets.

| Technique I # Sets | Implied Pairs | IPs Rem. | Coverage | Pkts Sent | “False” Pairs I
UDP 45,087 131,518 59,705 382 % 469,824 21,465
IPid w/ TTL Split 53,736 234,450 97,719 68.2 % | 5,861,007 27,068
IPid Ver. w/ Adj. Split | 50,318 203,541 89,674 59.2 % | 6,621,023 9,913
Rate Limit 29,176 81,637 44,707 23.7 % | 9,805,909 13,887
Combined 63,875 343,720 112,851 | 100.0 % | 22,757,763 N/A

Figure 4: Summary of results for each general technique.

6.2 Technique Comparison

Figure 4 summarizes the results of the general techniques. An IP removal (IP Rem.) is the collapse
of two IP addresses to one. An implied pair is a pair of IP addresses that end up in the same group
after joining each end of an accepted pair. For comparison purposes, IPid verification was run on
the pairs proposed by adjacency splitting. The false pair count is the number of implied pairs that
was not discovered by the other three runs. This includes machines not responsive to the other
techniques as well as incorrect pairings.

The IPid technique is clearly the most successful technique of the three, findmg the largest
number of sets and pairs, removing the most IP addresses, and having the smallest number of false
positives. However, it required many more packets than the UDP technique.

The rate limit technique required the most number of packets and found the least number of
sets. Moreover, it had the largest estimated percentage of false positives. However, it did find pairs
that were valid that the others were unable to discover.

The UDP technique scales best, growing linearly with the input size. It is also the easiest to
implement and has low false positive rates (after private addresses and common invalid responses
are removed).

As the experimental machine was limited to T-1 access, packet rates were around 1,000 packets
per second for most experiments in order to avoid flooding the T-1 and causing both experimental
error and colleague upset. Faster transmission speeds would reduce the times, quadratically for
some techniques. However, rate limits on responses bound the fastest desirable rate of all techniques
with the exception of the rate limit technique.

Based on DNS labeling techniques (specifically, doing reverse lookups of the IP addresses and
assuming that starting with fen, posn, or sn-n, where n is any number, but otherwise the same,
belong to the same machine), the IPid techniques with TTL splitting did a good job, eliminating
1,550 out of the 1,765 IP addresses that could be eliminated. IPid with adjacency splitting found
1,537, while rate limit and UDP found a small number (131 and 220 respectively). Given the
bias of this DNS labeling technique to certain classes of routers, the rate limit and UDP numbers
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more likely suggest that this class of machines is not responsive to the techniques, rather than the
techniques failed. However, this does demonstrate that the IPid has approximately 88% correctness,
at least within this sample set.

Overall, the IPid technique revealed more IP aliasing than both the UDP and rate limit tech-
niques. However, it still had relatively low coverage. The combined results of the two IPid experi-
ments still missed 12,820 of the pairs found by the UDP technique. All three of the techniques used
are based on machine behavior that is not specified by RFC or other standards, so using multiple
techniques is important in order to maximize coverage.
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