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Abstract

The order maintenance problem is that of maintaining a list under a sequence of Insert and Delete operations, while answering Order queries (determine which of two records comes first in the list). We give two new algorithms for this problem. The first algorithm matches the $O(1)$ amortized time per operation of the best previously known algorithm, and is much simpler. The second algorithm permits all operations to be performed in $O(1)$ worst-case time.
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1. Introduction

A variety of important problems in the design of data structures arise from the need to store and manipulate ordered sets of records. These problems can be formulated as a collection of operation types, each with an anticipated frequency of occurrence. A data structure is desired which performs efficiently on the operations which occur with high frequency.

The most versatile data structure for solving these problems is the binary search tree \[13\]. In some circumstances the commonly used operations do not require the full generality of binary search trees, and faster methods are possible. In this paper, we consider one of these special problems.

The \textit{order maintenance problem} is that of maintaining a non-empty list \(L\) of records under a sequence of the following three types of operations:

- \(\text{Insert}(x, y)\): Insert record \(y\) after record \(x\) in the list. The record \(y\) must not already be in the list.
- \(\text{Delete}(x)\): Delete record \(x\) from the list.
- \(\text{Order}(x, y)\): Return true if \(x\) is before \(y\) in the list, otherwise return false.

In addition to being a very natural problem to consider, the order maintenance problem has several applications, the most compelling of which is the \textit{ancestor query problem}. In this problem a rooted tree is maintained under the operations of insertion and deletion of nodes, while ancestor queries are being performed. These queries are of the form "is \(x\) an ancestor of \(y\)" where \(x\) and \(y\) are nodes in the tree. Dietz \[2\] showed how a data structure to solve the order maintenance problem can be used to solve the ancestor query problem, and how an ancestor query data structure can be used to implement context trees \[15\]. Another application of an efficient ancestor query data structure is in the construction of fully persistent data structures \[5\].

Search trees can be used to solve the order maintenance problem as follows. The records of the list are stored in the internal nodes of the search tree in symmetric order. Insertion and deletion are done in the ordinary fashion. An \(\text{Order}(x, y)\) query is performed by finding the least common ancestor of \(x\) and \(y\) (by walking up the tree from \(x\) and \(y\)), and determining which of \(x\) or \(y\) is in the left or right subtree of this common ancestor. By using balanced, or self-adjusting search trees \[10\], these operations on a list of \(n\) records can all be performed in \(O(\log n)\) time.

Search trees allow other operations - such as concatenating and splitting - to be performed in \(O(\log n)\) time. If concatenating and splitting are needed, but rarely compared to order queries, then Pugh's \textit{skip lists} \[8\] are a viable alternative. This data structure allows the user to choose a trade-off point between the cost of doing the order queries and the other operations.

How can we take advantage of the specific requirements of the order maintenance problem to obtain a more efficient data structure? One approach is to maintain a linked list of records, and to keep in each record an associated number called the \textit{label}. The labels
are in monotonically increasing order from the beginning of the list to the end. An Order query can then be performed by comparing the labels of the two records in question. When a record is inserted into the list it is given a label between those of its two neighbors. This method is extremely efficient if the insertions are very uniformly distributed throughout the list. If many insertions occur in the same region of the list, then many bits will be required to represent the labels so as to ensure that all labels are different. In the worst case, the penalty for having to manipulate and store such large numbers is severe, giving an algorithm which takes $O(n)$ time per operation.

A solution to this problem is to renumber the records in the vicinity of the inserted record. Dietz [2] gave an algorithm for performing insertions in which each insertion causes $O(\log n)$ renumberings to take place in the amortized sense\(^4\). (Here $n$ is the number of records in the list.) In order to determine which records to renumber, Dietz's method made use of a data structure (in addition to the linked list of records) called the overlying tree.

Tarjan [11] observed that this algorithm for maintaining order in a list can be used as a component of another algorithm for the same problem that runs in constant amortized time per operation. This result is obtained by breaking the list into sublists of size $O(\log n)$, and using Dietz's algorithm to maintain the list of sublists. (This details of this method are given at the end of Section 2.) A similar result was independently obtained by Tsakalidis [14].

Leiserson [7] also devised (but did not publish) a method to solve the order maintenance problem. His algorithm did away with the explicit storage of an overlying tree. Instead, the bits of the numbers were constrained to correspond to paths in a hypothetical 2-4 tree which would represent the current list. He took advantage of the properties of 2's complement arithmetic to efficiently perform the renumbering. Leiserson's algorithm renumbers a sublist of records following the point of insertion, and uses wrapping modulo $M$ to make the renumbering procedure independent of where the insertion takes place.

This paper presents two new algorithms for the order maintenance problem. The first is distinguished by its simplicity. It attains the same time bounds previously obtained by Dietz, Tsakalidis, and Leiserson for renumbering a list ($O(\log n)$ amortized renumberings per insertion), but is much simpler. Our algorithm resembles Leiserson's algorithm in that it does not make use of any data structures besides the list and the labels, and it uses the technique of wrapping modulo $M$. When an insertion occurs in a congested region of the list, a contiguous sublist of records (starting from the point of insertion) is renumbered as uniformly as possible. The criterion for determining which sublist to renumber is a simple test. Like the other methods, our algorithm can also be used in the list-of-lists scheme mentioned above to allow all operations to be performed in constant amortized time.

Our second algorithm achieves constant worst-case time for all operations. This answers an open question in [5] and permits updates to be performed on fully persistent search trees in $O(\log n)$ worst case time and $O(1)$ worst case space.

We describe both of our algorithms assuming that there is a fixed upper limit $N$ on how

\(^4\)The techniques of amortized analysis are described in [9] and [12].
big the list will ever grow. We also assume a model of computation in which numbers of $O(\log N)$ bits can be manipulated in constant time. These realistic assumptions simplify the description and analysis of the algorithms.

2. A Simple $O(\log n)$ Amortized Time Algorithm

The data structure consists of a circularly linked list of records. Each record $r$ is labeled with an integer $v(r)$. The successor of a record is denoted $s(r)$. The set of integers available for labeling the records is \{0, 1, 2, \ldots, M - 1\}. This set will be called the arena.

Let $n$ denote the size of the list at any time. Our algorithm works under the assumption that the arena size, $M$, has been chosen so that

$$M > n^2$$

always holds. Therefore, the list is restricted to contain at most

$$N = \left\lceil M^{1/2} \right\rceil - 1$$

records.

The list initially contains one record (which is never deleted) called the base and denoted $b$. The base represents the end and the beginning of the list. The initial label of the base is arbitrary. For convenience we will use the following definitions:

$$v_b(r) = (v(r) - v(b)) \mod M$$

$$v_b^*(r) = \begin{cases} M & \text{if } s(r) = b \\ v_b(s(r)) & \text{otherwise} \end{cases}$$

The following invariant will always be maintained:

$$v_b(r) < v_b^*(r) \text{ for all records } r. \quad (2)$$

The algorithms for Order and Delete are trivial: Order($x$, $y$) is done by comparing $v_b(x)$ and $v_b(y)$, if $v_b(x) < v_b(y)$ return true, otherwise return false. Delete($x$) is done simply by removing $x$ from the list.

Before we describe the insertion algorithm, we define some notation. Let Insert($x$, $y$) be the insertion operation being performed. Let $v_0$ be the label of record $x$, let $v_1$ be the label of record $s(x)$, let $v_2$ be the label of $s^2(x) = s(s(x))$, etc. Let $w_i = (v_i - v_0) \mod M$ for $0 \leq i < n$ ($n$ denotes the number of records in the list before the insertion). Note that $w_0 = 0$, and $w_1 = 1$, and define $w_n = M$. The insertion algorithm first walks down the list until $w_j > j^2$:

\begin{verbatim}
j' ← 1;
while $w_{j'} \leq j^2$ do
    $j' ← j + 1$
end
\end{verbatim}
Relabel the $j - 1$ records $s^1(x), \ldots s^{j-1}(x)$ with the labels

$$v(s^k(x)) = \left( \left\lfloor \frac{w^k_j}{j} \right\rfloor + v_0 \right) \mod M. \quad (3)$$

The $j$ gaps created between adjacent labels will differ in size by at most 1. It is now the case that $v_b(x) + 2 \leq v_b^*(x)$, and we can insert $y$ between $x$ and $s(x)$, setting $v(y)$ to be

$$v_b(y) = \left\lfloor \frac{v_b(x) + v_b^*(s(x))}{2} \right\rfloor.$$

This completes the insertion.

This algorithm can be implemented easily and efficiently. If $M$ is chosen so that $\log M$ is the word size of the machine\(^5\) (or a small multiple thereof) then the sum of two numbers modulo $M$ is computed automatically as a result of adding the numbers.

The following lemmas show that the insertion algorithm terminates, and relabels records in a way that satisfies the invariant 2.

**Lemma 1** When inserting a record $y$ after a record $x$, (a) the search part of the insertion algorithm terminates, (b) upon termination $w_j > 2j$, and (c) if $j > 1$ upon termination then $w_{j-1} < n^2$.

**Proof:**
(a) Note that $w_n = M > n^2$, so the loop must terminate.
(b) If the loop terminates with $j = 1$ then $j \geq 2 = 2j$. If $j > 1$ then $j > j^2 \geq 2j$.
(c) Since the loop did not terminate in the previous iteration, $w_{j-1} \leq (j-1)^2 < j^2 \leq n^2$.

We will analyze this algorithm by the technique described in [9] and [12]. The potential function we shall use is:

$$\Phi = \sum_{k=0}^{n-1} \max(0, c \log \frac{2n}{g_k}) \quad (4)$$

Here $g_k$ denotes the size of the gap between successive labels, that is, $g_k = w_{k+1} - w_k$, $0 \leq k \leq j - 1$. The positive constant $c$ will be chosen later.

**Lemma 2** For fixed $w_j > j^2$, the value of

$$\Phi' = \sum_{k=0}^{j-1} \max(0, c \log \frac{2n}{g_k}) \quad (5)$$

is minimized when $g_k = 2k + 1$, $0 \leq k < j - 1$.

\(^5\)All logarithms in this paper are binary.
Proof: For the moment, we will assume the \( w_i \)'s (and therefore the \( g_i \)'s) can take on real values, rather than just integer values. We will show \( \Phi' \) achieves its minimum value when \( w_i = i^2, 0 < i < j \).

Note that the function
\[
\phi(g_i) = \max(0, c \log \frac{2n}{g_i})
\]
is concave. This implies that if \( g_i > g_{i+1} \), setting \( w_{i+1} = \frac{1}{2}(w_i + w_{i+2}) \) (and therefore \( g_i = g_{i+1} \)) cannot increase \( \Phi' \). Therefore, for any arrangement of gaps that can be found by the algorithm (that is, for which \( w_i \leq i^2 \) for \( i = 0, \ldots, j - 1 \) and \( w_j \geq j^2 + 1 \)) there is another such arrangement with equal \( j \) and \( w_j \) in which \( g_i \leq g_{i+1} \) for which \( \Phi' \) is no larger.

Similar reasoning permits one to further constrain the arrangement so that \( g_i < g_{i+1} \) iff \( w_{i+1} = (i + 1)^2 \), since if \( w_{i+1} < (i + 1)^2 \) one could increase \( w_{i+1} \), stopping only when the gaps were equal or \( w_{i+1} \) achieved its maximum value.

So, suppose the \( w_i \) satisfy these constraints and achieve the minimum possible value of \( \Phi' \). We first show that \( w_{j-1} = (j - 1)^2 \). Assume not. Then, \( g_{j-2} = g_{j-1} > 2j \). A simple argument by induction shows that this implies that all the gaps must be equal, so \( w_{j-k} < (j - 1)^2 - 2j(k - 1) \), and therefore \( w_0 < 0 \), a contradiction. Similar argument demonstrate that \( w_i = i^2, i = 1, \ldots, j - 2 \). This proves the lemma. \([\square]\)

**Theorem 3** The amortized time to do Insert on a list containing \( n \) records is \( O(\log n) \), and the amortized (and worst-case) time to do Delete or Order is \( O(1) \).

Proof: We assume that \( n \) is initially one and is always at least one, and that \( M \geq 2 \). This implies that \( \Phi \) is initially zero. Thus, to prove the first part of the theorem it suffices to show that \( c \) can be chosen so that for an insertion:

\[
(\text{amortized work}) \equiv (\text{work done}) + (\text{change in potential}) \leq c \log n + O(1).
\]

We define the work done during an insertion to be the number of records whose labels change. The actual running time of the algorithm is proportional to this number.

Suppose that the insertion does not cause any of the old records to be relabeled. The work done is one (the new record is labeled). To evaluate the change in the potential, we separate it into two components. First, an existing gap is split in two and a new term introduced into equation 4. The increase in \( \Phi \) is maximized when the gap being is split is of size 2, in which case \( \Phi \) increases by \( c(1 + \log n) \). In addition, \( n \) is increased by one. This causes every term in equation (4) to increase by at most \( cn^{-1} \log e \), so \( \Phi \) increases by an additional \( c(1 + n^{-1}) \log e \). The total increase in \( \Phi \) from the actual insertion is therefore at most

\[
c \log n + (\log e + 1)c + (\log e)cn^{-1} = c \log n + O(1).
\]

In an insertion in which some relabeling is done, the final step is just like that described above. Therefore to complete the proof it suffices to show that the amortized work of relabeling is constant. Consider an insertion in which \( j - 1 \) of the records already in the
list are relabeled, \( j > 1 \). We shall choose \( c \) such that the potential decreases by at least \( j - O(1) \).

Let \( i, j, \) and \( w \) be defined as in the insertion algorithm. Let \( \Phi_0 \) denote the potential before the insertion. We divide the relabelling process into three phases.

1. The first phase relabels \( x_1, \ldots, x_{j-1} \) so that the first \( j-1 \) gaps are \( j \), and the final gap is \( w_j - j(j-1) \). The potential at this point will be denoted \( \Phi_1 \).
2. The second phase adjusts all the gaps so they are equal. The potential at this point will be denoted \( \Phi_2 \).
3. The final phase adjusts the gaps \( g_k \) (for \( 0 \leq k < j \)) so that they are all integers and the largest and the smallest differ by at most 1. The multiset of gaps resulting is exactly that produced by the insertion algorithm, and thus the resulting potential, \( \Phi_3 \), is the same as that after the algorithm finishes relabeling.

The decrease in the potential caused by phase 1 is minimized when the contribution to \( \Phi_0 \) from \( g_0, \ldots, g_{j-1} \) is minimized. By lemma 2 this occurs when \( g_i = 2i + 1, i = 0, \ldots, j - 2 \). Note that in this case the term corresponding to the last gap increases by at most \( c \log \frac{2j}{j+1} < c \) (the gap goes from \( 2j \) to \( j+1 \)). So,

\[
\Phi_1 - \Phi_0 \leq c + \sum_{i=0}^{j-2} c \log \frac{(2i+1)}{j}.
\]

Writing the sum of logarithms as the logarithm of a product gives

\[
\Phi_1 - \Phi_0 \leq c + c \log \frac{(2(j-1))!}{2^{j-1}(j-1)!j^{j-1}}.
\]

We now use Stirling’s approximation to the factorial function

\[
n! = \sqrt{2\pi n} \left( \frac{n}{e} \right)^n (1 + O(n^{-1}))
\]

and simplify to get

\[
\Phi_1 - \Phi_0 \leq -cj \log \frac{\epsilon}{2} + O(1).
\]

Because of the concavity of \( \phi \), phase 2 cannot increase \( \Phi \); i.e.,

\[
\Phi_2 - \Phi_1 \leq 0.
\]

We now must bound the effect of phase 3 on the potential. Let \( D = w_j \) be the total space used by the \( j \) modified gaps. In the uniform arrangement of gaps produced by phase 2, there are \( j \) gaps of size \( D/j \). In the discrete arrangement produced by phase 3, there are \( j \cdot f \) gaps of size \( \lfloor D/j \rfloor \), and \( j \cdot (1 - f) \) gaps of size \( \lfloor D/j \rfloor \), where \( f = D/j - \lfloor D/j \rfloor \) is the fractional part of the rational number \( D/j \).

\[
\Phi_3 - \Phi_2 = (1 - f)jc \log \frac{2n}{\lfloor D/j \rfloor} + f \cdot jc \log \frac{2n}{\lfloor D/j \rfloor} - \frac{j \cdot c \log 2n}{D/j}.
\]
Defining \( x = j/D \), and substituting into (6), we obtain

\[
\frac{1}{jc} (\Phi_3 - \Phi_2) = -(1 - f) \log(1 - x \cdot f) - f \cdot \log(1 + x \cdot (1 - f)).
\]  

(7)

The partial derivative of the righthand side of equation 7 with respect to \( x \) is

\[
x f \cdot (1 - f) (1 - x \cdot f)^{-1} (1 + x \cdot (1 - f))^{-1} \log e
\]

which is nonnegative for \( 0 \leq f \leq 1 \) and \( 0 < x < 1 \). Therefore, since \( 0 < x < j^{-1} \),

\[
\frac{1}{jc} (\Phi_3 - \Phi_2) \leq -(1 - f) \log(1 - f \cdot j^{-1}) - f \cdot \log(1 + (1 - f) \cdot j^{-1}).
\]  

(8)

Using the inequality

\[
\log(1 + \delta) \geq \frac{\delta}{1 + \delta} \log e
\]

(for \( \delta > -1 \)), we get

\[
\frac{1}{jc \log e} (\Phi_3 - \Phi_2) \leq j^{-2} f \cdot (1 - f) (1 - f \cdot j^{-1})^{-1} (1 + (1 - f) \cdot j^{-1})^{-1}
\]

\[
\leq f \cdot (1 - f) j^{-1} (j - f)^{-1}
\]

\[= O(j^{-2}).
\]  

(9)

Therefore,

\[
\Phi_3 - \Phi_2 = O(j^{-1}).
\]  

(10)

Putting the three bounds together yields

\[
\Phi_3 - \Phi_0 \leq -jc \log \frac{e}{2} + O(1).
\]

By choosing \( c \geq (\log(e/2))^{-1} = 2.25889 \cdots \), we get \( \Phi_3 - \Phi_0 \leq -j + O(1) \), which is the desired result.

The bound on the amortized time of Delete follows by observing that a deletion only causes the potential to decrease. Thus the amortized time of a deletion is at most the worst-case time of a deletion, which is a constant. An order query takes constant worst-case time and does not change the potential, therefore its amortized time is also constant.

The bound on the amortized time of Delete follows by observing that a deletion only causes the potential to decrease. Thus the amortized time of a deletion is at most the worst-case time of a deletion, which is a constant. An order query takes constant worst-case time and does not change the potential, therefore its amortized time is also constant.

Note that the arena size may at any time be increased without violating (1), and that increasing \( M \) during the execution of the algorithm cannot cause the potential function in Theorem 3 to increase.

The algorithm could be improved slightly by changing the relabeling scheme so that the first gap is twice the size of the other gaps, or, equivalently, inserting the new record into the first gap before relabeling is performed.

The algorithm can be modified to avoid modular arithmetic. Increase \( M \) so that \( M > 2n^2 \). When renumbering, first determine if \( v(x) < M/2 \). If so, use the algorithm as
described. Otherwise, replace $x$ with $y$ and renumber in the opposite direction, starting at $y$. Insert $x$ before $y$ when this renumbering is complete.

For completeness, we briefly outline how this algorithm can be used to obtain an algorithm which uses only $O(1)$ amortized time per operation. The list is represented as a list of sublists. Inside each sublist records are assigned monotonically increasing labels. When a record is inserted into a sublist its label is the average of the labels of its neighbors, or the label of its predecessor plus $n$ if the record in inserted at the end of the sublist.

The algorithm tries to make the length of each sublist about $\log(\alpha + 1)$, where $\alpha$ is the number of items in the list. When the algorithm inserts into (or deletes from) a sublist, if the length $\sigma$ of the sublist is at least $2\log(\alpha + 1)$, the list is split into $[\sigma/\log(\alpha + 1)]$ sublists of size at least $\log(\alpha + 1)$, and each sublist is inserted into the list of sublists. By using a potential function of the form

$$\Phi = c \sum_{i=1}^{s} |\text{length}(L_i) - \log(\alpha + 1)|$$

(where $L_1, \ldots, L_s$ are the sublists) one can show that insertions and deletions take $O(1)$ amortized time. $\text{Order}(x,y)$ is implemented by determining the order of the sublists containing $x$ and $y$ (if they are in different sublists), or by comparing the labels of $x$ and $y$ (if they are in the same sublist); this takes constant time.

3. A Real-Time Algorithm

Our real-time algorithm makes use of a technique of Willard [16,17] for performing insertions and deletions in an ordered dense sequential file in time $O(\log^2 N)$ per operation. To apply Willard's algorithm to the order maintenance problem we implement $\text{Order}(x,y)$ by comparing the addresses of $x$ and $y$ in the file.

For simplicity, we will mostly ignore deletions and restrict the list to contain at most $N$ records. Our basic idea is to extend the two level scheme of Tarjan and Tsakalidis to four levels, so that Willard's algorithm manipulates a file with $O(N/\log^3 N)$ elements, each a sublist of $O(\log^3 N)$ elements. We need two of these levels because an insertion in Willard's algorithm requires $O(\log^2 N)$ time. We need the third level because of Theorem 5.

The data structure is a tree of height 4. The leaves are all at depth 4 (height 0), while the root has is at depth 0 (height 4). The leaves of this tree are the records in the list. The root has $O(N/\log^3 N)$ children. Nodes at height $h = 1, 2, 3$, called internal nodes, are the roots of subtrees with $\leq \log^h N$ leaves.

The algorithm assigns real numbers to the children of each node. For each node, the numbers of its children increase monotonically from left to right. The numbers assigned to children of the root are the positions in the file assigned by Willard’s algorithm. Children of internal nodes are numbered using the following simple algorithm:

When a new child is inserted between two other children, its number is the average of their numbers. When inserting at the beginning (at the end) of a
list of children, the new child’s number is one less than (one greater than) the number of its successor (predecessor).

This algorithm requires no renumbering. We will show (Lemma 4) that the internal nodes have \(O(\log N)\) children, so this algorithm uses numbers with \(O(\log N)\) significant bits.

To answer a query \(\text{Order}(x, y)\), the algorithm finds the lowest common ancestor of leaves \(x\) and \(y\). It determines the order of \(x\) and \(y\) by comparing the numbers of the two relevant children of this least common ancestor. Under the assumption that numbers with \(O(\log N)\) bits can be compared in constant time, \(\text{Order}\) can be computed in constant time.

Whenever a node \(x\) of height \(h\) is the root of a subtree with more than \(\log^h N\) leaves, the algorithm splits \(x\) into two new nodes, called overflow nodes, which are inserted before and after \(x\), as children of \(x\)’s parent. (This process is analogous to the process of inserting into a b-tree, except that a node splits when the number of leaves in the subtree rooted there gets too large.)

Because we can not afford to immediately spend the \(O(\log N)\) time that may be required to split the node, the children of \(x\) are gradually moved into the overflow nodes. Over each of the next \(O(\log N)\) insertions that insert into the subtrees rooted at \(x\) or its overflow nodes, we move \(O(1)\) children of \(x\) to the overflow nodes. Children are moved to the overflow node which is the root of the subtree with fewest leaves. Incremental movement can be done fast enough that the overflow nodes cannot themselves split before all of \(x\)’s children are moved. When \(x\) has no more children it can be deleted. Note that order queries are not hindered by nodes that are in the process of splitting.

At any time, we can partition the internal nodes of the tree into three classes: overflow nodes, which are being copied into, splitting nodes, which are being emptied, and quiescent nodes, which are all other internal nodes. The splitting strategy causes the following lemma to hold:

**Lemma 4.** Every internal node has \(O(\log N)\) children.

**Proof:** No internal node is the root of a subtree with more than \(\log^h N\) leaves, \(h\) the height of the node. At most one internal node at each height in the tree was not created by splitting. When a node is created by splitting it is the root of a subtree with at least \((\log^h N - \log^{h-1} N)/2\) leaves (because a node begins splitting when it is the root of a subtree with \(\log^h N\) nodes, and children are copied to the overflow node which is the root of the subtree with the fewest leaves). If \(k\) is large enough then there cannot be enough time for an overflow node to begin splitting before the node from which its children are being moved is emptied and deleted (at which point the overflow nodes become quiescent). Therefore, any internal node \(x\) of height \(h = 1, 2, 3\) with \(c\) children has at least \((c - 1)/3\) children that are the roots of subtrees with \(\Theta(\log^{h-1} N)\) leaves, so \(x\) has \(O(\log N)\) children.

When splitting a depth 1 node, we must insert the overflow nodes into Willard’s data structure. Again, we cannot spend the \(O(\log^2 N)\) time required to do this immediately.
This case is complicated because queries cannot be done in a partially modified Willard structure. Therefore we must arrange the data structure so that when the split begins the two overflow nodes have already been inserted into the Willard structure. Depth 1 overflow nodes are created and inserted by a process that runs in the background independent of the insertions that are taking place. At each insertion, a constant number of steps are taken in this process, which is outlined below:

1. Find the child of the root $x$ that (a) has not yet had overflow nodes allocated, (b) is the root of a subtree with more than $(2/3) \log^3 N$ leaves, and (c) has the maximum number of leaves of any such child. If there are no such children, wait until one appears.

2. Create two overflow nodes for $x$.

3. Begin executing Willard's insertion algorithm to insert the two overflow nodes before and after $x$. This algorithm executes over the next $O(\log^2 N)$ insertions. When done, go back to 1.

To keep this process from interfering with the order queries we must keep both old and new versions of every field in the Willard structure that changes during an insertion. A time stamp is used so that a query can use the appropriate version of a node. When an insertion is finished, the time is incremented so that the new version of the structure is activated. Since only two versions are needed at any time, this technique multiplies space by a constant factor.

We also need to maintain a priority queue to be able to determine where to put the overflow nodes. It is easy to make such a data structure that works in constant time per operation, because depth 1 nodes are inserted when they have exactly $\left\lceil (2/3) \log^3 N \right\rceil + 1$ leaves (so they are inserted at the bottom of the priority queue) and the number of leaves below a node increases by exactly one for each insertion beneath that node. The number of leaves beneath a node does not decrease until that node begins to split, at which time it has been removed from the priority queue.

We can show that, if we execute Willard's insertion algorithm sufficiently quickly, no depth 1 node will begin splitting before its overflow nodes are ready. This is a consequence of the following theorem:

**Theorem 5** Let $x_1, \ldots, x_n$ be $n$ real valued variables, all initially zero. Repeatedly perform the following procedure:

1. Find an $i$, $1 \leq i \leq n$, such that $x_i = \max_j \{x_j\}$. Set $x_i$ to zero.

2. Pick $n$ nonnegative reals $a_1, \ldots, a_n$ such that $\sum_{i=1}^{n} a_i = 1$.

3. For $i = 1, \ldots, n$, set $x_i$ to $x_i + a_i$.

No $x_i$ will ever exceed $H_{n-1} + 1$, where $H_k = \sum_{i=1}^{k} i^{-1}$, the $k$th harmonic number.
Proof: Observe that the sum of the elements of \( x \) is always less than \( n \): it is initially zero, and one iteration of the procedure can increase it from \( S \) to at most \( 1 + \frac{n-1}{n}S \), which is also less than \( n \).

Let \( x^{(1)}, \ldots, x^{(m)} \) be a sequence of vectors produced by repeated application of the procedure, where \( x^{(1)} \) is the initial zero vector. We will assume \( m \) is at least \( n \); if not, pad the beginning of the sequence with additional zero vectors and the following argument will still apply. We will show that the largest element in \( x^{(m)} \) is less than \( H_{n-1} + 1 \). Since \( m \) was chosen arbitrarily, this will prove the theorem.

For each \( k = 1, \ldots, n \), let \( \pi_k \) be a permutation on \( 1, \ldots, n \) such that for \( i = 1, \ldots, n-1 \),

\[
x^{(m-k+1)}_{\pi_k(i)} \geq x^{(m-k+1)}_{\pi_k(i+1)}.
\]

For \( k = 1, \ldots, n \), define

\[
S_k = \sum_{i=1}^{k} x^{(m-k+1)}_{\pi_k(i)},
\]

that is, the sum of the \( k \) largest elements of \( x^{(m-k+1)} \). We can show

\[
S_k \leq \frac{k}{k+1} S_{k+1} + 1 \quad (k = 1, \ldots, n-1).
\]

This is because after the largest element of \( x^{(m-k)} \) has been set to zero in step 1, the sum of its \( k \) largest elements is at most \( \frac{k}{k+1} S_{k+1} \), and \( S_k \) is maximized by concentrating all the nonzero \( a_i \)'s chosen in step 2 on these elements.

By induction,

\[
S_1 \leq H_{n-1} + \frac{S_k}{k} \quad (k = 2, \ldots, n).
\]

Since \( S_n \) is less than \( n \), \( S_1 \), the largest value in \( x^{(m)} \), is less than \( H_{n-1} + 1 \).

Note that this bound is tight, since one can make the \( x_i \)'s exceed any value less than 1 in a finite number of steps, then add \( H_{n-1} \) to one of them in \( n - 1 \) more steps by adding \( 1/(n-1) \) to \( n-1 \) nonzero elements, then \( 1/(n-2) \) to \( n-2 \) nonzero elements, etc.

Theorem 5 implies that at most \( O(\log^3 N) \) leaves will be inserted beneath any depth one node before its overflow nodes are ready. To see why this is so, define the fullness of a depth one node to be zero if its overflow nodes are ready and

\[
\max(0, \text{number of leaves} - \lfloor (2/3) \log^2 N \rfloor)
\]

otherwise. During one insertion by Willard's algorithm, the fullness of depth one nodes increases by a total of at most \( O(\log^2 N) \). Since the overflow node creation process always picks the node with the highest fullness, by Theorem 5 the fullness of any depth one node is at most \( O(H_{N-1} \log^2 N) \), or \( O(\log^3 N) \). The constant can be made arbitrarily small (specifically, less than \( \frac{1}{3} \)) by executing Willard's algorithm with sufficient speed.

We briefly outline how to modify the algorithm so that \( N \) can be variable. Initially, \( N \) is some power of 2. When the number of elements in the data structure reaches \((1-\epsilon)N\)
for some constant $\epsilon > 0$, begin copying the data structure to a larger copy in which $N$ is doubled. Copying is done by performing $\text{Insert}$ operations using the previous, fixed $N$ algorithm. A constant amount of work in this copying process is done on each of the next $O(N)$ insertions, with a constant chosen to be large enough so that copying is complete before the old data structure overflows. The same technique can be used to handle deletions: when an item is deleted, mark it. Concurrently, make a fresh copy of the data structure, discarding marked leaves. This is reminiscent of incremental garbage collection [1].

The algorithm is presented in detail in the appendix.

4. Remarks

Our first algorithm is remarkably simple compared to previous algorithms for solving this problem. It is also probably the best algorithm to use in practice. One of us [3] has adapted the idea behind the algorithm to solve the problem of maintaining a sparse sorted table in $O(\log^2 n)$ amortized time per insertion, where the table occupies space linear in the number of data items. This simplifies the algorithm of Itai, Konheim and Rodeh [6], which achieves the same amortized time bound.

The technique we used to develop the second algorithm is a first step towards a more general means for converting algorithms efficient in the amortized sense to algorithms efficient in the worst case. We have applied Theorem 5 and the ideas of Section 3 to construct a new data structure for search trees in which a constant number of changes are made to the data structure per update. A search tree with this property is required to make search trees fully persistent. Such a search tree was constructed by an entirely different means in [5].

Our second algorithm is perhaps more complex than necessary. The first step toward creating a simpler algorithm is to devise a method of doing insertions into the list that does $O(\log n)$ renumberings. This would obviate the use of of Willard's technique (which is in itself rather complex), and would reduce the number of levels required from four to three.
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Appendix: Details of the Real Time Algorithm

The real time algorithm manipulates a tree with three kinds of nodes. The leaves represent the elements being inserted into the list; we assume that pointers to the leaves are passed to the algorithm. The root of the tree includes a copy of Willard’s data structure, the details of which are unimportant. All other nodes are internal nodes of height 1, 2 or 3.

Nodes are implemented as data structures with the following fields:

- **nleaves(x):** The number of leaves in the subtree rooted at the node x.
- **children(x):** A doubly linked list of children of x, in order from left to right. For leaves this field is null.
- **index(x):** A real number. For any node y, the index fields of nodes in the list children(y) increase monotonically. For children of the root, the index field contains the number assigned to the children of the root by Willard’s algorithm, and is implemented using a time-stamp (this detail is omitted below).
- **splitting?(x):** A boolean value. This field is true if x is an internal node other than the root that is being split into two new nodes.
- **depth(x), parent(x):** have the obvious meanings. The depth of the root is zero.

There is a priority queue of depth one nodes,\( RPQueue.\) A node is inserted into this queue when it has \( \left[\frac{2}{3} \log_3 N\right] + 1 \) children, and is removed when its overflow nodes have been inserted.

- Return **true** if \( x \) occurs before \( y \) in the list

```plaintext
proc Order(x, y)
    \( x_0 \leftarrow x; y_0 \leftarrow y; \)
    for \( i \leftarrow 1 \) to 4 do
        \( x_i \leftarrow parent(x_{i-1}); y_i \leftarrow parent(y_{i-1}); \)
        if \( x_i = y_i \) then return \( index(x_{i-1}) < index(y_{i-1}) \)
    end
end Order
```

Figure 1: Real-Time Algorithm: Order
- Insert \( y \) after \( x \) in the list

\[
\text{proc } \text{Insert}(x, y) \\
x_0 \leftarrow x; \\
\text{for } i \leftarrow 1 \text{ to } 3 \text{ do} \\
\quad x_i \leftarrow \text{parent}(x_{i-1}); \\
\quad \text{nleaves}(x_i) \leftarrow \text{nleaves}(x_i) + 1; \\
\quad \text{if } \text{nleaves}(x_i) > (\log_2 N)^i \land \neg \text{splitting?}(x_i) \\
\qquad \text{then } \text{SetUpSplit}(x_i) \text{ end}; \\
\text{end;}
\]

\[
\text{if } \text{nleaves}(x_3) = \lfloor (2/3) \log_2 N \rfloor + 1 \land \neg \text{splitting?}(x_3) \text{ then} \\
\text{Insert } x_3 \text{ into RPQueue} \\
\text{else if } x_3 \text{ is already in RPQueue then} \\
\text{Move } x_3 \text{ up one position in RPQueue} \text{ end;}
\]

\[
\text{nleaves}(y) \leftarrow 1; \\
\text{PlaceAfter}(x, y); \\
\text{for } i \leftarrow 1 \text{ to } 3 \text{ do} \\
\qquad \text{IncrementalSplit}(x_i); \\
\qquad \text{if } x_i \neq \text{first}(\text{children}(\text{parent}(x_i))) \\
\qquad \quad \text{then } \text{IncrementalSplit}(\text{pred}(x_i)) \text{ end;}
\qquad \text{if } x_i \neq \text{last}(\text{children}(\text{parent}(x_i))) \\
\qquad \quad \text{then } \text{IncrementalSplit}(\text{next}(x_i)) \text{ end;}
\text{end;}
\]

\[
\text{Do } O(1) \text{ steps of } \text{ReservationProcess} \\
\text{end Insert;}
\]

Figure 2: Real-Time Algorithm: Insert
- Make \( y \) a child of \( \text{parent}(x) \), placing it just after \( x \) in the list of children. Assume \( \text{parent}(x) \) is an internal node other than the root.

**proc PlaceAfter**\((x, y)\)

\[
p \leftarrow \text{parent}(x);
\]
\[
\text{parent}(y) \leftarrow p;
\]
\[
\text{if } x = \text{first}(\text{children}(p)) \text{ then } \text{index}(y) \leftarrow \text{index}(x) + 1;
\]
\[
\text{else } \text{index}(y) \leftarrow (\text{index}(x) + \text{index}(\text{next}(x))) / 2
\]
\[
\text{end};
\]
- Insert \( y \) after \( x \) in \( \text{children}(p) \)

**end PlaceAfter**

- Make \( y \) a child of \( \text{parent}(x) \), placing it just before \( x \) in the list of children. Assume \( \text{parent}(x) \) is an internal node other than the root.

**proc PlaceBefore**\((x, y)\)

\[
p \leftarrow \text{parent}(x);
\]
\[
\text{parent}(y) \leftarrow p;
\]
\[
\text{if } x = \text{last}(\text{children}(p)) \text{ then } \text{index}(y) \leftarrow \text{index}(x) - 1;
\]
\[
\text{else } \text{index}(y) \leftarrow (\text{index}(x) + \text{index}(\text{pred}(x))) / 2
\]
\[
\text{end};
\]
- Insert \( y \) before \( x \) in \( \text{children}(p) \)

**end PlaceBefore**

---

**Figure 3:** Real-Time Algorithm: PlaceBefore and PlaceAfter

- Prepare an internal node of depth 2 or 3 to split.
- Create two overflow nodes and insert beneath \( \text{parent}(x) \).

**proc SetUpSplit**\((x)\)

\[
\text{if } \text{parent}(x) \neq \text{root} \text{ then}
\]
- Create two new nodes, \( y \) and \( z \);
- \( nleaves(y) \leftarrow 0; \)
- \( nleaves(z) \leftarrow 0; \)
- \( \text{depth}(y) \leftarrow \text{depth}(x); \)
- \( \text{depth}(z) \leftarrow \text{depth}(x); \)
- \( \text{PlaceBefore}(x, y); \)
- \( \text{PlaceAfter}(x, z) \)
\[
\text{end};
\]
- \( \text{splitting}(x) \leftarrow \text{true} \)

**end SetUpSplit**

**Figure 4:** Real-Time Algorithm: Prepare to Split a Node
- Copy $k$ children from beneath a splitting node.
- $k$ is a sufficiently large constant.

```plaintext
proc IncrementalSplit(x)
    if ~splitting?(x) then return end;
    for $i \leftarrow 1$ to $k$ do
        if $x$ has no children then
            Delete $x$ from children(parent($x$));
            return
        end;
        if nleaves(first(children(x))) $\leq$ nleaves(last(children(x))) then
            $y \leftarrow$ first(children(x));
            Remove $y$ from children($x$);
            nleaves($x$) $\leftarrow$ nleaves($x$) $-$ nleaves($y$);
            nleaves(pred($x$)) $\leftarrow$ nleaves(pred($x$)) + nleaves($y$);
            PlaceAfter(last(children(pred($x$))), $y$)
        else
            $y \leftarrow$ last(children($x$));
            Remove $y$ from children($x$);
            nleaves($x$) $\leftarrow$ nleaves($x$) $-$ nleaves($y$);
            nleaves(next($x$)) $\leftarrow$ nleaves(next($x$)) + nleaves($y$);
            PlaceBefore(first(children(next($x$))), $y$)
        end
    end
end IncrementalSplit
```

Figure 5: Real-Time Algorithm: Program for Splitting
The process that guarantees that depth 1 overflow nodes are available when needed.

**process ReservationProcess**

while true do

    Wait until RPQueue is not empty;
    Remove the node from the priority queue that has the largest number of leaves, breaking ties arbitrarily;
    Create two new nodes, y and z;
    nleaves(y) ← 0;
    nleaves(z) ← 0;
    depth(y) ← 1;
    depth(z) ← 1;
    PlaceBefore(x, y);
    PlaceAfter(x, z);
    Use Willard’s algorithm to insert y and z before and after x;
    Activate new time-stamped indices produced in the previous step;
    splitting?(x) ← true
end

end ReservationProcess

Figure 6: Real-Time Algorithm: Depth 1 Insertion Process