Indoor Human Information Acquisition
from Physical Vibrations

Submitted in partial fulfillment for the requirements for
the degree of
Doctor of Philosophy
in
Electrical & Computer Engineering

Shijia Pan
B.E., Computer Science, University of Science and Technology of China

Carnegie Mellon University
Pittsburgh, PA
May 2018
To my family.
Abstract

With the growth of networked smart devices in indoor environments, human information acquisition becomes essential for these devices to make the environment smart and people’s lives more convenient. These networked systems, which are often referred to as Cyber-Physical Systems (CPS), learn and make decisions collaboratively based on data input. The data could come from sensors that perceive various signals in the physical world, human input, etc. In this thesis, I will focus on information acquisition based on data from sensing the physical world.

The major challenges to accurately interpreting the information these systems perceive result from the complexity of the physical world. An extreme solution to this problem is to have a large number of sensors or sensing configurations that collect a large amount of data. Ideally, we could then have labeled data for each sensing condition and possible scenario in order to accurately model the world. However, in the real world, such solutions could be difficult if not impossible to achieve due to constraints on the hardware, computational power, and (labeled) dataset.

This thesis targets this problem and sets the goal of obtaining accurate indoor human information through limited system configurations and limited labeled data. A new concept of utilizing structures as sensors is presented as the foundation of the system. The intuition is that people induce ambient structures to vibrate all the time, and their activities and information can be inferred from this vibration. To achieve that with the aforementioned constraints, an understanding of the physical world (that has been studied for centuries in multiple disciplines) is used to assist the sensing and learning process for more accurate information acquisition from sensor data.
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Ubiquitous human information acquisition in indoor environments enables various smart building applications. For example, occupant identification detection has building security applications and enables personalized services in smart environments. Indoor human flow count is useful for market research, such as advertisement location efficiency evaluation. In addition, general activity level estimation over the building provides space usage information that can be used for optimization of the structure-based space design. Pedestrian location information allows indoor tracking based applications (e.g., an advanced hospital/nursing home can track patient activity range, or a smart supermarket can track customer behavior trends). Generally speaking, this spatio-temporal indoor human information unlocks various high-level applications, therefore, it is important to obtain it accurately.

Various sensing systems are designed for indoor human information acquisition. Traditional sensing methods often fall into two categories: mobile-based sensing methods and infrastructure-based methods. Mobile-based sensing methods often rely on the mobile devices in people’s lives (e.g., smartphone, tablet, laptop) to obtain sensing information. These systems assume that 1) each pedestrian carries a networked personal device all the time; and 2) their personal devices have a similar sensing ability to finish certain sensing tasks (i.e., collecting pedestrian spatio-temporal information). Advantages for such systems include 1) no extra infrastructure is required, 2) the identification information is actively provided by the device itself, and 3) mobile sensing allows crowd-sourcing, which is a powerful dynamic information acquisition method. On the other hand, the assumptions
listed above may not hold: in many network systems we cannot assume that every pedestrian has a capable smart device. For example, an office or shopping mall cannot assume all occupants carry such devices all the time. Another possible concern is the power consumption on mobile devices may shorten the device’s usable time, and therefore limit sensing duration.

Infrastructure-based methods are systems that utilize installed devices designed for specific sensing purposes. The advantages of these systems are 1) no requirement on pedestrian interaction (e.g., install a specific mobile application and keep it on) and 2) this infrastructure is often designed to be powered from a power outlet, and therefore have fewer concerns on the power limitations. The drawback is also straightforward: they require certain well-designed sensing devices to be installed in the environment to conduct sensing tasks. The pros and cons for these two categories of systems compensate for each other, and the selection for the design for different types of systems are mainly determined by the sensing purpose and algorithm characteristics.

1.1 Problem Statement

This thesis focuses on the overall research problem of acquiring indoor human information through non-intrusive ambient structural vibration sensing. The sensing approach I took is referred as ‘structures as sensors’, where the system infers human movements via sensing of the structural vibrations induced by these movements. For example, when pedestrians walk on the floor, their feet striking the floor induces the structure to vibrate. Such vibration travels across the floor plane and can be picked up by vibration sensors placed on the floor. When multiple sensors pick up the footsteps-induced vibration sequence, the pedestrian’s movement information can be inferred from it. In addition, different pedestrians walk with various habits/positions. Therefore, their footsteps induce vibrations differently, which can be used for identification or characterization purposes.

The system is non-intrusive in three ways 1) the structural vibration sensing approach does not require any human-system interaction, therefore it’s non-intrusive in terms of the sensing target; 2) compared to vision- or acoustic-based methods, it is less intrusive in terms of user privacy; 3) the system is designed to be "plug-and-play"
the sensing node installation is as easy as putting the sensing node on the surface of the structure in an arbitrary location, therefore it’s non-intrusive also in terms of the sensing environment.

1.2 Research Questions

The ‘structures as sensors’ system consists of three components: sensing (signal acquisition), signal processing (characterization), and information learning. Each component faces unique challenges compared to the other sensing modalities. In this thesis, I discuss the details of these challenges and solutions in Chapter 4, 5, and 6 respectively.

1.2.1 ‘Good’ Signal Acquisition

In general, for information acquisition, signal resolution is one important metric to measure the quality of the signal, which also indicates the amount of information contained in the signal. Therefore, obtaining high-resolution signals that represent the information accurately (i.e., low distortion) is important for the information acquisition. However, the hardware limitations, including sensor’s dynamic sensing range, ADC resolution, number of sensors and computing power, often make it difficult to obtain ‘good’ signal. Therefore, the research questions defined in this aspect include the following.

• How is it possible to obtain ‘high fidelity’ human-induced structural vibration signals using sensors with limited dynamic range and ADC modules with limited resolution?

• How is it possible to extract human-induced vibration signals from the raw vibration signals with time-variant noise?

1.2.2 Accurate Signal Characterization

Once the target signal is acquired, it is analyzed with various signal processing methods to obtain features that describe the characteristics of the signal. The processing methods include but are not limited to normalization, aligning, extracting/detecting features, filtering, time/frequency domain analysis, pairwise Time Difference of
Arrival (TDoA) estimation. The characterized signals or features are then used as input of the learning or analytic model to further extract human information.

Therefore, accurately characterizing the signal will allow accurate learning in the learning module. The research questions in this module are then defined as follows.

- How is it possible to characterize signals of structural vibrations based on the wave properties?
- What features are useful for specific applications we investigate (i.e., identification, pedestrian traffic estimation, localization)?
- How can the system adapt to different structural factors (e.g., different floor types, different structure sizes)?

1.2.3 Machine Learning for Cyber Physical Systems

Once the signals are characterized, the final target information needs to be learned from the processed signals, and the learning problem can appear in various forms: supervised, unsupervised, numerical analysis, etc. For most of the data-driven approaches, the models are built only relying on the accessible data. Therefore, the accuracy of the models is determined by the completeness of the labeled data.

However, for real-world physical systems, there are many factors that affect the sensing signals. Therefore, it is difficult to obtain ‘enough’ data, especially the labeled data to cover all the possible factors. Hence, the research questions in this module are defined as follows.

- How to learn pedestrian information from the characteristics extracted from their footstep induced structural vibrations?
- How to learn accurate information with limited initial label data?
- How well does the system perform when different human factors are involved (e.g., different shoe types, different walking behaviors)?

1.3 Contributions

To solve the research questions listed above, this thesis presents a methodology that uses physical insights to guide the sensing and learning process to achieve more accurate human information acquisition.
1.3.1 Improve Signal Quality by Collaboratively Adapting Hardware Configuration

Human-induced structural vibration varies in amplitude and duration, so obtaining a high-resolution signal for different human interactions is challenging. Signals such as footstep induced floor vibration can be of very small amplitude and can vary rapidly when a person walks by the sensor. Therefore, without proper hardware setting the signal obtained will be either of low resolution or distorted (e.g., clipping). This problem is important because acquiring a high fidelity vibration signal is crucial for information extraction.

I design the data acquisition system to collaboratively adapt the hardware based on the software computation. The intuition is that when people are closer to a sensor, their footstep signal has a higher magnitude. I propose a hardware adjustment mechanism based on the signal magnitude prediction calculated from detected events and a heuristic model of human movement. The goal of the mechanism is to achieve high sensing signal resolution for the detected vibration signals of individual footsteps.

To evaluate this collaboratively adaptive hardware configuration for footstep induced vibration acquisition, both simulation and real-world experiments are conducted. The system shows an up to $2\times$ signal resolution improvement measured by the sufficient resolution rate, and $2\times$ and $3\times$ improvements when applied to two localization applications.

1.3.2 Improve Signal Characterization based on Physics Properties

Different human-structure interactions cause different types of vibration waves. Impact-induced vibration signals are common in everyday life, such as footsteps, knocking on a door, typing, tapping, etc. However, there are other types of excitations such as dragging an object on the floor, swiping a finger or pen through a countertop, etc. These actions perform a stick-slip form of motion along the surface and generate friction-induced vibration. Due to different causes of the vibration, the wave properties are different, which directly affects the propagation characteristics (e.g., decay, dispersion).

Specifically, in the application of tracking, I study the properties of these waves
and design corresponding tracking algorithms to handle them. For impulse-like Rayleigh-Lamb waves, a wavelet filter is applied to reduce the dispersion effect and the first peak of the signal is extracted to calculate Time Difference of Arrival (TDoA) for localization; while for friction induced body waves, the TDoA is calculated through cross-correlation of the windowed signal segments. Compared to the baseline (no signal characterization), the physics property guided signal characterization allows up to $6 \times$ improvements on impulse signal localization and up to $3 \times$ improvements on slip-pulse signal tracking length estimation.

1.3.3 Improve Learning Accuracy with Limited Initial Labeled Data

Changes in human behavior lead to widely varying distributions in the corresponding sensing data. The traditional supervised learning methods rely on labeled data to build models, however, the complexity in the real world scenarios makes it hard if not impossible to achieve high prediction accuracy by collecting a large-scale labeled dataset. Transductive transfer learning methods have been explored to handle limited data distribution changes by taking both labeled and unlabeled data into account.

I build on prior work in transductive transfer learning by presenting an iterative learning method. Each learning iteration is guided by physical measurements to achieve high learning accuracy with limited labeled data. I use the intuition that in the complicated physical world, data distribution changes are often caused by changes in the sensing target or condition, which can be measured. I propose a physical measurement guided iterative learning algorithm, in which the iteration (the order of learning) is controlled by these physical measurements to ensure high prediction accuracy. The algorithm is applied to pedestrian identification with my ambient vibration sensing system, FootprintID, which shows a $1.5 \times$ improvement on identification accuracy on the overall data distribution.

1.4 Thesis Organization

This thesis is organized as follows. Chapter 2 first discuss the background and the challenges/research gaps in the field. Chapter 3 introduce the overall methodology of this thesis: use physical insights to guide the sensing and learning process. Then
Chapter 4, 5, and 6 introduce how this methodology is applied to the signal acquisition, signal characterization, and learning respectively. Finally, I summarize this thesis in Chapter 7.
Chapter 2

Background

The history of the modern computation technologies falls back to decades ago, where the invention of the computer introduces the automation as well as the digital world into people’s life. In this new era, the digital world, or as some people refer to as the cyber world, plays a significant role in people’s life. The cyber technology has come so far and yet the challenges remain...

This chapter of the thesis first introduces the cyber-physical system’s role and applications (Section 2.1). Then the growth of the sensing systems will be discussed (Section 2.2). Next, the state-of-the-art sensing modalities that target indoor human sensing will be compared (Section 2.3). Among all these sensing modalities, I will then go into depth on vibration sensing and its history (Section 2.4). Next, the limitation of pure data-driven learning approaches applied on cyber physical systems, which is the requirement of large amount of labeled data, is discussed in Section 2.5. In addition, I will discuss what is missing based on the background introduced and how my work fills the gaps in each section.

2.1 Cyber Systems, the Physical World, and Human

Cyber-physical systems [68, 122] are defined as the integration of computation and physical processes. The concept of cyber-physical systems, from a system perspective, can be extended concepts of sensor networks, where the understanding of the physical world is taking into consideration of the computation. Compared
to the prior concepts of sensor networks [5], cyber-physical systems explore a more tightly connected relation between human and the physical world.

Figure 2.1 shows the relation between these three aspects: human, physical world (environment), and cyber systems. The traditional sensing systems directly measure the physical world or people through a particular sensor [11] by converting particular physical attributes (e.g., temperature, sound, motion) into voltage changes that can be mapped to changes of these attributes. People can control the cyber systems through the provided interfaces [131], which, in turn, actuates the physical world. The physical world (i.e., structures as the focus of this thesis) perceives the appearance of human and responses to the interaction from people [14].

This thesis, on the other hand, emphasizes on the understanding of human interacting with the physical world, as well as the perception and interpretation of this signal (red arrows in Figure 2.1). The complicated interaction between the physical world and the human were studied over centuries (e.g., human-induced wave properties [44, 147], human gait [111]), however, not from a cyber system perspective.

![Figure 2.1: Cyber-Physical System (CPS) overview.](image)
With this understanding, cyber systems can obtain human information both directly from human and indirectly from sensing the physical world (through the knowledge of this interaction). Therefore, in this thesis, I will focus on integrating prior studies on human and the physical world into cyber systems to acquire accurate human information indirectly.

### 2.2 Sensing Systems and Their History

Sensor networks have been studied for decades [5, 6]. The growth of the systems can always be traced back to the evolution of people’s needs to monitor the world.

In the early years of sensing systems, sensor networks are deployed at specific locations to obtain designated types of information, mostly environmental [79]. For example, microphones are deployed to collect continuous data from an erupting volcano [153]. The challenges for these environmental sensing systems lie in the limitations of the computational power, communication, storage, etc. The research foci are on the resilience of the system.

Then, the challenge came when the sensing systems’ target shifts from the environment to moving objects, bringing more challenges due to mobility [166]. For example, GPS equipped collars are installed on zebras to monitor the herd’s social behavior [166]. The mobility of individual sensing nodes makes the problem divert into a new field mobile sensing, where the constraints on energy consumption, storage, as well as communication alter from the traditional sensor networks. These mobile sensor networks tend to collaboratively conduct sensing or communication tasks to enhance the system throughput [60]. Later, when the smartphone become ubiquitous in people’s everyday life, the on-body mobile sensing raises more challenges in terms of the heterogeneity of the platforms [137], which will be explained in the next paragraph with the topic of human-centric sensing.

The next generation of the systems is more human-centric – either deployed on a targeted person (e.g., wearables [108]) or in the environment (e.g., vision based human activity recognition [114]). With the growth of this generation of systems, their intrusiveness is more and more to people’s awareness in various sensing scenarios. For example, it is difficult to convince the elderly to carry certain devices all day and to remember to charge them at night. As for vision- or acoustic-based methods,
people tend to have privacy concerns.

At the time this thesis is written, the new generation of sensing systems has been integrated with new components – the understanding of the physical world – to achieve more ubiquitous and non-intrusive sensing. The cyber-physical systems often contain sensing components, which is like traditional sensor networks. The concept changing components is the rule played by the physical world in the computation, i.e., instead of from sensing signal to human information, the system infers human information from the physical world change represented by the sensing signals. Various applications have been explored by different sensing modalities, including radio-frequency- \[155, 156\], powerline- \[110\], vibration-based sensing \[97, 104\]. In the coming section, I will further compare these sensing modalities.

### 2.3 Indoor Human Sensing Systems

Many different sensing approaches have been proposed through the last decades \[143\], targeting information extraction about human in indoor environments, including presence, count, location, identity, and activity. They can be categorized by sensing methods as follows: vision-, RF-, mobile-, acoustic-, and load-based methods.

Vision-based methods track human and their interaction by recognizing their targeting tracking point (e.g., head, foot, hand, etc.) and localizing the point in the 3D perspective of the camera view \[35, 61, 78, 81, 123\]. The vision-based methods usually provide accurate information extraction (including tracking, interaction, and identification), if the light-of-sight between the target point and the camera is satisfied. In addition, vision-based methods often cause privacy concerns.

RF-based methods utilize the phenomena where human bodies between RF transmitters and receivers alter the signal characteristic to extract human information such as location or number of people \[1, 3, 118, 119, 150, 161, 164\]. Due to high sensitivity to environment setups, these methods either require dense sensor deployment or yield low resolution in terms of tracking accuracy.

Mobile devices, either smartphones or application-specific devices \[23, 75, 80, 120, 169\] that are equipped with inertial sensors can be used to extract human information, including interactions \[23\], locations \[75, 169\], identities based on gaits \[80\], and activities \[120\]. The inertial sensors embedded in the device can capture the motion
of the device usage, which are then used to infer the gesture or gait information. The Wi-Fi module on the phone can be used to estimate indoor locations, and the inertial sensors that detect significant movement changes (e.g., turns) can be used together with noisy location estimations to improve tracking quality. However, these methods rely on the assumption that the targets carry devices all the time, which as aforementioned, may not be realistic for scenarios such as elderly or kids monitoring.

In addition, acoustic-based methods [21, 45, 140, 142, 152, 168] rely on sound waves propagation to identify or localize sources. They often require the user to be equipped with special wearable devices or they are limited by sensing conditions (limited resolution and range). Load-based methods [7, 8, 96] achieve high accuracy on interaction points via high-density sensor deployment.

The performance, as well as pros and cons of these methods are summarized in Table 2.1. For the methods that do not provide enough resolution for direct interaction tracking, we put NA in the table. Compared to these prior methods, we focus on structural vibrations sensing which allows sparse sensing and high-resolution information acquisition, which will be discussed in details in Section 2.4.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Vision</th>
<th>RF</th>
<th>Mobile</th>
<th>Acoustic</th>
<th>Load</th>
<th>Vibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracking Err. (m)</td>
<td>≤ 1 [35]</td>
<td>0.25 [119]</td>
<td>≤ 2 [75]</td>
<td>0.17 [140]</td>
<td>tile size [96]</td>
<td>0.21 [86]</td>
</tr>
<tr>
<td>Deploy Density</td>
<td>Low</td>
<td>High</td>
<td>NA</td>
<td>Low</td>
<td>Very High</td>
<td>Low</td>
</tr>
<tr>
<td>Carrying Device</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Privacy Cond.</td>
<td>Poor</td>
<td>Good</td>
<td>Poor</td>
<td>Poor</td>
<td>Good</td>
<td>Good</td>
</tr>
</tbody>
</table>

Table 2.1: Performance summary of different sensing methods.
2.4 Structural Vibration Sensing

Work has been done on structural vibration monitoring through sensor networks for various applications, including structural health monitoring [64, 91, 92, 93, 94, 160]. The insight on these works provides a good understanding of the wave propagation and characteristics of the human-induced structural vibration. Recent research also starts to utilize such signals for indoor human monitoring [67, 70, 85, 87, 97, 116]. In the rest of this section, I will first introduce the related work to the vibration sensors as well as the vibration signal acquisition (Section 2.4.1). Then I will present work on the human information inference through vibration sensing (Section 2.4.2).

2.4.1 Vibration Sensing: Signals and Sensors

Vibration sensing is a more specific term compared to acoustic sensing. Acoustics is the study of all types of mechanical waves, including vibration, sound, ultrasound, and infra-sound [145]. Sound signals are vibrations that propagate through air and of high frequency. Although acoustic signals have been very well studied in terms of its production, transmission, and effects, including biological and psychological effects [145], many challenges are not well understood for human sensing purpose. For example, the dispersion effects alter the waveform significantly when the signal propagates through solids.

From the sensing perspective, the mechanism that allow the signal to be converted to voltage representation is different over various sensors. Various conversion methods have been explored, including MEMS and piezo. MEMS stands for micro electro mechanical system. It applies to any sensor manufactured using microelectronic fabrication techniques. The MEMS sensors are often implemented as Variable Capacitive (MEMS VC) to obtain the vibration in terms of acceleration, which have the advantages including high resolution, long-term stability, sensitivity stability, and low thermal drift [36]. Piezo sensors, on the other hand, measures the vibration in terms of a change in acceleration leads either to a voltage difference (Piezoelectric effect) or a change in resistance (Piezoresistive effect) [36]. There are multiple conversion methods for piezo sensors, including dynamic, condenser, ribbon and crystal [82]. Piezoceramic sensors are based on the vibration of a crystal [82]. Piezo dynamic sensors have a ‘moving coil’ inside of them that captures the vibrations [84].
Piezo condenser sensors are based on a moving plate and a charged fixed plate and the capacitance that is generated between them [84]. Piezo ribbon sensors are based on a thin piece of aluminum or other types of material – the ribbon. The metal strip or ribbon is designed between two magnets in an electrical field that is disrupted as the ribbon moves back and forth within the magnetic field [84].

2.4.2 Vibration Sensing: Human Information Inference

Structural vibration sensing provides a sparse and non-intrusive solution for obtaining human information. The foundation of this type of sensing method lies in the excitation induced by human activities that interact with the structures. The sensing challenges of structural vibration monitoring for indirect human sensing include 1) noisy ambient noise [70], 2) multi-path of the vibration signal in an indoor environment [116], and 3) the distortion and low resolution of the sensing signal [101].

The information people extract mainly falls into the following categories: presence, count, identity, tracking, activity, status. When there is human-induced structural vibration detected, the presence of the people is detected. Work has been done on identifying the floor vibrations that are induced by human footstep from other impulses to achieve the presence detection [67, 127]. When multiple people interact with the physical surroundings, the vibration signal induced by different people will be mixed. Therefore, when the mixed signal is detected by multiple sensors at a different location, the features can be extracted across these sensors and then be used to estimate the number of people in the sensing environment [102, 138]. Since human gait is a unique biometric that can be applied to identify individuals, the footstep induced vibration can be used to infer such information [29, 39, 104]. The tracking of the excitation sources enables indoor human tracking through different approaches that enable different tracking resolutions [85, 88, 97]. As for activity, such as interaction with the structure, has also been explored through a different approach, including machine learning approaches [41, 48, 49] and localization approaches [103, 109, 113, 154]. Recently, work has been done on the health monitoring through structural vibration sensing that targets at micro signals induced by human body such as heart rate [56].

I believe, the reason vibration sensing based methods have not been widely
explored over the last decades together with other sensing approaches is that the major work has been done on the vibration sensing systems are mainly pure data-driven approaches, which makes the labeling of human information impractical if not impossible. The pure data-driven sensing systems and their pros and cons will be discussed in the next section, together with the discussion on how the physical-guided sensing allows a more robust sensing and learning process.

2.5 Data-Driven Systems

Data-driven science (a.k.a. data science) utilizes scientific methods, processes, algorithms and systems to extract knowledge from data in various forms [30]. The opposite concept of the data-driven systems is the physics-driven systems. The former only relies on the obtained sensing data to learn the explicit relation between the target information and the sensing signal, which means the features used for learning may or may not has actual causality between the learned information and the signal. While the later is built upon the physics knowledge.

Most of the cyber-physical systems have been using pure data-driven approaches to compute the target information, such as machine learning, classification, cluster analysis, uncertainty quantification, computational science, data mining [50]. The pros of this approach are that it is flexible to the real world changes since the effect of the environment to the signal has been fully considered. However, the downside of the data-driven models, especially the pure data-driven model, is that they usually require a large amount of labeled data to train a model at high precision. On the other hand, the physics-driven models often require certain input based on the model people summarize, which may not be thorough enough to take various sensing condition changes into consideration.

The comparison and decision on which approach to use for particular systems have been discussed [10, 170]. The method introduced in this thesis – physical insight guided sensing – takes into consideration both the data-driven and the physics-driven models to achieve highly accurate learning with limited sensing data.
Chapter 3

Methodology

In this chapter, the methodology used to achieve works in this thesis will be introduced. The overall methodology applied can be summarized as physical guided sensing, which means utilizing measurable physical information to assist information acquisition. When applied to the sensing system, especially the ‘structures as sensors’ presented in this thesis, this methodology needs to be specified when applied at different phases of the information acquisition process.

3.1 ‘Structures as Sensors’ Framework

A typical sensing system usually consists of three major modules: signal acquisition, signal processing (characterization), and information learning. The ‘structures as sensors’ framework enhanced the sensibility of the traditional sensing system by involving structures – part of the physical world – into the signal acquisition module as shown in Figure 3.1.

Many human activities of everyday life excite the structure around people, such as footstep, knock, finger touching, etc. These excitations induce the interacted structure, such as floor, table, door, etc., to vibrate. This vibration travels through the structure or associated structures and is obtained by the vibration sensors. The system acquires this vibration signal, then conducts signal characterization and information learning on the signal to infer the corresponding human information indirectly.
3.2 Physical Measurements Guided Signal Acquisition

Sensors in various sensing systems serve the purpose of obtaining physical measurements to allow further inference of other physical conditions. For example, geophone is a type of sensor that contains a coil and a metal core. When there is displacement of the surface where the sensor is placed on, the metal core moves slightly with the monitored surface, and this movement of the metal core causes the magnetic field...
to change through the coil, hence changes the voltage between the two ends of the coil. This voltage change relates to the velocity of the target surface. In this way, the physical measurements of the surface vibration are achieved.

The voltage change between the ends of the coil is an analog signal, which cannot be directly analyzed by all types of algorithms. To achieve that, the signal needs to be converted from analog to digital and this digital signal can then be quantified for analysis. Therefore, from the signal being generated by a change in the physical world, to the signal is detected and analyzed, the chain of processing determines the quality of the signal, hence the accuracy of the information extracted from it. Because of this, the hardware configuration is critical for the physical measurement.

The method presented in this thesis to enhance this signal acquisition process is to design hardware configuration based on physics models and to adapt hardware configurations based on the physical measurements of the signal. To be more specific on human sensing through ambient structural vibration, the system is designed based on the signal resolution model derived from the surface wave attenuation model [97, 105]. In addition, the system interprets the current and historical physical measurements to predict the optimal hardware configuration [105]. This physical measurement is high-level information such as human movement and structural factors and used to assist signal/event predictions, which will be discussed in details in Chapter 4.

### 3.3 Physical Properties Guided Signal Characterization

Signal characterization identifies and extracts the designated form of the signal from the raw signal (e.g., decomposition, filtering) and is an important step before the information learning. Due to the complexity of the physical world, various condition changes may alter the signal obtained. This is extremely severe when the propagation medium of the signal is heterogeneous, for example, the structure where the vibration propagates can vary in material, density, stiffness. These propagation medium variations often lead to the variation of the excitation response and wave propagation. For example, the stiffness of the surface affects the vibration response of an impact on the surface, while the density of the material affects the attenuation rate of the
Lamb-Rayleigh wave, which is the main wave components of the impact-induced impulse-like waves.

The method presented in this thesis in terms of enhancing the signal characterization is to understand the physics properties of the wave, to link it to the measurable signal characteristics, and to utilize these properties to design specific algorithm for different types of signals. To be more specific on human sensing through structural vibration sensing, the system determines the types of waves based on the detected signal and then select the algorithm designed based on the corresponding signal properties to conduct further information learning [100, 103]. The system selects and extracts signal features for learning based on the wave superposition properties [99]. The contribution of this method is to refine types of signals obtained by the same type of sensors based on their physical properties (e.g., propagation, superposition) to enhance the information acquisition accuracy, which will be further discussed in Chapter 5.

### 3.4 Physical Attributes Guided Iterative Learning

To convert signals, or features extracted from the signals, to designated human information requires learning algorithms. Supervised learning is a commonly used way to obtain a specified type of information. It requires labeled data as a learning reference. However, for many real-world applications, obtaining labels is labor intensive and expensive. To tackle this problem, various semi-supervised learning and domain adaptation methods have been explored. They are able to lower the requirements of large-scaled data labeling. However, this mitigation is limited and can only handle limited data distribution changes.

The method presented in this thesis targets data distribution changes caused by sensible physical attribute changes. The assumption is that for some physical conditions, the data distribution change degree correlates to the physical attribute change degree. With this relationship between the physical attributes and data distributions, the learning order can be guided by the measured physical attributes to improve accuracy [106]. I will further discuss the details of this iterative learning guided by physical attributes in Chapter 6.
Chapter 4

Human-Induced Structural Vibration Signal Acquisition

The sensing component is important for the information acquisition system because the sensed signal quality directly determines the information contained in the signal. Most of the algorithms for information acquisition and learning can achieve high accuracy when the data is ‘good’, but what defines ‘good data’? Different applications or sensing system have different criteria. In general, the data quality can be measured by the following metrics, including time resolutions (sampling rate), spatial resolution (deploy density), noise level, and signal resolution. In this section, the problem will be focusing on is the signal resolution, because it directly determines the information contained in the sampled data. For example, a footstep induced signal is of a high resolution of 16-bits contains more detailed information, such as the striking duration, striking sharpness, etc., than a 1-bits signal, which indicates there is or is not a footstep happening.

In this chapter, the overview of the structural vibration based sensing system will be introduced (Section 4.1). Once the raw vibration signal is obtained by the system, the segments induced by human are extracted for further analysis (Section 4.2). The analysis of the obtained signal, especially the signal magnitude, will be explained to assist the understanding of the sensing range of this sensing modality (Section 4.3). As the core methodology, physical insights are used to assist sensing system achieving higher signal quality by adapting the hardware configuration collaboratively and determine their collaborative networking group (Section 4.4).
The design is then evaluated with real-world experiments. Two examples of system configuration adaptation based on the physical measurements are presented with a shared goal of improving sensing signal and eventually enhancing the learning accuracy. (Section 4.5) 1) The measured target signals can be used to predict the upcoming event and its optimal hardware settings, and the physical understanding of the human mobility and the wave propagation properties enable accurate prediction for adaptation; 2) the measured noise signals can be used to analyze the structural factors that affect the signal propagation to further enhance the prediction and achieve sensor grouping for accurate collaborative information learning.

4.1 Hardware Design of the Sensing Node

The hardware design sensing acquisition module consists of three parts: sensor, sensing configuration board, and controller board. The sensor used in this thesis is the geophone sensor. The geophone converts the surface displacement into voltage change in a manner of a piezo dynamic sensor. To be more specific, the SM-24 geophone [54] is used. The sensor allows full bandwidth at 2-ms sampling and provides the sensitivity of \(28.8 \text{ V/m/s} \) [54]. The rest of the system went through a few iterations due to different application specification, which will be discussed in Section 4.1.1 and Section 4.1.2.

4.1.1 Basic Version

The basic version of the sensing node is shown in Figure 4.1, and the design goal for this version of sensing node is to explore different hardware configuration parameters. Since the target vibration is of small magnitudes \(10^{-4} \text{ to } 10^{-6} \text{ m/s}\), amplifiers are needed to enhance the signal representation voltage before they are digitized. In addition, since the target vibration is of high variation \(10^{-4} \text{ to } 10^{-6} \text{ m/s}\), multiple OpAmps with different gains are placed on the sensing configuration board and connected to the sensor to achieve different amplification gains. In the basic version of the sensing node, an amplifier board with three amplification gain configurations are connected to the geophone. The output pin of each OpAmp gain is then connected to an ADC pin on the controller board – a customized Arduino Due board.

The amplified analog signal is then converted to digital signals by the Analog-to-
Digital Converter (ADC). An n-bits ADC converts the signal of full scale voltage range $E_{FSR}$ into $2^n$ values, and the voltage resolution of the signal is $E_{FSR}/2^n$. However, the actual resolution of a designated signal after ADC may not be as high as n-bits, since the signal voltage representative may be significantly lower than the full scale voltage range $E_{FSR}$, which will be further discussed in the next section 4.3.

On the controller board, the processor determines the time of sampling, data writing and wireless communication (networks). An XBee radio is used for information exchange between the sensing node and the central control node. Various versions are further developed to meet different application requirements, such as high-resolution signal synchronization, smaller size, communication stability.

### 4.1.2 Enhanced Version

The functionality of the sensing nodes are adjusted based on the application requirements. The iterations that I explored are listed as below:

- **Synchronization: Enable Step Level Localization**
  
  The basic version of the sensing system does not provide sample level synchronization, which became a problem when used for localization of the footstep
Figure 4.2: Different versions of sensors for various application requirements.
via Time Difference of Arrival between pairwise sensors. Therefore, upon the
design of the first basic version, the second version, as shown in Figure 4.2 (a),
utilized a high-resolution radio – Decawave DWM 1000 – to achieve sample
level synchronization. Adjacent sensing nodes that cover the same area receives
the broadcasted timestamps from the central control node. The physical layer
implementation of DWM 1000 module allows high resolution of timestamp
recording upon signal receiving [28].

• **Size: Fast and Easy Deployment**

When deployed in various structures for different types of signals, it is important
to be able to conduct characterization through temporary easy deployment.
Therefore, the third version of the sensing node, as shown in Figure 4.2 (b), is
implemented. Each sensing node is designed as a web-server and whichever
device with a display can connect to the sensing node through WiFi connections
and visualize the vibration signal in the browser.

• **Stability: Long Term Deployment**

For long-term deployments in various environment, the wired data exchange,
as well as control, shows higher stability. For example, when deployed in the
pig farm with a metal bar covered floors, the wireless communication may fail
due to the shielding. In addition, compared to the wireless communication,
wired communication through Ethernet connection has a higher band and
less package loss. Therefore, for the large-scale long-term deployment in the
structure – underneath the floor or in the floor – the fourth version of the
sensing nodes, as shown in Figure 4.2 (c), conducts transmission through wired
communication through Ethernet cable.

For a particular deployment, the system requirement, as well as functionality
priority, needs to be analyzed to make the final decision on which version of hardware
to install. For example, when deployed in hospital or nursing home, wireless and
‘invisibility’ is of higher priority since the standard medical procedure cannot be
interrupted by the sensing equipment. On the other hand, when deployed in a school
building that has prior installed power line and sensor installation space, the stability
for long-term monitoring becomes the design priority. Despite the variation between
different applications, the sensing part (sensor + amplification board) design directly
determines the signal quality for the later information extraction. In the rest of this
section, I will first introduce how to extract the target signal from the overall raw signal (Section 4.2), then discuss the factors that affect the signal quality and the methodologies to enhance it (Section 4.3.1).

4.2 Human-Induced Vibration Signal Extraction

The analysis, characterization, and learning on human-induced vibration signal rely on the extraction of relevant signal segments. For single footstep induced impulse signals, the Step Event (SE) Detection (Section 4.2.1) is applied. For non-impulsive or overlapping impulsive signals, the Signal of Interest (SoI) Extraction (Section 4.2.2) is applied.

4.2.1 Step Event Detection

The system detects distinctive signal segments induced by footstep impulses, which are referred to as Step Events (SEs) in the rest of this thesis. They are extracted from the vibration signals through anomaly detection based on a Gaussian model of the ambient noise (i.e., vibration signals detected when there is no excitation applied
The system calculates the signal energy for each windowed signal, and a series of noise signal window is then used to model the noise as the Gaussian distribution $\mathcal{N}(\mu, \sigma)$. The Gaussianity of the noise signal energy samples was tested using the quantile-quantile (Q-Q) plot in Figure 4.3. It compares the sample quantiles with the standard normal distribution quantiles. Perfect Gaussianity results in a straight line for the Q-Q plot. Figure 4.3 shows that most of the samples lie on a line. The samples fit the line better in the center (e.g., [-1, 1]) and deviate towards the tails. It validates the Gaussianity assumption and the characteristics of the tails may be caused by low sample size at the extremes.

Figure 4.4 shows the Step Event detection algorithm. First of all, a low pass filter is applied to the sensing data collected from different sensors [97]. Then a sliding window is used to segment signals. The system first collects a series of background noise signal segments and a Gaussian noise model is built based on the feature (signal energy) extracted.

When the new windowed signal is detected, its signal energy is calculated and compared to the Gaussian model. If the signal energy falls out of the threshold, e.g., $3 \sigma$, this signal window is considered as an abnormal segment containing signal induced by people. The system detects peaks within the consecutive windows that contains detected signal segments and extracts a segment with designated length as a Step Event.

On the other hand, when a signal window is detected as noise, it is then included
in the series of prior noise signal windows. The system updates the Gaussian model for the ambient noise, so that the model adapts to varying noise levels through different time periods of the day.

4.2.2 Signal of Interest (SoI) Extraction

The Signal of Interest (SoI) is defined as the ambient structural vibration signal induced by people. On the other hand, the ambient structural vibration signals sensed by the system when there is no impulse applied to the structure within the system’s sensing range is considered as noise.

The non-impulsive signals (e.g., swipe or drag an object on a surface) or overlapped impulsive signals (e.g., multiple people walk together and their footstep signals overlap) may not be covered by a segment with a fixed length. To extract SoIs from continuously detected ambient structural vibration signals, i.e., separate the SoIs from the noise, the anomaly detection is [67, 97, 99]. The anomaly detection models the noise signal as Gaussian noise and detects signals that fall out of three standard deviations (σ) from the mean (µ) as SoIs. Similar to the Step Event Detection algorithm introduced in Section 4.2.1, a sliding window is used to segment the raw signal. For each sliding window, the signal energy is calculated. Then the anomaly detection is conducted based on the signal energy of each sliding window. When the mixed impulsive signals are not occurring exactly at the same time, the energy of the sliding window may stay high for a longer period due to the signal mixture and variation of signal offsets. Similarity for the non-impulsive signals, the energy of the sliding window may stay high for an unknown period of time. Therefore, using the fixed-length window to extract signal [67, 97] may not contain the entire signal mixture. Therefore, the SoI is detected as the consecutive windows with high energy over a threshold [99, 103].

4.3 Signal Magnitude and Sensing Range

The output signal from the sensor is the voltage reading. I refer to the voltage range of the sensor output as the signal magnitude. The signal magnitude varies due to varying factors, including structural material/size, signal strength (which is affected by a person’s built), as well as the distance between the excitation and
the sensor. I refer to the distance between the sensor and the farthest distance a particular excitation’s signal amplitude is still higher than the ambient vibration noise magnitude as the sensing range. The signal magnitude and the sensing range are two connected concepts: for a fixed sensing configuration, when the excitation induces a signal of high magnitude, the sensing range of this excitation is large.

In this section, I will first analyze the relationship between the perceived signal amplitudes and the hardware configuration of the amplification gains (Section 4.3.1), and then explain how to select the amplification gains based on this relation (Section 4.3.2).

### 4.3.1 Perceived Signal Amplitudes and Amplification Gains

For a particular amplification gain $G$ and an excitation with a magnitude of $M$ that is $d$ away from the sensor, the perceived sensing signal amplitude $A$ can be represented as $A = f(M, G, d)$. The sensing range and the perceived signal amplitude relation is as shown in Figure 4.5. The theoretical signal amplitude is $A_{\text{theory}} = k \times G \times \frac{M}{d}$, where $k$ is the structural response factor.

When the excitation is within the clipping range, it means the voltage supply for the ADC $E_{\text{FSR}}$ is lower than the theoretical signal amplitude $A_{\text{theory}}$, and the actually perceived voltage amplitude is $E_{\text{FSR}}$ instead of $A_{\text{theory}}$. When the excitation is within the sensing range and outside the clipping range, the perceived signal

![Figure 4.5: Sensing range and signal resolution.](image-url)
amplitude follows the $A_{theory}$. When the excitation is outside the sensing range, the perceived signal strength is lower than the ambient noise level, and cannot be detected anymore. Therefore, we consider the perceived signal amplitude outside the sensing range as $A_{noise}$.

For the excitation that falls into the sensing range and outside of the clipping range, we consider those, which are represented with a number of values larger than a threshold, as having ‘sufficient resolution’, which we marked as the green area in Figure 4.5. Different amplification gains will have a different resolution range as shown in Figure 4.5. Therefore different hardware configurations are needed to obtain vibration signal with sufficient resolution under different sensing conditions (e.g., different people, structural materials).

### 4.3.2 Amplification Gain Optimization and Implementation

The design goal here is to capture high fidelity structural vibration signals induced by indoor pedestrians using low-cost low-dynamic-range sensors. For a particular n-bits ADC module, the ‘sufficient resolution range’ is defined by application requirements or users, e.g., the signal that is represented by (n-1)-bits is of sufficient resolution. An optimization problem is formed to achieve the aforementioned goal with a minimum number of amplification gains, considering the limitation of the accessible ADC pins as well as to reduce the cost. In this section, I will first introduce the optimization problem (Section 4.3.2.1), and then present the implementation of the hardware based on the optimization calculation (Section 4.3.2.2).

#### 4.3.2.1 Optimization Calculation

Given the perceived signal amplitude as discussed in Section 4.3.1, the cumulative distribution function (CDF) is derived as follows:

$$
F_A(a) = P(A \leq a) = \begin{cases} 
0 & a \in [0, \frac{k}{\sqrt{R_{sensing}}]} \\
1 - \frac{k^4}{R_{sensing}^2 a^4} & a \in \left[\frac{k}{\sqrt{R_{sensing}}}, A_{max}\right] \\
1 & a \in [A_{max}, +\infty) 
\end{cases}
$$

(4.1)
Based on the CDF, the optimization problem is formed as follows:

\[
\max_{g_i, \cdots, g_n} \sum_{i=0}^{n} F\left(\frac{A_{\text{max}}}{g_i}\right) - F\left(\frac{A_{\text{sufficient}}}{g_i}\right) \tag{4.2}
\]

\[
s.t. \quad 1 < g_i < g_{i+1} \quad \forall i \in \{1, \cdots, n-1\} \tag{4.3}
\]

\[
\frac{A_{\text{sufficient}}}{g_i} \geq \frac{k}{\sqrt{R}} \quad \forall i \in \{1, \cdots, n\} \tag{4.4}
\]

\[
\frac{A_{\text{max}}}{g_{i+1}} \leq \frac{A_{\text{sufficient}}}{g_i} \quad \forall i \in \{1, \cdots, n-1\} \tag{4.5}
\]

where the probability of the signal falls into the sufficient resolution range without clipping is maximized for a series of amplification gains \(g_i\). The solution of \(g_i\) is calculated as follows:

\[
g_i = \left(\frac{A_{\text{sufficient}}}{A_{\text{max}}}\right)^{n-i} \cdot \frac{\sqrt{R} \cdot A_{\text{sufficient}}}{k} \quad \forall i \in \{1, \cdots, n\}. \tag{4.6}
\]

### 4.3.2.2 Amplification Board Implementation

Based on the optimization, the amplifier board as shown in Figure 4.1 is implemented as shown in Figure 4.6, where the \((\text{OpAmp} + \text{Filter})_i\) is implemented with a gain of calculated \(g_i\), and the \(k\) is calculated based on the average perceive excitation amplitude at distance of 1 meter [105]. The floor vibration velocity can vary from \(10^{-6}\) m/s (e.g., concrete structure) to \(10^{-4}\) m/s (e.g., wooden frame structure) [97], which corresponds to the voltage change between \(\sim 3 \times 10^{-5}\) to \(\sim 3 \times 10^{-3}\).

![Figure 4.6: Hardware design of the sensing node [105.]](image-url)
The amplification gain needed is between $1k \times [97]$ to $100k \times [105]$ to achieve the input voltage for ADC of 3.3 volts, which allows full resolution range of signal representations. The maximum sensing range observed across different deployments is $\sim 10$ m radius.

4.4 Physical Measurements Guided Collaborative and Adaptive Hardware Configuration

To obtain accurate information from vibration signals requires 1) the signal waveform been preserved from various distortion, 2) enough resolution after digitization, and 3) right combination/placement of the sensing locations. There are many factors that affect the magnitude of signals obtained by sensors placed at specific locations, such as the excitation strength, distance to the sensor, and structural factors. To obtain high fidelity (i.e., high resolution and low distortion) signal for all excitation induced vibration signals is challenging due to the combination of these factors. On the other hand, due to the complicated structural factors in real buildings, the sensor placement, as well as grouping, affect the interpretation of the information from the signals.

When a person walks on the floor passing by the sensor, their footsteps induce the floor to vibrate. The system detects these footstep induced vibration and then further infer the human information (e.g., location, identity, physical conditions) from it. For a particular footstep happens at a particular location, the hardware configurations determine the quality of the perceived footstep induced vibration signal in terms of signal amplitude. After analog to digital converter, the signal amplitude in turn affects the digitized signal’s resolution.

The causes of variation in detected human footstep strength mainly fall into two categories: human and environmental. The human variation includes two aspects: 1) the personal level as inconsistencies of individual footstep-to-sensor distance within a series of steps (we refer it as a trace in the rest of the paper), and 2) the interpersonal level as variations between individuals.

On the other hand, environmental variation occurs when the sensors are placed at different locations and also includes two aspects: 1) different impact point may have different impacts response due to material variations (e.g., stiffness, size, thickness),
and 2) when the wave propagates through different structural factors like beams and partitions, the distortion along their path may vary.

To solve these raising problems, I’ll introduce a collaborative and adaptive sensing solution that takes physical insights into account to predict the hardware adaptation and configuration. Figure 4.7 shows the overview of the framework used to acquire high fidelity sensing signals with the assistance of the physical insights. The physical insights from the human aspect are that the trajectory of a person walking by is continuous, i.e., the people has to take steps by steps to get to a new location instead
of telepathing. The physical insights from the structural aspect are that the sensors can detect structural factors (e.g., structural elements such as beams or partitions) through both the analysis of the human-induced vibration signals as well as the ambient vibration of the structure.

In this section, I will discuss in total three strategies to obtain high fidelity sensing signals and determine the group of sensors to use for collaborative information acquisition. First of all, as aforementioned, human trajectory, e.g., when a person approaches and then leaves the sensor, can be used to predict the perceived signal amplitude of the person’s next footstep locally only based on the vibration detected by a particular sensor (Section 4.4.1). Then the hardware can be adapted based on this prediction. Second, since the sensors can collaboratively estimate the structural condition, e.g., determine if there is a structural factor between two sensors, this information can be further used to enhance the hardware configuration prediction accuracy (Section 4.4.2), as well as to guide the sensor grouping mechanism (Section 4.4.3).

4.4.1 Human Trajectory-Based Local Prediction

The goal of the human trajectory-based local prediction is to obtain footstep induced structural vibration signal with high-resolution and low distortion (without clipping). This prediction will be referred to as Local Profile Prediction (LPP) in the rest of the section. It predicts the optimal configuration for the next footstep signal that the sensing nodes will detect. To achieve this, the system first detects footstep-induced signals (Section 4.2.1). Then, it analyzes the detected signals’ resolution condition (Section 4.4.1.1). Finally, based on the analysis, it makes a prediction on the next step’s amplitude and changes the amplification configuration during a pedestrian approaching/leaving the sensor (Section 4.4.1.3).

4.4.1.1 Signal Resolution Analysis

For each detected Step Event, the system analyzes its resolution to predict the optimal configuration for the next Step Event. The Step Event resolution is deduced from the relation between the analog signal amplitude and resolution shown in Table 4.1. For an N-bit analog-to-digital converter (ADC), the $A_{sufficient}(v)$ and $A_{max}$ are converted to a function of $N$ as $DA_{sufficient}(N)$ and $DA_{max}(N)$. These thresholds are
Table 4.1: Relationship between perceived signal amplitude and resolution.

<table>
<thead>
<tr>
<th>Amplitude</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0, A_{sufficient})$</td>
<td>Insufficient</td>
</tr>
<tr>
<td>$[A_{sufficient}, A_{max}]$</td>
<td>Sufficient</td>
</tr>
<tr>
<td>$(A_{max}, +\infty)$</td>
<td>Clipping (distorted)</td>
</tr>
</tbody>
</table>

applied to the detected Step Event range to determine the signal’s resolution class based on the relation demonstrated in Table 4.1.

4.4.1.2 Physical Insight: Vibration Signal Decay

To obtain a model for the Step Event energy propagation, a characterization experiment is conducted in the hallway and the perceived signal energy of excitation at different distances is measured. Figure 4.8 shows the relationship between the measured energy of uniform ball drop impulse events and the distance of that event from the sensor. The impulse’s distance from the sensor increases, the energy of the event decreases with a rate of roughly $\frac{1}{\text{distance}}$, which fits the description of the Rayleigh-Lamb wave [147].

4.4.1.3 Optimal Configuration Prediction

The optimal configuration for the upcoming Step Event is calculated by Algorithm shown in Figure 4.9: 1) predict the amplitude of the next Step Event and 2) calculate the amplification gain that allows maximum resolution without clipping.

When there are enough numbers ($> T_{history}$) of Step Events within a walking trace, the system takes $T_{history}$ number of prior step signals’ into account to predict the amplitude of the next Step Event. When there are less than $T_{history}$ number of steps detected in history, the decision is made based on the prior step signal. If the step history is almost linear, which is the most common step energy change behavior when the steps are far away, the system predicts the next Step Event amplitude $A_{mp_{t+1}}$ with the linear model estimated from the step history. On the other hand, if the step history is not linear when steps are near the sensor, the system predicts the next Step Event amplitude $A_{mp_{t+1}}$ with the $1/d$ model [97] estimated from the step history.
The system calculates the predicting amplification gain of the cases where the pedestrian approaches and leaves the sensing area separately.

- **Approaching.**
  
  When the pedestrian approaches, the system overestimates the predicted amplification by $Noise_{Amp}$. The algorithm finds the maximum level of amplification gain $g_i$ that keeps $Amp_{t+1} \times g_i + Noise_{Amp}$ from clipping.

- **Leaving.**
  
  When the pedestrian leaves, the system underestimates the predicted amplification by $Noise_{Amp}$. The algorithm finds the maximum level of amplification gain $g_i$ that keeps $Amp_{t+1} \times g_i - Noise_{Amp}$ from clipping.

Then the system adjusts the amplification gain based on this calculation for the next Step Event detection.
4.4.2 Structural-Based Collaborative Prediction

The goal of the structural-based collaborative prediction is to predict and adapt the hardware configuration to avoid Step Event signal distortion (e.g., clipping) for the high amplitude step signals. It is referred to as the Global Profile Prediction (GPP) in the rest of the section.

In real-world buildings, there are structural factors/changes such as beams and partitions, which affects the signal propagation. When the excitation and the sensor are on the same side of structural changes, the perceived signal amplitude change is based on the signal decay model that is determined by the sensor-excitation distance [97]. In this situation, the changes of the footstep induced signal amplitude can be predicted with LPP (Section 4.4.1). However, when the excitation and the sensor are on different sides of these changes, the perceived signal amplitude change does not follow the signal decay model anymore, which will lead to sudden changes in the perceived signal amplitude.

In addition, the location of the sensor (relative to the structural factors) also affects the perceived vibration signal amplitude. For example, if a sensor is placed near a beam, the detected footstep amplification is lower than that of a sensor located between two beams. This is similar to the phenomena where if a string has two fixed
ends, the center part has higher mobility than the parts that are closer to fixed ends. Because the stiffness of the structure increases at the locations that are closer to these structural factors.

To handle these structural variations, the communication between different sensing nodes in a sensor network is utilized. The information regarding structural variations is propagated through the network based on the pedestrian moving direction detection. This information propagation allows the system to conduct Global Profile Prediction (GPP) on sensors to improve their sensing resolution with historical information from other sensors.

GPP can either perform alone or be used with LPP to improve signal fidelity by taking structural variation into account. In this section, I will explain how the GPP works alone to achieve high-resolution signal acquisition for high signal-to-noise ratio step signals. Instead of processing on the Step Event level, GPP works on the Trace Event level. Trace Event is defined as the vibration signal induced by a person passing by the sensor, containing contiguous detected Step Events.

GPP first obtains the direction of the target trace (Section 4.4.2.1). Then, it predicts the pedestrian’s trace (Section 4.4.2.3), i.e., to a specific neighbor sensing node, based on walking direction. Next, GPP propagates the pedestrian walking information towards neighboring sensing nodes that the pedestrian might pass based on their walking directions. These nodes rely on their location specifications (Section 4.4.2.3) and the pedestrian walking direction to make predictions.

### 4.4.2.1 Trace Event Direction Estimation

The Trace Event (TE) direction allows GPP to determine which neighboring sensing nodes a pedestrian approaches and which node they are heading away from. With this information, the system informs neighboring sensing nodes of possible structural anomalies that cause sudden signal amplitude changes, which we will detail in Section 4.4.2.3 later.

At least two sensing nodes are required to determine a person’s walking direction based on the detected SE signal energy change trend [97]. Each sensing node detects the SE within a TE when the person is the closest to the sensor. When the pedestrian approaches then leave the sensor, the signal strength values of their SEs increase then decrease. The temporal information of the SE with the highest energy within a
TE detected by different sensors indicates the order in which the pedestrian passes sensors. Therefore the system determines the direction of a TE in terms of sensor location (i.e., from/to which sensor).

4.4.2.2 Trace Prediction

GPP propagates the SE information to neighboring sensing nodes. Therefore it is important for the system to be robust to direction ambiguity when a person continuously walk by a sensor. To predict which sensor the pedestrian is walking to, the system models all the deployed nodes as vertexes in a graph. If there is a physical route that a pedestrian can walk between two vertexes without passing a third vertex, there is an edge between these two vertexes. This graph is created heuristically at deployment time as a $k \times k$ binary table, where $k$ is the node number, and the binary table entry value indicates if there is connectivity between two nodes. The binary design of the table is for computational search efficiency. When a pedestrian walks through sensing areas and their stride direction is detected, the system will notify all the other sensing nodes that share an edge with this node in the graph except the one that the person walked from.

4.4.2.3 Location Specification

Due to various structural factors such as beams and partitions, sensors may have different sensitivity to the same impulse (i.e., same strength and traveling distance). The goal for the GPP is to achieve high resolution for the high signal-to-noise ratio step signals by utilizing the historical information from neighboring sensing nodes. When multiple pedestrians walk by different sensors/locations, the system learns the different impulse response strength between sensors/locations.

When a pedestrian walks by one sensor and is detected, the system models their step energy change and sends it to neighboring sensing nodes that the pedestrian will pass by next. The neighboring sensing node then adjusts its own amplification configurations based on the historical data, which indicates the impulse response strength variation at these different locations. When the pedestrian approaches neighboring sensing nodes, the system detects the step signal with the highest energy through the structural variation profile as well as detected step signal strength from the last sensor.
When the system relies on multiple sensors to make decisions or estimation, the selection of sensors (sensor grouping) for collaboratively computation becomes important. In this section, I will first introduce the physical insight on the structural changes and its effect on the perceived footstep-induced vibration signals (Section 4.4.3.1). Next, a structure-based sensor grouping algorithm will be presented, which takes discussed structural factors into account to achieve sensing grouping, as shown in Figure 4.10.

The algorithm first gathers the ambient structural vibration signals from different sensing nodes (Section 4.4.3.2). The ambient structural vibration signal is the vibration signal detected when there is no excitation around (e.g., pedestrians walking, vending machine, etc.). Then these ambient vibration signal are sent to the wavelet decomposition module, where their signal energy at each investigated scale

Figure 4.10: Structure-based sensor grouping algorithm.
is calculated (Section 4.4.3.3). Once the wavelet scale energy profile of each sensor is collected, the algorithm compares these profile of sensors that are deployed in adjacent physical locations and based on their similarity, the algorithm determines if there is structural variation between two sensors that causes significant signal variations (Section 4.4.3.4). The algorithm selects the sensors that have no structural variation detected between them to be in the same group for collaborative sensing later.

### 4.4.3.1 Physical Insight: Structural Factor

When the excitation happens at different locations of the structure and travels through a different route to reach the sensor, the decay model may vary due to the structural factors on the path. To demonstrate this effect, Figure 4.11 shows the signal energy of uniform ball drop \(^1\) impulse-induced floor vibration. Compared to the signal decay in the hallway (horizontal direction in the figure), the signal decay through the bathroom door and the kitchen door shows a significant drop instead of a gradual decrease in the hallway. This indicates the structural factor between

---

\(^1\)Uniform ball drop experiment is to let a ball free fall from a particular height at varying locations to characterize structure responses for a particular sensor.
the hallway and the bathroom and kitchen separate the structure and increase the signal decay rate significantly when the wave travels by this structural factor.

When two sensors are placed on two sides of this structural factor, the propagation of the wave may be altered when traveling through the structural factor (e.g., loss of certain frequency components, higher decay rate, longer average propagation time). These sudden changes in Step Event signals can be used as landmarks to indicate locations [97]. However, when multiple sensors need to learn information collaboratively, these changes become an obstacle that leads to inaccurate estimation.

4.4.3.2 Detect Ambient Vibration Signals

Each sensing node mainly contains a geophone sensor, an op-amp, and an ADC module. The geophone picks up the ambient structural vibration of the surface it is placed on. The op-amp amplifies the signal and this amplified signal is then digitized by the ADC module. When placing a sensing node on the floor, the sensor picks up the ambient vibration of the structure, which characterizes the fundamental frequency band of the structure and is considered ‘noise’ in terms of human monitoring. In this work, we analyze this ‘noise’ to group the sensor so that the human information monitoring accuracy can be improved.

4.4.3.3 Wavelet Decomposition and Analysis

The wavelet decomposition is selected to analyze the ‘noise’ signal because it provides both fine and coarse details of the signal in both time and frequency domain [132]. The wavelet transform is represented as

\[ T_x(b, a; \Psi) = w(a) \int_{-\infty}^{\infty} x(s) \Psi^*_{b,a}(s) ds \] (4.7)

where (s) is the mother wavelet, which is translated by b units in time and scaled by the factor of a. We use the Mexican hat wavelet for (s). The wavelet decomposition is applied to the collected noise signal. Figure 4.12 shows an example of the decomposition. Figure 4.12 (a) shows an segment of ambient structural vibration signal. Figure 4.12 (b) shows the wavelet transform of the signal shown in Figure 4.12 (a). Then we sum up the total energy for each scale, which indicates a specific frequency component. This array of the scale-energy, which is shown in
Figure 4.12: Wavelet decomposition and scale energy profiling.

Figure 4.12 (c), characterizes the structure where the sensor located and is then used as the structure-based sensor profile in Section 4.4.3.4.

4.4.3.4 Structure-Based Sensor Profiling Comparison

Once the wavelet decomposition scale energy profile of each sensor is collected, the grouping algorithm detects peaks of this scale energy profile. For example, for the sensor example in Figure 4.12, Figure 4.12 (c) shows two peaks at scale 38 and 109 respectively. The algorithm extracts the locations of the peaks to determine if there
are structural factors between a sensor pair. If two physically adjacent sensing nodes show different number/frequency component of peaks, the algorithm considers that there is a structural factor between this sensor pair.

4.5 Evaluation

To understand the importance of obtaining ‘good signals’ or ‘high fidelity signal’, as well as the efficiency of the physical measurement guided hardware configuration adaptation, various pedestrian monitoring experiments are conducted. First of all, the implementation of the system is introduced in Section 4.5.1. Next, metrics used to define the ‘high fidelity signal’, which is used to measure the performance of the system, is presented in Section 4.5.2. Then, three experiments targeting at different aspects of the system are explained and the results of experiments are presented in Section 4.5.3, 4.5.4, and 4.5.5.

4.5.1 Implementation

A few different version of sensing nodes are studied and introduced in this thesis. The basic version of sensing nodes introduced in Section 4.1 is used for the first two experiments in this Chapter and the enhanced version 2 sensing nodes are used for the third experiment, which localization is conducted to demonstrate the sensor grouping performance.

For the basic version of sensing nodes, the amplifier board in Figure 4.1 is implemented with $n = 3$ amplification settings. Three operational amplifiers (LMV385) with customized amplification gains are installed on the sensing configuration board. The processor board is connected to these amplifiers through three analog-to-digital converter (ADC) pins.

The sufficient resolution range defined here is $A_{\text{sufficient}} = 1/2A_{\text{max}}$. Therefore, based on Eq. 4.6, the ratio of the optimal can be calculated from $A_{\text{sufficient}}/A_{\text{max}} = 1/2$, which is $(1/2)^2 : (1/2)^1 : (1/2)^0 = 1 : 2 : 4$. Through empirical measurements of other constants ($A_{\text{sufficient}} = 1.5, k = 3 \times 10^{-4}, R = 9$), the optimal gains are calculated as $2000 \times$, $4000 \times$, and $8000 \times$.

The geophone SM-24 is used in all three experiments [54]. It has a sensitivity of 28.8V/m/s. The theoretical sensing range of the sensor is limited by its max
coil excursion, which is 2mm. However, in practical scenarios, the sensing range is limited by the amplifier input voltage, which is 3.3V for this implementation. Therefore, when an amplifier with $g_0 = 1$ is applied, the sensing range of the sensor is 0.1146m/s.

When a 10-bits analog-to-digital converter (ADC) is used, the resolution of the system is $1.12 \times 10^{-4}$m/s, which is not enough to observe signals with peak values fall in the range of $10^{-6}$m/s and $10^{-4}$m/s. Therefore, when an amplifier with a gain of 2000× is applied, the sensing range of the sensor is $5.73 \times 10^{-5}$m/s, with a resolution of $5.6 \times 10^{-8}$m/s. Compare to the setting of $g_0 = 1$, this setting has less sensing range but higher resolution. Similarly, the gain of 4000× and 8000× enables even higher resolution (respectively $2.8 \times 10^{-8}$m/s and $1.4 \times 10^{-8}$m/s) with less sensing range (respectively $2.865 \times 10^{-5}$m/s and $1.43 \times 10^{-5}$m/s). Therefore, by combining multiple settings, the system achieves high resolution ($1.4 \times 10^{-8}$m/s) as well as high sensing range ($5.73 \times 10^{-5}$m/s) at the same time.

Implemented amplification gains, however, differ slightly due to practical constraints, such as resistor value availability and filtering effects of the amplifier. The LMV385 Sparkfun OpAmp Breakout board is used in the application, whose schematic is shown in Figure 4.13. LMV385 is a two-stage amplifier. Each stage has

![Figure 4.13: The schematic of the OpAmp LMV385 [135].](image-url)
a differential amplifier serving as a bandpass filter. For the first-stage amplifier, a resistor with a value of $470\,K\Omega$ over $10\,K\Omega$ is used to achieve an amplification gain $R_1/R_2 = 470/10 = 47$. When selecting the first-stage gain, the corresponding resistor should be available and the gain should not cause clipping under most circumstances; otherwise, the clipped signal is smoothed by the second stage’s filter. If that happens, the output signal of the second stage will not show evidence of clipping, even though it is distorted due to the clipping happening in the first stage.

For the second-stage amplifier, the resistor $R_4$ (values of $470\,K\Omega$, $1M\Omega$, and $2M\Omega$) and $R_5$ (values of $100\,K\Omega$) are used respectively to achieve the gain $R_4/R_5$. The corresponding gain for two stage amplifier is calculated as $Av = (R_1/R_2) \times (R_4/R_5)$, which are approximately $2000$, $4000$ and $8000$. The calculated gains from this combination were $2200 \approx 47 \times 47$, $4700 = 47 \times 100$, and $9400 = 47 \times 200$. However, due to the limited open loop gain and filtering effects of the two-level op-amp circuit, the actual gains of the configuration were $g_1 = 2200$, $g_2 = 4400$, and $g_3 = 6400$ approximately [77]. With chosen configurations, over $90\%$ of the impulses induced by detected footsteps are not clipped with $g_1$, and the background structural vibration noise after amplification is still less than $1/10$ of the entire resolution range with $g_3$.

### 4.5.2 Metrics and Parameters

Signal distortion and resolution are two major factors to evaluate the ‘quality’ or ‘fidelity’ of obtained sensing signals because they affect the information acquisition accuracy. Thus, the ‘high fidelity’ signals are defined as signals that have minimized distortion and noise and maximized signal resolution. Therefore, the metrics are signal resolution (Section 4.5.2.1), signal distortion (Section 4.5.2.2) and signal magnitude (Section 4.5.2.3).

On the other hand, two parameters/factors that affect the system performance are 1) the definition of the sufficient resolution rate and 2) number of amplification gains that are implemented (Section 4.5.2.5). In the rest of this section, I will use an example signal Step Event $[s_1, \ldots s_L]$ of $L$ samples to explain these metrics, assuming

$$\sum_{i=1}^{L} s_i = 0 \quad (4.8)$$
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4.5.2.1 Signal Resolution

Signal resolution usually refers to the number of bits used to represent a signal. In this section, for each Step Event $[s_1,...s_L]$, the signal resolution is represented by a boolean value: sufficient or insufficient.

$$SE_{\text{Resolution}} = \begin{cases} 0 & \text{argmax}_i |s_i| < \text{threshold} \\ 1 & \text{argmax}_i |s_i| \geq \text{threshold} \end{cases}$$ (4.9)

Therefore, for a series of detected Step Events $SE_1,...,SE_N$, the $SE_{\text{Resolution}}$, where $(j = 1,...,N)$ is calculated.

The sufficient resolution rate over all detected SEs measures the general signal resolution level, which is further defined as Sufficient Resolution Rate (SRR) in this thesis:

$$\text{SRR} = \frac{\sum_{j=1}^{N} SE_{\text{Resolution}}_j}{N}$$ (4.10)

The higher the SRR value, the more SEs of high resolution. In the analysis later in this section, the SRR is normalized by the maximum possible SRR value the given system hardware configurations can achieve.

4.5.2.2 Signal Distortion

Signal distortion refers to the degree a measured signal shape differs from the defined baseline. In this section, the distortion caused by signal clipping is targeted, which is calculated as:

$$SE_{\text{Clipping}} = \begin{cases} 0 & |s_i + s_{i+1}| < 2 \times A_{\text{max}}, i = 1...L - 1 \\ 1 & |s_i + s_{i+1}| = 2 \times A_{\text{max}}, i = 1...L - 1 \end{cases}$$ (4.11)

The distortion rate is calculated as the proportion of SEs that are clipping, which is referred to as the clipping rate.

$$\text{clippingrate} = \frac{\sum_{j=1}^{N} SE_{\text{Clipping}}_j}{N}$$ (4.12)

The lower the clipping rate, the less signal distortion the system experiences, hence a higher signal fidelity.
4.5.2.3 Signal Magnitude

Signal magnitude is defined as the maximum absolute value of a zero-mean step event signal:

\[
SE_{\text{Magnitude}} = \arg\max_i |s_i|(i = 1...L)
\]  \hspace{1cm}(4.13)

It indicates how many values are actually used to represent the signal. In the ideal scenario, the system should achieve maximum signal magnitude for each predicted step event signal. However, due to the variation and randomness in human activities as well as the monitored structure, the prediction result can vary, i.e., even a Step Event is counted as of sufficient resolution, it might not have maximum magnitude. On the other hand, for different definitions of sufficient resolution, the same magnitude may be of sufficient or insufficient resolution. Therefore, the signal magnitude is adopted to reveal fine details about SE resolution.

4.5.2.4 Performance in Applications

To evaluate the importance of obtaining high fidelity sensing data, the comparison between the physical measurements guided signal acquisition and the traditional signal acquisition is used as metrics as well to demonstrate the system performance. The application used in this chapter is the occupants tracking. Different tracking algorithms that target at different resolution (e.g., area level, step level) are explored based on the signals obtained in each scenario.

4.5.2.5 Parameters

The system design is determined by two factors: 1) the definition of sufficient resolution and 2) the implemented number of amplification gains. When the sufficient resolution is of high magnitude, the adaptation would be more frequent to achieve the high SRR for the series of Step Events. Therefore, the noise of the prediction may reduce the SRR and increase the clipping rate. When the sufficient resolution is of low magnitude, the Step Events falls into the sufficient resolution range more often. Therefore the adaptation happens less often and the wrong prediction may happen less often as well. On the other hand, if we have more options of amplification gains, the dynamic range of the sensing system is higher, therefore the Step Events that falls into the sufficient resolution range is of higher probability. Therefore, in
the next section (Section 4.5.3), we first specifically evaluate the system behavior in these two factors under perfect amplification settings by generating an amplified 10-bit signal through a high-resolution oscilloscope signal of people walking by one sensor.

### 4.5.3 Experiment I: System Parameters

To explore how the the system parameters affects the system performance for the 10-bit ADC configurations, 15 traces are collected as the seeds for the 10-bit signal generation. Then each seed is used to generate $N$ traces of different amplification settings. The amplification gains are selected so that, for a entire trace of the signals $[s_1, \ldots s_L]$, the minimum amplification gain does not have any signal beyond the sufficient resolution:

$$\argmax_i |s_i| < \text{threshold}(i = 1 \ldots L)$$

(4.14)

while the maximum amplification gain has maximum 0.5% clipped signal among the entire trace of signals:

$$SampleClipping(s_i) = \begin{cases} 
0 & |s_i| < A_{\text{max}} \\
1 & |s_i| = A_{\text{max}} 
\end{cases}$$

(4.15)

$$\frac{\sum_{i=1}^{L} SampleClipping(s_i)}{L} < 0.5\%$$

(4.16)

This discrepancy means the starting and ending steps are not clipped while most of the close-to-sensor step signals are clipped.

In the simulation, five sensors with different structural impulse response strength rates are generated for each collected trace. The pedestrian is simulated to walk from the sensing area covered by the first sensor to the fifth sensor. For the first sensor, the step strength for each trace is derived from the seed, and for the rest of the sensors, the step strength for each step is calculated with a ratio of $\text{structural \_ rate} \times (1 + \text{human \_ noise})$ to simulate the human behavior noise as well as structural variation.

The system performance under five cases are compared: 1) only the LPP algorithm
is applied; 2) the baseline approach, which is defined as the median amplification level available; 3) the ground truth, which is the upper bound performance the system can achieve with the implemented hardware, i.e., the system rejects the settings that result in clipping signal and keeps the highest resolution signal that is not clipped; 4) only the GPP algorithm is applied; and 5) both the LPP and GPP are applied to conduct collaborative sensing. The acronyms used in the evaluation section are summarized in Table 4.2.

### 4.5.3.1 Sufficient Resolution Definition

To understand the effects of different sufficient resolution definition, the simulation experiments with parameters defined as $A_{\text{max}} = 1024$ and $A_{\text{sufficient}} = i/16 \ A_{\text{max}}$, with $i = 1...15$ are explored. For each $i$, $N$ level of amplified traces are generated. The simulation runs the LPP algorithm through the $N$ level amplification gains. In addition, since the GPP is focused on decreasing the clipping rate and hence increasing the sufficient resolution rate, we further explore a fourth metric, which is referred to as the ‘critical signal SRR’, which will be referred to as CSRR later. It calculates as the SRR of the five steps that is closest to the sensor, which have the highest signal-to-noise ratio in a trace.

Figure 4.14 demonstrates the SRR, clipping rate, signal magnitude, and CSRR values from the simulation: 1) the blue line with + markers demonstrates the LPP algorithm, 2) the red line demonstrates the baseline, 3) the yellow line demonstrates the ground truth result, 4) the purple line with circle markers shows the GPP algorithm, and 5) the green line with cross markers demonstrates results with both LPP and GPP algorithms.

When the value of $A_{\text{sufficient}}/A_{\text{max}}$ is low, the change between different amplification gain is large ($g_{i+1}/g_i = A_{\text{max}}/A_{\text{sufficient}}$). It is because that a large portion of the signal between $-512$ and $512$ is considered as sufficient resolution. Therefore,

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPP</td>
<td>Local Profile Prediction</td>
</tr>
<tr>
<td>GPP</td>
<td>Global Profile Prediction</td>
</tr>
<tr>
<td>SRR</td>
<td>Sufficient Resolution Rate</td>
</tr>
</tbody>
</table>

Table 4.2: Acronyms
Figure 4.14: The relationship between defined sufficient resolution and the signal fidelity. a lower number of amplifiers ($N$) is needed to cover the variation of the footstep signals. It also means that more low magnitude step signals are considered sufficient resolution, and have a high SRR value and low signal magnitude value.

Figure 4.14 shows that the clipping rate remains stable when the value of $A_{\text{sufficient}}/A_{\text{max}}$ increases. On the other hand, the signal magnitude increases when the value of $A_{\text{sufficient}}/A_{\text{max}}$ increases. This means that the signal quality increases, but due to the increment of the sufficient resolution definition, the SRR decreases.

LPP, in general, outperforms the baseline in terms of SRR and signal magnitude when the definition of the sufficient resolution is over 1/4 of the entire resolution range. The average incremental values are 5% and 34% respectively.
Figure 4.15: The relationship between the number of amplification gains and the signal fidelity.

On the other hand, GPP reduces the clipping rate compared to the baseline when the sufficient resolution is between 1/4 and 3/4 of the entire resolution range. It causes a clipping rate $1.6 \times$ lower than the baseline. When LPP and GPP are combined, it achieves an SRR higher than either algorithm performing alone by 10% and raises the signal magnitude by 12% on average. The LPP and GPP combination follows the trend of LPP and outperforms LPP in the CSRR. The CSRR shows an average increase of 10% and up to $4 \times$ increase for the highest $A_{\text{sufficient}}/A_{\text{max}}$ value when the definition of the sufficient resolution is of a high standard ($A_{\text{sufficient}}/A_{\text{max}}$ value high).
4.5.3.2 Number of Amplifications

Since the number of amplification gains implemented is limited, this number affects the amplification range the system can achieve. Based on the analysis in Section 4.5.3.1, the sufficient resolution definition of $T_1/T_2 = 12/16$ is selected. With $T_1/T_2 = 12/16$, the scenario with seven levels of amplification gains is used to further conduct analysis on the number of amplification gains. The number is selected so that there are enough available amplification gains to cover the target signal range.

To understand effects of implemented amplification gain number, simulations with different number of gains are conducted. The median level gain is selected as the baseline with only one gain available. Then the number of levels is increased by adding one smaller and one larger amplification gain for each case. Figure 4.15 shows the SRR, clipping rate, the signal magnitude and CSRR under different numbers of amplification gains.

Each metric shows an increasing trend for all evaluated scenarios except the baseline. This is because that the baseline is a fixed amplification gain configuration, and it will only be affected by SRR. The more amplification gain levels are implemented, the more adaptable levels are used for selection. As a result, SRR and signal magnitude values increase.

On the other hand, due to the increasing options on the high amplification gain, the chance that the system selects a configuration that causes clipping increases too. This explains the increasing clipping rate observed in Figure 4.15.

4.5.4 Experiment II: Adaptive Amplification

To evaluate the system performance in the real-world scenario, a small-scale experiment in a school building is conducted with five sensing nodes. Geophones on sensing
nodes are mounted on the floor in a hallway (approximately $20m \times 2m$ area, tile floor) as shown in Figure 4.16. The experiment parameters are listed in Table 4.3.

Table 4.3: Hardware configurations

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Rate</td>
<td>1000 Hz</td>
</tr>
<tr>
<td>Number of Gains</td>
<td>3</td>
</tr>
<tr>
<td>Distance between Sensors</td>
<td>10 ft</td>
</tr>
<tr>
<td>Number of Subjects</td>
<td>10</td>
</tr>
</tbody>
</table>

Subjects were asked to walk along the deployed hallway with no restrictions. Figure 4.17 demonstrates an example of floor vibration signals when each subject walks along the hallway passing five sensors. Figure 4.17 (a,c,e,g,i) show the raw footstep-induced vibration signals perceived by each sensor. Figure 4.17 (b,d,f,h,j) show the windowed signal energy of raw signals shown in Figure 4.17 (a,c,e,g,i).

From the figure, both the variation caused by the distance between sensor and excitation and the structural changes (i.e., beams underneath the floor) can be observed. The red solid lines mark out the Step Events with the highest signal energy and it shows a trend of consecutively appearing from Sensor 1 to Sensor 5. This

Figure 4.17: Structural vibration signal detected by sensors when a pedestrian walks by.
indicates that the person moved from Sensor 1 to Sensor 5.

The collected data is then replayed and the combined configuration adaptation algorithm is applied. SEs collected with the adaptive algorithm is compared to those collected with fixed configurations. Figure 4.18 (a) shows the normalized SRR when 1) fixed amplification configurations ($g_1 = 2200$, $g_2 = 4400$, and $g_3 = 6400$), 2) the adaptive configuration using only LPP, and 3) the adaptive configuration when LPP and GPP combination algorithm is used. The normalized SRR value for these five cases are $32\%$, $36\%$, $61\%$, $67\%$, and $69\%$ respectively. The system improvement comparing to $g_1$, $g_2$, and $g_3$ are between $1.7	imes$ and $2	imes$. The performance of LPP, as well as LPP and GPP combination, has higher SRR values than the fixed configurations.

Note that the algorithm is designed for regular footsteps, i.e., footsteps from the same person, which are assumed to induce similar structural response. In addition, fixed padding values ($P_1$ and $P_2$ are used as described in Section 4.4.1.3). The randomness of human behavior introduced footprint induced signal amplitude prediction errors, leading to an approximately $30\%$ lower SRR value compared to the maximum SRR value that the system can achieve. The LPP achieves higher SRR compared to that of $g_1$, $g_2$, and $g_3$. $g_3$ and $g_2$ amplify the near sensor signal beyond the ADC output limitations and cause a high clipping rate and a low SRR value.

To validate that, the clipping rate of these configurations are demonstrated in Figure 4.18 (b), of which values are $3\%$, $15\%$, $21\%$, $11\%$, and $11\%$ respectively. $g_1$ obtains most of the near-sensor SEs without clipping. On the other hand, the SEs captured with $g_1$ configuration shows a low resolution value for footsteps signals that are induced by steps far from the sensor due to an insufficient amplification gain. As a result, it shows low SRR values.

In order to understand the low-resolution effects, the average signal magnitude is presented in Figure 4.18 (c). $g_3$ amplifies the signal with the maximum gain, therefore it has the highest average signal magnitude. As a result, it also has a high clipping rate value.

The figure shows that fixed gains have an expected effect on magnitude while the combined adaptive method increases SRR values despite the reduction of average signal magnitude values. The GPP achieves slightly higher SRR comparing to LPP in this experiment due to the relatively uniform nature of the testing structure.

The system is further evaluated with a 1-D localization application. The system
estimates the location of the pedestrian based on their footstep induced vibration amplitude decay model \cite{147}. The system localizes the pedestrian by detecting SEs where the person-sensor distance is minimized. To evaluate that, the parameters we investigated in Section 4.5.3 are fixed to $A_{\text{sufficient}}/A_{\text{max}} = 12/16$ and the number of amplification levels as 7.

The step count error of the LPP and GPP combination algorithm is compared to that of the fixed amplification, in this case selecting the middle level (level 4). The average error for the combined algorithm in the aforementioned localization is $0.47m$, and the average error for that from a fixed amplification gain is $1.13m$. It means that the adaptive hardware configuration allows the system to achieve a $2\times$ less error when used to locate the pedestrian steps.
4.5.5 Experiment III: Sensor Grouping

The structure-based sensor grouping algorithm is evaluated through the step-level indoor localization application with data collected from two different buildings on campuses.

4.5.5.1 Application: Step-Level Indoor Localization

Step-level indoor localization provides useful human information for various smart building applications [85, 86, 115]. The step-level localization through footstep-induced structural vibration is achieved through Time Difference of Arrival (TDoA)-based multilateration. A key factor of accurate structural vibration TDoA estimation is a constant propagation velocity on the signal path. Therefore, structural factors between sensor pairs may cause inaccurate velocity estimation, hence increase the localization error.

The experimental setup on the two campus buildings is shown in Figure 4.19. Eight sensors are placed across three sensing areas, where Area 1 and Area 3 do not have any visible overhead beams, which is considered as potential structural factors, and Area 2 does. Experiments are conducted in hallways of two different buildings. Because these two buildings have different sizes, the distances between sensors are different.

The pedestrian is asked to walk through the sensing area stepping at the designated spots 10 times. The localization error and the detecting rate of the footstep-induced vibration signals using different sensor groups are compared later.

![Sensor grouping experimental setup.](image-url)
Table 4.4: Evaluation metrics

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Definition</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Localization error</td>
<td>The distance between estimated and ground truth location</td>
<td>$\sqrt{\sum (estLoc - trueLoc)^2}$</td>
</tr>
<tr>
<td>Detecting rate</td>
<td># of footsteps that has estimated locations within the sensing area ('detected') over total collected footsteps</td>
<td>$\frac{detectedSEs}{allSEs}$</td>
</tr>
</tbody>
</table>

4.5.5.2 Location I: Wood and Concrete Structure

The scale energy profile for deployment in Location I mainly falls in two clusters, indicating two slab regions. Figure 4.20 shows the two types of clusters, where the first one has one major peak at around scale 60 and the second one has two major peaks at around scale 30 and 65. The algorithm groups sensors into two groups: Sensor 1,2,3,4 and Sensor 5,6,7,8. To evaluate the performance of the grouping results, the sensor groups as shown in Table 4.5 are compared.

The wavelet analysis also indicates that the Area 1 (where Sensor 1,2,3,4 are placed on) and Area 3 (where Sensor 5,6,7,8 are placed on) in Figure 4.19 are separated floor slabs. Furthermore, the structural difference between Sensor 3,4 and Sensor 5,6 is significant.

![Figure 4.20: Wavelet scale energy profile at Location I.](image-url)
The system performance demonstrated in Figure 4.21 based on the metrics listed in Table 4.4 to further understand our grouping algorithm. When localizing with sensor group 1 and 3, the algorithm shows significantly higher detecting rate (100% and 100% respectively) and lower localization error (0.37 m and 0.29 m respectively). On the other hand, if the sensor group 2 (sensors in Area 2) is used for localization, the detecting rate drops to 49% and the localization error increases to 0.83 m (2.86× compare to group 3). When all available sensors are used, the average localization error is 2.56 m and the detecting rate is 18%. This is because of the significant structural factor within Area 2, causing a different wave propagation velocity in Area 2.
4.5.5.3 Location II: Concrete Structure

The scale energy profile for deployment in Location II mainly falls into two clusters as well. The first group consists of Sensor 1,2,3,4,5,6 while the second group consists of Sensor 7,8. Figure 4.22 shows scale energy profiles from the two slab regions, where the first one mainly has two peaks at around scale 40 and 110 and the second one has one major peak at around 105. Despite the fact human observation would consider a structural factor between Sensor 3,4 and Sensor 5,6, the scale energy
Table 4.6: Sensor group for Location II

<table>
<thead>
<tr>
<th>Group ID</th>
<th>Sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,2,3,4</td>
</tr>
<tr>
<td>2</td>
<td>3,4,5,6</td>
</tr>
<tr>
<td>3</td>
<td>5,6,7,8</td>
</tr>
<tr>
<td>4</td>
<td>1,2,3,4,5,6</td>
</tr>
<tr>
<td>5</td>
<td>1,2,3,4,5,6,7,8</td>
</tr>
</tbody>
</table>

profile reveals the underneath structural variation differently. It is also observed that the structural differences between the two regions are not as significant as the one at Location I.

The following sensor groups listed in Table 4.6 are compared and the results are shown in Figure 4.23. When conducting localization with sensor group 1, 2, and 3, the average error is 1.82m, 1.04m, 1.38m respectively, with standard deviations of 1.60m, 0.63m, 1.02m. The detecting rates vary over the three grouping scheme and are respectively 95%, 100%, and 83%. The sensor grouping based on our algorithm achieves the lowest average localization error of 0.83m with a standard deviation of 0.6m and a detecting rate of 91%. When all sensors are used for localization, the detecting rate drops to 73%, and an average localization error of 0.95m with a standard deviation of 0.78m. This indicates that the structural-based sensor grouping assists structural vibration based human sensing applications to achieve a higher accuracy in information acquisition.

4.6 Related Work

In this section, the two main aspects explored to improve the signal quality for more accurate information learning are 1) increase the sensing signal fidelity, and 2) group the sensors for collaboratively information acquisition based on the structural effects on the perceived signals. The related work on these two aspects will be introduced in this section, and the gaps filled by the work introduced in this thesis will be discussed.
4.6.1 Improve Signal Quality

Prior works that focus on improving sensing signal quality mainly fall into three categories: 1) utilizing expensive enhanced sensors [15], 2) post-processing to restore signal shape [55, 65, 89], and 3) adaptive hardware settings to obtain high fidelity signals [76, 165]. The cost of enhancing sensing device to achieve high dynamic sensing range as well as high resolution could make large-scale deployment unrealistic. Previous methods for obtaining high-fidelity sensing data mainly fall into two categories: post- and pre-processing.

**Post-processing** methods restore unknown or lost data after data collection [55, 65, 89]. These methods are usually used for audio data and evaluated by the signal-to-noise ratio (SNR). Janssen et al. proposed an adaptive interpolation method to restore lost data, with the restrictions that the positions of the unknown samples are known [55]. Miura and his group introduced their clipping removal method through recursive vector projection [89]. Kitic et al. approached the problem from another perspective with iterative hard thresholding and evaluated the results using both signal-to-noise ratio and human listening [65]. However, for those feature-oriented applications such as identification [104] or TDoA-based localization [31], restored data is not dependable enough since it introduces signal artifacts.

**Pre-processing** methods utilize signal processing techniques to predict signal clipping and limit distortion of an amplified signal [66]. In addition, Zhang et al. proposed the robust taking pressure control (RPC) algorithm to adjust the system sensing configuration for better signal collection [165]. For pedestrian induced excitation, the rapid change and variation make it difficult if not impossible to achieve high fidelity with those methods.

4.6.2 Sensor Grouping/Selection

Various sensor placement algorithms has been explored, including entropy-based method [149], uncertainty-based [46], etc. On the other hand, it is difficult if not impossible to measure and estimate the optimal sensor placement before deployment, because fingerprint-based structural characterization is extremely labor intensive. In addition, for structural vibration sensing systems, once they are deployed, it is difficult to retrofit [116]. Therefore, for the deployed system, different sensor selection
methods have been explored to achieve various sensing purposes.

Prior work on sensor selection scheme focus on various goals, including coverage [126], task assignment [126], detecting performance [63], tracking and localization [40], etc. However, none of these schemes target at the physical information media characteristics, which, in our case, the structural factors. Therefore, a specific structure-based sensor grouping or selection scheme is needed, and to the best of our knowledge, this is the first work to group sensor based on their placements’ structural characteristics.

4.7 Chapter Summary

In this chapter, a methodology that utilizes physical insights/measurements on both human-induced structural vibration signal and ambient noise signals to enhance the sensing configuration for more accurate information acquisition is introduced. Two specific methods that follow this methodology are explained with the real world experiments on pedestrian tracking application to demonstrate the importance of obtaining ‘good signals’. The physical insights that are used in this chapter are three-fold: 1) the footstep induced vibration signal decay model, 2) the continuity of the pedestrian walking trajectory, and 3) the detection of the structural changes/factors that alter signal decay models.

The high fidelity footstep induced structural vibration acquisition sensing system improves the signal quality by predicting the upcoming Step Event’s amplification as well as the optimal amplifier configuration and adapts the hardware settings during the sensing process accordingly. The prediction is achieved through two key aspects: 1) each individual sensor predict the step strength change based on a pedestrian walking model (LPP), 2) networked devices collaboratively predict the step strength through a global profile on a structural variation model (GPP). In the pedestrian footstep monitoring application, the presented system demonstrated up to $2 \times$ increase on SRR in the evaluation experiments and up to $2 \times$ less error rate when used to locate the pedestrian walking along the hallway. This signal acquisition system can be applied to various future applications in smart buildings for human activity induced excitation vibration data acquisition.

The structural signal grouping algorithm is based on structural variations. The
algorithm utilizes wavelet decomposition to analyze the ambient vibration signal perceived at different locations of a structure. Then it groups the sensors based on the scale energy profile of each sensing location. Our grouping scheme demonstrates up to a $2.86\times$ reduction in average localization errors in the real world experiments conducted in two campus buildings.
Chapter 5

Human-Induced Structural Vibration Signal Characterization

Signal characterization is to analyze the signal with various signal processing methods to obtain features that describe the characteristics of the signal. It is a process of abstracting the information from the signal in a designated form of features. These extracted features from the processed signal are often served as input in the information learning module. For example, if the learned information is the number of people walking together, the signal characterization extracts features that describe the person’s footstep overlapping [99]. On the other hand, if the learned information is the pedestrian identity, the signal characterization extracts the gait variation instead of focus on the overlapping traits [104, 106]. If the learned information is step-level pedestrian location, the signal characterization focuses on the Time Difference of Arrival (TDoA) between sensor pairs and the estimation of the wave propagation velocity [86, 103].

The accuracy of characterizing the signal affects the learning results for the application. However, due to the complication of the physical world, accurate signal characterization for various applications becomes a challenge. The method discussed in this chapter aims to improve the signal characterization based on the physical properties of the wave and is evaluated through a real-world application of excitation tracking. Since the system this thesis focuses on is the structural vibration sensing system for indoor human information acquisition, I will first introduce the wave propagation properties and dispersion effects (Section 5.1) in this Chapter. Next,
I will present the methodology to utilize physical insights – wave properties and human behavior – to guide the signal characterization process (Section 5.2). The evaluation of two applications that utilizes the aforementioned methodology will then be discussed in Section 5.3 and Section 5.4.

5.1 Wave Properties

When waves propagate in solids, they disperse and attenuate. These effects distort the waveform of the vibration signal during their propagation and introduce challenges to the characterization of the signals. There are mainly two types of excitation, the impulse, and slip-pulse. The impulse and slip-pulse excitation on structures produce different mechanical waves. The former induces surface waves due to point impact force while the latter produces body waves due to friction. Different waves have different degrees of attenuation and dispersion. In addition, when multiple vibration signals are overlapping, they form a superposition signal.

5.1.1 Wave Generation: Impulse v.s. Slip-Pulse

When an object contacts a surface at a single point, such as a foot striking on a floor or a pen tapping on a table, this impact interaction induce vibrations [14]. The force applied to the surface of a structure causes it to deform. As the contact point is relieved of the force, the structure surface retracts due to its elasticity. This elasticity generates surface waves propagating outward from the point of contact, similar to ripples generated in water when a stone is dropped [14].

On the other hand, when two objects slide against each other, such as dragging a chair through a room, swiping a finger on a table, the friction between two objects contacting surface will induce vibration. Stick-slip is a general form of friction that induces vibrations [2, 71], such as a chair dragged on a floor or a pen swiping on a table. When an object slides on a structure, it will ‘stick’ because of static friction and the unevenness of the structural material, then the force applied to it causes it to overcome the static friction and slide or ‘slip’ [2, 112]. When these two states are alternating, the friction between the object and the structure changes between static friction and kinetic friction [112]. Since typically static friction is larger than kinetic friction, such alternating friction causes a sudden jump in the velocity of the
movement, resulting in slip pulse [2, 112] along the swipe. These slip pulses induce a wave that travels at an angle in the material as a combination of different types of waves dominated by body wave [2].

5.1.2 Attenuation

When the wave travels through a medium, it will gradually lose the flux intensity, which is referred to as the attenuation. For an impact-induced vibration (impulse) that is dominated by surface waves (Rayleigh-Lamb waves), its attenuation rate is $\propto r^{-1/2}$ [146, 147]. On the other hand, for a friction-induced vibration (slip-pulse) that is dominated by body waves (shear wave), its attenuation rate is $\propto r^{-1}$ [146, 159]. This is caused by different particle movement of these waves: when the Rayleigh-Lamb wave propagates, it induces the particles in the medium to move in circles; while when the shear wave propagates, it induces the particles in the medium to move in line (up and down) [147, 159].

These wave attenuation characteristics are the physical insights that guide the signal characterization that will be introduced later in this Chapter. For example, since the friction-induced vibrations decay faster than impulse-induced vibrations and thus have less reflection on edges, it is possible to use the entire windowed signal to estimate Time Difference of Arrival. While for the impulse-induced vibration that demonstrates higher reflection on edges, only the onset of the signal can be used to avoid the heavy reflection signals that overlap with the original signal. The detailed examples and the algorithm will be further introduced in Section 5.2 later.

5.1.3 Dispersion

The frequency dispersion of the wave indicates the phenomena where the different frequency components travel at different velocities [147]. As consequences, when an excitation occurs and induces the structure to vibrate, the sensors at different distances from the excitation will detect varying waveform due to the dispersion effect.

For Rayleigh-Lamb waves, different frequency components travel at different speeds in the range of 50 to 300 ms$^{-1}$ [87, 109, 147]. Therefore, when the wave travels through the solid, the dispersion introduces distortion into the vibration
signal, making vibration-based localization a challenge [87]. On the other hand, for shear waves, the attenuation rates are higher and most of the frequency components decay before reaching the sensor. Therefore, less dispersion effect is observed in the shear waves compared to that in the Rayleigh-Lamb waves. This leads to different filter strategies for these two different waves: for Rayleigh-Lamb waves, a wavelet filter can be applied to reduce the dispersion effect before TDoA estimation; while for shear waves, the cross-correlation can be directly applied for TDoA estimation considering the requirement of continuous windowed signal calculation.

5.1.4 Superposition

When two impulsive waves overlap, they superposition with each other. Figure 5.1 shows the floor vibration induced by two tennis ball dropping on the floor detected by two sensors placed 5ft away from each other. The blue lines are the signal when two balls are dropped at the same time and their mixed signals are perceived by each sensor. The red and yellow lines are the signals when each ball are dropped alone at the same dropping location and perceived by the two sensors. The superposition of the signals detected by different sensors shows different delay and decay for each

![Graph showing superposition of signals detected by different sensors.](image)

**Figure 5.1:** Ball-drop signals overlapping and decomposition
single ball drop signal. These observations will be used for feature design later (Section 5.2.2.2).

5.2 Physical Properties Guided Signal Characterization

The wave properties discussed in Section 5.1 can be applied to assist the signal characterization. Since different wave properties cause different perceived waveform properties, the information acquisition methods should vary taking these properties into consideration. In this section, I will introduce two types of characterization guided by physical properties of waves: 1) the pairwise Time Difference of Arrival (Section 5.2.1), and 2) signal features for pedestrian counting, as examples to demonstrate the advantage of utilizing physical properties.

5.2.1 Wave Property Guided TDoA Estimation

Human activities induce excitation on the ambient structure (e.g., floors, walls, tables) when performing activities. Tracking the source location of the excitation enables further inference of the human activity information. This information can be used in many smart building applications, such as kid/patient monitoring, customer behavior analysis, ubiquitous user input. The structural vibration-based sensing, compared to other methods including vision-, RF-, mobile-, acoustic-, and load-based sensing, enables sparse and non-intrusive sensing on people [51, 96, 119, 129, 143, 167]. The excitation mainly falls into two categories: impact induced impulse excitation (such as footstep, object dropping, door closing, tapping) and friction induced slip-pulse excitation (such as drag a chair, swipe on a surface) [14]. When there are multiple sensors in the sensing environments, these excitation caused structural vibrations travel to different sensors at different times, and the difference between the arrival time (TDoA) of pairwise sensors can then be used to estimate the excitation locations via multilateration. Therefore, the accurate TDoA estimation leads to accurate location estimation.
5.2.1.1 Time Difference of Arrival (TDoA) Estimation

Various methods have been explored to calculate TDoA values. The mainstream methods include time domain cross-correlation, frequency domain cross-correlation, and peak-based method, which is listed as follows.

- **Time Domain Cross-correlation.**
  When two time domain discrete signals are perceived by two sensors at different locations, e.g., \( s_1[N] \) and \( s_2[N] \), the cross-correlation of these two signals is defined as \( (s_1 \ast s_2)[n] = \sum_{m=-\infty}^{\infty} f^*[m]g[m+n] \) \[121\]. When applied on the same signal with different delay, the position of the cross correlation results with the highest value indicates the shift of the signals, which can be represented as \( \tau = \arg\max_n (s_1 \ast s_2)[n] \)[121]. Therefore, for signals that have only delay effect and no attenuation, by applying the time domain cross-correlation, we can find the signal shift by locating the highest peak in the cross-correlation result.

- **GCC-PHAT.**
  When the target signal is collected under an echo-rich environment, the generalized cross-correlation with phase transform (GCC-PHAT) is often used \[18, 140\]. To calculate the generalized cross-correlation, the algorithm first calculates the Fourier Transform of the two signals, \( S_1(f) \) and \( S_2(f) \). Then the GCC-PHAT is defined as
  \[
  \frac{S_1(f)[S_2(f)]^*}{|S_1(f)[S_2(f)]^*|}
  \] (5.1)
  and the TDoA is estimated as
  \[
  \tau_{PHAT} = \arg\max_n \text{IFFT} \left( \frac{S_1(f)[S_2(f)]^*}{|S_1(f)[S_2(f)]^*|} \right)
  \] (5.2)
  Note that the weight of each signal is \( \frac{1}{|S_1(f)|} \) and \( \frac{1}{|S_2(f)||^*} \) respectively, which indicates that the signal strength/decay effect is removed by the normalization of the signal magnitude.

- **Peak-Based Detection.**
  When the similarity between the two signals is low, due to various distortion effects on the vibration signals, the peak-based methods can be used to calculate
the shift of the signals $\tau_{\text{peak}}$ by selecting a particular peak within the extracted footstep signal. For each footstep signal, the peak detection algorithm is applied to the extracted footstep signals Figure 5.2 demonstrates an example of peaks detected from a footstep signal.

5.2.1.2 Physical Property: Wave Attenuation and Dispersion

The two main factors that distort the vibration signal through its propagation are discussed in Section 5.1: the attenuation and the dispersion. When the target signal travels through different distances and reaches different sensors, the attenuation rate of the signal varies. Furthermore, since the dispersion effect is also affected by the wave propagation distance, the signal arrives the different sensors will show different waveforms despite the amplitude variation.

When dispersion happens, it is difficult to estimate TDoA from either cross-correlation or peak detection based methods. This is because, for the cross-correlation based method, the signals do not have high similarity in terms of waveform, even they are normalized by energy (remove the variation of attenuation). On the other hand, since the waveform varies, the location and shape of the peaks vary. Therefore, the peaks for different signals may representing different frequency component, which is not comparable for signal shift estimation.

Different type of interaction between two objects causes different types of waves. For different types of waves, the dispersion effects, as well as time domain characteristics of the signals, vary. There are mainly two types of waves induced by human activities: impact induced impulsive signal and friction induced slip-pulse like
signal. These types of vibration signals perceived by sensors may be most suitable being calculated and processed by different TDoA estimation methods, which I will introduce respectively in Section 5.2.1.3 and 5.2.1.4.

### 5.2.1.3 Impacts Induce Impulse-like Vibration Signals

When an impulsive excitation occurs on a structure, the contact happens on a single point. The TDoA based localization of this contacting point is useful for various location-based applications. However, as discussed in Section 5.1, the dispersion effects make the TDoA estimation a challenge. Therefore, to obtain accurate TDoA for impulsive excitation that generates waves dominated by Rayleigh-Lamb waves, the system first decomposes the vibration signal and filters based on the observed structural character using wavelet analysis. Then the TDoA is calculated based on the detected first peaks of the signals from different sensors.

#### 5.2.1.3.1 Impulsive Signal Decomposition

For impulsive signals, wavelet-based decomposition is an effective way to analyze the frequency components and to filter the signal. This is because that the mother wavelet has high similarity with the shape of the fast-decaying oscillating waveform [87]. Figure 5.3 (a) demonstrates an example of impulse excitation signals obtained by two different sensors. The original raw signal shows clear signal characteristics difference caused by dispersion effects, including the peak and valley location variation. The cross-correlation peak value for these two signals is 0.62, indicating a high variation of the compared signals.

#### 5.2.1.3.2 Structure-Based Signal Filtering

The raw signals are first decomposed with wavelet transform and then the filtered signals are reconstructed on a specific scale. The selection of the reconstruction scale determines the filtering frequency band. We conduct this signal decomposition and show the filtered signal in Figure 5.3 (b). Compared to the raw signal in Figure 5.3 (a), the filtered signal demonstrate a higher similarity. The cross-correlation peak value for filtered signals is 0.84, showing a clear increase in signal similarity after the filtering is applied. Therefore, the wavelet filtering reduces the dispersion effects in the vibration signals significantly.
The filtering scale selection can be done in different ways, and two particular ones will be introduced here in this thesis: 1) The ambient noise signal is used to select the scale. For the noise signal decomposition coefficients, the signal energy values of each scale are calculated. The scale with the highest signal energy value is then selected as the filtering band. This gives us the fundamental frequency band for the floor structure, on which the signal travels farthest. 2) We conduct a low-cost calibration by generating impulse signals at known locations (e.g., between each pair of sensors) for each sensing area, and select the scale and velocity that cause the least error at these designated points. This gives us the optimal parameters for the targeting area despite the material and the size of the surface.

The former method is applied to the human footstep tracking application and the later one is applied to the interaction tracking application. The human footstep tracking application usually requires a larger scale deployment than that of the human interaction application. Therefore, the ambient noise analysis based labor-free scale selection is a better fit in that case. On the other hand, calibration on a small human interaction area is easy to conduct, and the improvement on accuracy is significant and important for interaction purpose.

5.2.1.3.3 Structure-Based TDoA Estimation

As discussed in aforementioned Section 5.2.1.1, various TDoA estimation methods have been explored for different deployment details [87, 103, 140]. The GCC-PHAT methods are used for acoustic signals under echo-rich environment [140]. For the
human footstep tracking application, since the sensing area is relatively large, the reflection signal dies down before overlapping with the original signals. Therefore, the entire impulse signal can be used as a reference to estimate TDoA via cross-correlation [86]. For the human interaction tracking application, since the sensing area is relatively small and the reflection signal may affect the original signal, the first peak is used since the first peak is less likely to be impacted by reflections [103, 109].

5.2.1.4 Frictions Induce Slip-pulse-like Vibration Signals

When a slip-pulse signal occurs on the structure surface, there is a sequence of contact points forming a trajectory. Based on the wave properties comparison in Section 5.1, we know slip-pulse signals have higher attenuation rate and the frequency components are more concentrated. It means that the dispersion effect is lower than that of the impulsive signals. On the other hand, this sequence of contact points need to be localized consecutively, therefore filtering may cause additional computational load that makes the real-time processing difficult. With that in mind, the TDoA estimation is done with the unfiltered signals.

Figure 5.4 (a) shows an example of slip-pulse signals detected by two synchronized sensors. Figure 5.4 (b, c, d) show three segments selected at the fore-end, middle, and tail-end part of the signal marked out in Figure 5.4 (a) with black lines. Figure 5.4 (e) shows the frequency components of the initial tap signal and (f) shows the frequency components of the signal segment in (d). Compared in Figure 5.4 (e, f), slip-pulses show more concentrated frequency than that of the impulses. This is caused by the higher attenuation rate of the body wave, so that when the wave arrives at the sensor, most of the frequencies already die down, leaving fewer frequency components, hinting at lower dispersion.

In addition, the reflection may also be lower than that of impulses due to the higher attenuation rate. With less dispersion and reflection, correlation is visible between segments from different sensors without the need for wavelet analysis as shown in Figure 5.4 (b, c, d). Unlike impulse excitation, there is no ‘first peak’ for a segment of a slip-pulse signal. Therefore, we extract TDoA using cross-correlation from multiple consecutive slip-pulses and localize each of them. Their locations make the trajectory of the slip-pulse excitation.
Figure 5.4: Impulse and slip-pulse signal TDoA progression.

5.2.2 Wave Property Guided Feature Extraction

Other than obtaining TDoA values from sensor pairs, the wave properties, can also be used to extract features for classification problems. In this section, an example of obtaining the number of people passing through different indoor areas is used to explain the importance of the wave property guided feature extraction.

This information can be used in various smart structure applications, including occupancy-based building energy/space management, marketing research, security, etc. To obtain this information through structural vibration induced by footsteps is challenging. The main challenge lies in distinguishing multiple simultaneous walkers by developing features that can effectively represent the overlapping signals. The intuition that these different traffic conditions can show distinguishable features are two-fold: 1) human behavior has its randomness, therefore when the pedestrian traffic contains more people, this randomness – chaos – increases (Section 5.2.2.1); 2) when there are multiple excitation sources and multiple sensors, the mixture of the signals detected at each sensor are the superposition of signals of each excitation
after particular decay (Section 5.1.4).

The signal characterization is conducted on the signal extracted that contains human footstep induced floor vibration, which is referred to as the Signals of Interest (SoI) (Section 4.2.2). Then the selected features for the occupant traffic estimation are extracted from these SoIs for further occupant number estimation (Section 5.2.2.2). These features reflect the signal characteristics under different occupant traffic conditions.

5.2.2.1 Human Behavior: Group & Randomness

Studies have been done on interpersonal distance in group walking. When multiple people walk as a group, they tend to fragment in smaller units of one to three members [26]. Therefore, fine-grained occupant traffic estimation for one to three people in a walking group is critical for a larger group of occupant traffic estimation. Different occupant traffic conditions cause different feature characteristics. Due to the randomness in human motions, these features are distinguishable under different traffic conditions.

5.2.2.2 Feature Selection for Occupant Counting

Four features are extracted from each SoI extracted (Section 4.2.2) for further estimation of the pedestrian count: 1) cross-correlation between signals collected by sensors at different locations induced by the same footstep, 2) cross-correlation between signals induced by consecutive footsteps collected by the same sensor, 3) SoI duration, and 4) SoI entropy. These features are selected based on 1) the understanding of the structural vibration signal attenuation [97], 2) the assumption of linear addition mixture model for structural vibrations [70], and 3) the understanding of the human gait consistency[104]. These features and their underlying principles will be explained in the rest of the section.

- Cross-correlation between SoIs from Different Sensors for the Same Footsteps. The intuition of this feature is that when different number of signal overlap, their signal superposition at sensor of different locations vary. The normalized cross-correlation between SoIs from different sensors for the same footsteps, which later we refer as spatio-different SoIs, reflects the divergence of the signal attenuation observed by those sensors.
Therefore, the attenuation of each footstep signal at different sensors is different. Due to the linear addition assumption, when these signals add up, the similarity between mixed signals observed by different sensors will be low. Therefore, the cross-correlation between the spatially different SoIs can be used for inferring the occupant count.

Assume that there are \( n \) impulses, \( S_1...S_n \) happening at the approximately same time, and the observations at two sensors are

\[
\begin{cases}
O_1 = a_{1,1}S_1 + a_{1,2}S_2 + ... + a_{1,n}S_n \\
O_2 = a_{2,1}S_1 + a_{2,2}S_2 + ... + a_{2,n}S_n
\end{cases}
\]

where \( O_i, i = 1, 2 \) are signals observed by sensors, \( S_j, j = 1, 2, ..., n \) are signal impulse sources (i.e., footsteps), and \( a_{i,j}, i = 1, 2; j = 1, 2, ..., n \) is the signal decay coefficient. When the number of impulses \( n \) increases, there is a higher chance that \( a_{1,i} \neq a_{2,i} \), where \( i = 1, 2, ..., n \). This causes signals observed by different sensors to exhibit less similarity, lowering normalized cross-correlation values. Therefore, the relation between \( a_{1,i} \) and \( a_{2,i} \) is also determined by the impulse location relative to different sensors.

- **Cross-correlation between SoIs for Consecutive Footsteps from the Same Sensor.** The intuition of this figure is that when multiple people walk at the same time, the superposition of the signals overlapping has a lower consistency than there is no overlapping. The normalized cross-correlation between different SoIs of the same sensor, which later we refer to as temporal-different SoIs reflects the consistency of waveforms, discarding the attenuation factor, induced by footsteps/impulses from a continuous footstep sequence (within a trace) and obtained by one sensing unit.

When one person walks by a sensor, their footstep induced vibration signals are consistent (high cross-correlation value) due to human gait consistency [104]. However, when multiple people pass by, the inconsistent temporal offset between mixed signals and the inconsistent signal attenuation rate can break such consistency between the footstep signals.

Therefore, the cross-correlation between the temporal-different SoIs can be used to infer the number of occupants. For each trace, the detected SoIs are
compared pairwise (i.e., left foot signals are compared to left foot signals, same for the right foot signals). Since the SoIs can be of different length, for this feature, we find the highest peak within each SoI and then redefine the SoI as the signal with the specific length before and after the peak.

• **SoI Duration.**

SoIs are the extracted signal segments that contain multiple consecutive sliding windows of signals whose signal energy is an anomaly compared to sliding windows of noise signals. Different paces or number of people can cause overlapping signals, resulting in elongated event duration and increase in SoI duration variation, as indicated by the average and standard deviation. With the SoI detection algorithm introduced in Section 4.2.2 which extracts a SoI through multiple sliding windows, we define SoI duration as the length of these sliding windows added up, which means the sliding window size determines the SoI duration resolution.

• **SoI Signal Entropy.**

Signal randomness is another feature we explore. The randomness can be quantified as the degree of order/disorder associated with a multi-frequency signal response [125], which is carried by the wavelet entropy

$$E(s) = -\sum_i s_i^2 \log(s_i^2)$$

where \( s \) is the signal and \( s_i \) is the relative wavelet energy of the signal at resolution level \( i \) using orthogonal discrete wavelet transform of \( s \).

The noise signal is expected to be most random (i.e., high entropy). When there is only one impulse source, the randomness of detected signal will be low. However, when the number of mixing footstep induced signals is large enough, their distribution addition will converge to the Gaussian distribution by central limit theorem (CLT), which is used to model the noise. Therefore, we expect to see higher entropy when the number of mixing impulse increases.
5.3 Evaluation I: TDoA Based Tracking

To evaluate the wave property guided signal TDoA estimation, the localization/tracking application for human activity induced excitation is used as the application example. In the rest of the section, I will first introduce the implementation of the tracking system (Section 5.3.1), then I will explain the two experiments on impulse signal localization (Section 5.3.3) and the slip-pulse signal tracking (Section 5.3.3.2).

5.3.1 Implementation

The overview of the TDoA estimation (signal characterization) guided by physical properties implementation is shown in Figure 5.5. From the human aspect, the physical properties used is the type of waves generated by different interactions, and it determines the filtering as well as the TDoA estimation algorithm. From the structure aspect, the physical properties used is the material variation caused dispersion/velocity difference, and it determines parameters of the filtering method in the signal characterization module. The wave properties of different types of excitation vary [100, 103]. The characterization presented in this section takes the excitation type into account and selects different characterization processes based on the wave types. Therefore, the system first needs to identify the type of an excitation.

Intuitively, the impulse excitation decays fast within a short duration due to the dissipation of the energy, while the slip-pulse excitation often lasts over seconds with continuous high signal energy due to the overlapping of multiple stick-slip iterations during the movement [103]. The system identifies an event to be a slip-pulse if the segments above the threshold last over an empirical threshold (one second). Most of human-induced impulse signals on various testing surfaces do not contain segments over a second.

This identification of excitation signal types enables the selection of signal processing methods to achieve highly accurate signal source tracking. Once the system obtains the excitation signal and their types, it tracks the excitation accordingly. This physical property guided signal characterization is evaluated through two applications: human activity tracking and human interaction tracking. The experimental setting implemented is as shown in Figure 5.6.
5.3.1.1 Application I: Human Activity Tracking

The excitation investigated in this application include footsteps falling (impulse) and object dragging (slip-pulse).

The experiment is conducted in a room of wood floor with sensors placed as shown in Figure 5.6 (a). Four sensors are deployed along a 4m × 3m sensing area and illustrated as circles in Figure 5.6 (a). They are placed to cover as large sensing area as possible. The crosses in Figure 5.6 (a) indicate the footstep locations. The number of footstep excitation collected at each location is 10.

For object dragging excitations, metal bars of different sizes and weights are
used. The experiments are conducted on a 60cm × 60cm wood platform as shown in Figure 5.6 (b). The wood platform is selected to avoid potential scratch damage to the floor surface. Metal bars are used to represent different types of objects that may be dragged through a floor, such as tables and chairs. Different sizes of metal bars represent different weights of slip-pulse signals.

5.3.1.2 Application II: Human Interaction Tracking

The experiments are conducted on different sample materials placed on a large enough floor. The excitation investigated here include tap (impulse) and swipe (slip-pulse). For each scenario, the evaluated surface is placed at the same location of the room for consistency. Since the sample board is not coupled with the floor like these materials will appear in people’s everyday life (e.g., as part of a table/wall), sand-filled weights (20cm × 5cm × 2cm) are used. They are placed around the sensing area in some experiments to enhance the coupling and damp the wave reflection at the loose edges to represent real-world table/wall conditions. A pen is used to tap and swipe for consistency.

Compared to the human activity tracking experiment, the investigated sensing area in this case is in general smaller (< 1m × 1m area) and the force applied on the structure is lower. On the other hand, a short distance between sensor and excitation does cause a higher signal energy. Due to the contacting point difference, the accuracy of human interaction tracking application is higher than that of the human activity tracking.

Figure 5.6: Human activity induced excitation experiment setups [100].
5.3.1.3 General System Settings

For both experiments, the data is collected at a sampling rate of 25 kHz to provide 1cm resolution for up to 250 ms$^{-1}$ waves when used to estimate TDoA. To generating consistent slip-pulse signals, the object moving speed is controlled by a metronome at a speed of 10 cms$^{-1}$. The sliding window size used in these experiments is 0.02s to cover a 0.2cm distance. This selected size is small enough to realize the resolution limitation of the system. The number of incidences for each scenario investigated is 10.
5.3.2 Metrics and Parameters

Two metrics are selected to evaluate the impulse localization and slip-pulse tracking estimation. For each metric, both the accuracy (error) and precision are evaluated. The error and precision of impulse and slip-pulse excitation are different as follows.

**Impulse Error.** For impulses, the distance between estimated and ground truth locations is measured as the localization error. The precision is measured by the scattering radius of the estimated location with the corresponding ground truth location.

**Slip-pulse Error.** For slip-pulses, length and angle errors of the estimated trajectory are measured and compared to that of the ground truth. In this thesis, linear trajectories are investigated, therefore the length and angle errors are sufficient to describe the signal.

The length error is positive when the estimation length is longer than that of the ground truth, and negative when shorter. As for the angle error, the clockwise errors are considered as positive values, and the counter clockwise errors as negative values. Based on this definition, the standard deviation of the error would be a more effective metric to describe the accuracy here.

The precision indicates the accuracy of the tracking in following the trajectory. It is measured by the distance between estimated location of each segment and the trajectory, which will be referred to as the ‘trajectory error’.

Various of parameters may affect the system performance, which mainly fall into three categories: 1) the implementation factors, 2) the excitation factors, and 3) the structural factors. These factors include structural material, structure size, sensing area size (distance between sensor pairs), excitation location on the sensing area, excitation strength, excitation type, etc. The experiments taking these factors into account are summarized in Table 5.1.

Application I targets at building or room scale detection. Application II targets at small scaled flat solid surfaces (table or tablet scale). Therefore, for Application II, various sampling boards are experimented on due to the feasibility. This allows us to understand system robustness through evaluations on 1) different materials, 2) surface sizes, 3) sensor deployment distances (sensing area margin size), and 4) different areas on the board.

Five surface materials are investigated, including wood, iron, cement, stone, and
<table>
<thead>
<tr>
<th>App</th>
<th>Structure</th>
<th>Type</th>
<th>Sec.</th>
<th>Excitation</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>floor</td>
<td>impulse</td>
<td>5.3.3.1</td>
<td>footstep</td>
<td>impulse location</td>
</tr>
<tr>
<td>II</td>
<td>sample</td>
<td>impulse</td>
<td>5.3.3.2</td>
<td>tap</td>
<td>structure material</td>
</tr>
<tr>
<td>II</td>
<td>sample</td>
<td>impulse</td>
<td>5.3.3.2</td>
<td>tap</td>
<td>structure size</td>
</tr>
<tr>
<td>II</td>
<td>sample</td>
<td>impulse</td>
<td>5.3.3.2</td>
<td>tap</td>
<td>distance between sensors</td>
</tr>
<tr>
<td>I</td>
<td>sample</td>
<td>slip-pulse</td>
<td>5.3.4.1</td>
<td>tap</td>
<td>sensing area</td>
</tr>
<tr>
<td>II</td>
<td>sample</td>
<td>slip-pulse</td>
<td>5.3.4.2.1</td>
<td>swipe</td>
<td>window size</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>pointer type</td>
</tr>
<tr>
<td>II</td>
<td>sample</td>
<td>slip-pulse</td>
<td>5.3.4.2.2</td>
<td>swipe</td>
<td>swipe length</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>swipe speed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>swipe direction</td>
</tr>
<tr>
<td>II</td>
<td>sample</td>
<td>slip-pulse</td>
<td>5.3.4.2.3</td>
<td>swipe</td>
<td>structure material</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>structure size</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>distance between sensors</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>sensing area</td>
</tr>
</tbody>
</table>

**Table 5.1:** Human excitation tracking experiments summary [100].

ceramic. These surfaces were chosen as a representation of materials and surfaces found in a person’s everyday life, such as tables, cabinets, and walls. For the first four materials, we find samples of size 61 cm × 61 cm, therefore we set $B =$ 61cm, $S =$ 40cm shown in Figure 5.7 (a) as the baseline. The ceramic surface sample used here is 41cm × 41cm as it is the only size available.

To evaluate the sensor deployment distance, board margin size $m$ is first set as $m =$ 1cm as shown in Figure 5.7 (a). Then different $m$ values are studied, from 1cm to 30 cm, with intermediate values of 10 cm and 20 cm. The experiment is done on wood surfaces only, since it is easier to cut particle wood board into these sizes.

For the largest surface ($B =$ 101cm), the sensing area value $S$ is investigated from 40cm to 80cm with incremental 10cm. For each case, the tap and swipes are at the same location as shown in Figure 5.7 (b, c) within the central 40cm × 40cm area of the board.

Furthermore, to evaluate effects on different parts of sensing area, taps and swipes are evaluated at locations shown in Figure 5.7 (d). To ensure the consistency of other parameters, this experiment is only done on the largest surface, where $B =$ 101cm and $S =$ 80cm.
5.3.3 Experiment I: Impulse Excitation Localization

The challenge faced by impulse excitation localization through surface vibrations lies in the dispersion of wave propagation. We address that by studying properties of the impulse-induced surface wave and utilizing a wavelet filter to extract the designated scale of signals and reduce the dispersion effects. To evaluate our localization algorithm, we compare localization error rates when different methods are applied.

The footstep localization experiments evaluate the system performance in a specific structural condition (the floor in a room) and of a larger area. The tap localization experiments evaluate the ‘micro’ area (a sample surface) where we can further evaluate on different materials and surface sizes. The goal is to evaluate the performance of our system handling dispersion and attenuation effects. Therefore, in the example sections (Section 5.3.3.1, 5.3.3.2), we compare the localization accuracy with v.s. without applying the wavelet filter.

5.3.3.1 Impulse Example I: Footstep

To understand the performance of the signal characterization algorithms with or without taking wave properties into account, footstep localization results under these two algorithms. The filter scale is selected based on ambient noise vibrations. The system conducts wavelet decomposition on the ambient noise signal and selects the scale with highest signal energy. Because this scale corresponds to building fundamental frequencies, on which the vibration signal travels the farthest [86].

Figure 5.8 (a) shows the accuracy of estimated locations of four footstep demonstrated in Figure 5.6 with boxplots\(^1\). The light box plot shows localization error without applying wavelet filter and the dark box plot shows that with wavelet filter applied. The average location estimation error without filtering is 2.18m, with the standard deviation of 1.88m and median of 0.91m. This value drops to 0.49m, with the standard deviation of 0.17m and median of 0.46m, when the structure-based decomposition is conducted and wavelet filter is applied. Figure 5.8 (b) shows the location estimation precision. The average precision values are 0.17m and 0.07m, with the median values of 0.13m and 0.07m for the cases without and with wavelet filtering respectively. In summary, the average localization error rate decreased 4×,

\(^1\)A box plot shows the mean (circle), median (middle line), quartiles (rectangle box), fences (outside box line), and outliers (cross markers) of the data points.
and the average location precision decreased $2 \times$.

### 5.3.3.2 Impulse Example II: Surface Tap

To understand the system robustness, the experiment conditions discussed in Section 5.3.1 is conducted. As an example, Figure 5.9 shows estimated tap locations when the dispersion is handled through different methods. Figure 5.9 (a) shows the estimation using raw signal and cross-correlation to obtain TDoA estimation. Taps at four locations near the center show higher accuracy and precision than the rest. This is because the noise and dispersion make the TDoA estimation unstable when tap points are far from the board center, where dispersion effects for all sensors are similar.

For small scale deployment aforementioned, the calibration by generating impulse
signal at designated locations is suitable. The filtering scale is selected to minimize the estimation error at designated locations. Figure 5.9 (b) shows the results when the system filters the signal on a global band instead of a calibrated band. The estimation shows a higher accuracy and demonstrates a high precision compared to Figure 5.9 (a). Furthermore, when filtering bands are calibrated but only the lower bound of the velocity is used, the results shows a high accuracy of the relative locations and a consistent offset to their absolute locations in Figure 5.9 (c). Finally, the estimation when both filtering band and wave velocity are selected through calibration is shown in Figure 5.9 (d). The estimated locations shows less than 3cm error and less than 1cm precision.

**Figure 5.9:** Tap localization example under different methods.
Surface Tap: Surface Material Figure 5.10 shows box plots of tap localization results on different materials. Estimations utilizing calibration on both wavelet filter band and calibrated velocity have consistently lower errors than that without wavelet filter. The average localization error reduction is 14.8cm, which means the estimation that takes wave properties into account achieves $6 \times$ lower average error compare to the baseline. In addition, when filtered on the selected band, the precision error is lower than 0.5cm, as compared to the 2.9cm when no filter is applied. The results show that with the properly selected filtering band and wave velocity, the system achieves up to $6 \times$ lower localization error.

Surface Tap: Margin Size For the same size of sensing area ($S = 40$cm), different margin sizes including $m = 10$cm, 20cm, 30cm shows similar level of localization error (respectively 1.3cm, 1.1cm, and 1.2cm) as shown in Figure 5.11
Figure 5.11: Tap localization performance over (a) different board size, (b) different between sensor distances, (c) different distance to board center.

(a). For size $m = 1 \text{cm}$, the localization error is up to $4 \text{cm}$. This could be caused by the fact that the size of the sensing area in this case is almost the same size as the board. Therefore, the sensors are placed right at the corners of the board, where the boundary conditions are more complicated. Another possible reason for this higher localization error is that the smaller board resides less stably when taps are applied, resulting higher noise and error.

**Surface Tap: Distance between Sensors** For the same size of interaction area and same size of surface, the difference in sizes of sensing areas also affects the sensing ability of the system. To evaluate this factor, surface settings of $B = 101 \text{ cm}$, $S = 40 \text{ cm}$, $50 \text{ cm}$, $60 \text{ cm}$, $70 \text{ cm}$, $80 \text{ cm}$ are investigated. Figure 5.11 (b) shows localization accuracy and precision respectively. When the distance between sensors (size of the sensing area) increases, the average localization errors goes up from
1.2cm to 4.4cm. This is because of the fact that as the interaction area increases the calibrated velocity (average velocity for the entire board) is no longer well suited due to heterogeneity of the plywood material. That is also why the localization error increases while the precision error stays at a similar level.

**Surface Tap: Effective Sensing Area** For the largest sensing area setting $B = 101$cm, different parts of the sensing area are investigated when the sensors are farthest from each other ($S = 80$cm). Figure 5.11 (c) shows that the further the excitation is away from the center, the higher the localization error is. When the distance of the excitation is within 20cm range from the center, the average localization error is 5.1cm, while the excitation outside this range has an average localization error up to 18.4cm. The precision error values are lower than 5cm for all testing points. The increase of the localization error is caused by attenuation and dispersion, where the first peak decays to the noise level and cannot be detected.

**5.3.4 Experiment II: Slip-pulse Excitation Tracking**

The slip-pulse excitation are tested through surfaces of different materials and settings. Different surfaces are compared based on parameters listed in Section 5.3.2. The system demonstrates robust interaction tracking through different parameters.

**5.3.4.1 Slip-Pulse Example I: Metal Bar Dragging**

For the application of human activity tracking, object dragging is evaluated on a sample wood surface with metal bars of different weights. To control the interaction strength consistently, metal bars with different weights are used. The metal bars are dragged through the designated trajectory without further pressing as shown in Figure 5.6 (b). Four metal bars with different weight (in a ratio of 1 : 1.5 : 2 : 2.5) are dragged along testing trajectories.

Figure 5.12 shows the tracking accuracy of the four bars dragging. The tracking accuracy values are averaged through eight investigating directions as shown in Figure 5.7. The angle error standard deviation values are 36°, 31°, 42°, and 10° for the investigated four bars respectively. The length error average values are $-4$cm, $-3.3$cm, $-4.5$cm, and $-2.6$cm respectively. The results are shown a similar level of error for first three bars and the error rate is lower for the heaviest bar dragging.
Figure 5.12: Object dragging experiments tracking accuracy v.s. object weights.

5.3.4.2 Slip-Pulse Example II: Interactive Swipe

Three different types of parameters are investigated here: 1) system implementation parameters, including the sliding window size, the mounting condition, and the type of pointers used to perform scratch, 2) swipe parameters, including swipe direction and length, and 3) surface parameters.

5.3.4.2.1 Swipe: Implementation Factors

There are three implementation factors that may affect the system performance: 1) test surface edge damping/mounting condition, 2) sliding window size used in the implementation, and 3) swipe instruments with the baseline algorithm. Experiments
varying these factors are conducted on a wood surface of size $B = 61$ cm.

**Window Size.** The sliding window size applied on swipe signals determines the range of slip pulse covered in each window. Therefore, when the window size is too small, the signal might be too short and lack of characteristics to achieve an accurate match. On the other hand, when the window size is too large, it covers the signal segments with different TDoA values. The estimation of the TDoA of the entire windowed signal will be inaccurate. The effects of sliding window sizes are then further evaluated. Five different window sizes are experimented with, including 100, 200, 500, 1000, and 2000 sample per window. With the sampling rate of 25kHz, these window sizes are corresponding to window sizes in terms of time of 0.004, 0.008, 0.02, 0.04 and 0.08 seconds.

**Mounting Condition.** Swipe signals are sequences of slip pulses, therefore if the reflection of preceding stick-slip signal does not die down after bouncing back at the edge, it will interfere with the later signal, and when a board is well mounted this is less likely. To prevent the reflection, the edges of the investigated surfaces are damped with sand-filled weights placed between edges and the sensing area. The wave energy dissipates to the weights before reaching to the edge.

Figure 5.13 shows the length error, angle error, and trajectory error when varying the window size and the mounting condition. The x-axis shows the varying window size, and the y-axis shows the error rate of the corresponding metric. Light blue box plots show the accuracy under undamped experiment conditions, and dark blue box plots show that under damped conditions. When the window size is less than 500 samples, the angle error is relatively high because the order of the windows appearing may differently due to the mismatch of the TDoA estimation.

For the undamped condition, average angle error values for 100-sample and 200-sample window are 68° and 52° respectively. Once the window size increased to over 500-sample, the error rate reduces to lower than 45° (26°, 1°, 3° respectively for 500-sample, 1000-sample, and 2000-sample). Similarly, the trajectory error is high when the window size is small, due to the TDoA estimation noise. Figure 5.13 shows a clear decreasing trend (0.57cm, 0.44cm, 0.29cm, 0.23cm, and 0.18cm) for the trajectory error when the window size increases.

On the other hand, the length estimation error increases when the window size increase (−6.7cm, −7cm, −8.25cm, −8.9cm, and −9.8cm). Therefore, by taking multiple evaluation metrics into account, 500 sample (0.02 s) window size is chosen.
in the surface parameter evaluation later in Section 5.3.4.2.3. Because it can achieve relatively accurate length estimation while maintains a low angle and trajectory error rate. For the damped condition, the estimation shows a lower error rate for the window size of 500 in both length error and angle error.

**Pointer Material.** Three different materials, including pen, fingernail, and metal bar, are studied. The tracking accuracy results are shown in Figure 5.14. These three pointers are selected to represent three different levels of signal strength: the light swipe of the fingernail, the medium strength of the pen butt, and the heavy strength of the metal bar scratching. Each of the pointer is tested through eight
Figure 5.14: Swipe interaction tracking accuracy v.s. pointer materials.

Figure 5.14 shows that the pen and the bar achieve a similar level of length error value of $-4\text{cm}$, while the weak scratch from fingernails shows slightly higher error value of $-5.6\text{cm}$. These three pointers demonstrated a similar level of error on angle and trajectory errors. This indicates that the system is robust to various pointers interaction in the real-world scenario, such as pen butt on a meeting table, fingernail
on a wall, or a chopstick on a counter-top. In the rest of the swipe evaluation, a pen is used to perform all the swipes due to its consistency.

5.3.4.2.2 Swipe: Swipe Variables

The parameters that describe a swipe include the length, the speed, and the direction, which will be investigated in the rest of this section. The experiments are done on a ceramic tile, which demonstrates high signal to noise ratio in the aforementioned material analysis.

**Swipe Length.** For different sensing area, the system performs may vary due to different dispersion effects. When the length of swipes vary, the coverage of swipes
are different, therefore the dispersion effects for these lengths varies. Therefore, other
than the 20 cm swipe, a longer swipe of 30 cm is further investigated to verify this
assumption.

**Swipe Speed.** When swipes occur at different speeds, a specific window size
may cover slip pulses with locations of different ranges. Therefore, when speeds of
swipes varies, the optimal window size to characterize the excitation may vary. On
the other hand, since the speeds of the excitation induced by human activities are
limited, the potential error rate change is also within a limited range. To evaluate
the speed difference caused performance change, the swipe with 8 cms$^{-1}$, which is
slower than the 10 cms$^{-1}$ tested in the rest of the evaluation section, is evaluated.

Figure 5.15 shows the system performance of three combinations of the swipe
lengths ($Len$) and swipe speeds ($Sp$): 1) $Len = 30$ cm, $Sp = 8$ cms$^{-1}$, 2) $Len = 20$
cm, $Sp = 8$ cms$^{-1}$, and 3) $Len = 30$ cm, $Sp = 10$ cms$^{-1}$. Light blue, medium blue,
and dark blue box plots in Figure 5.15 (a, b, c) show these combinations respectively.
Figure 5.15 (a, b, c) show the length error, angle error, and trajectory error of swipes
respectively. Figure 5.15 shows that when the swipe length increases, the length
error standard deviation increases, and the angle error decreases. This is because
that with more windowed signals, the more reference points can be used to estimate
the direction of the swipe.

**Swipe Direction.** The swipe signal can be considered as a sequence of slip
pulses, therefore when swipe to different directions, the reflection on edges may vary.
The linear swipes are evaluated in this thesis to quantify the performance.

Figure 5.16 (a-h) shows an example set of swipes detected by the system towards
eight designated directions plotted in Figure 5.7 (c). Figure 5.17 shows errors of
the investigated swipes by their directions. Different directions show different error
rate, especially the trajectory errors shown in Figure 5.17 (c). This indicates the
heterogeneity of the sample material causing different reflection effects.

### 5.3.4.2.3 Swipe: Surface Parameters

With the understanding of the system and swipe parameters, the effects of the surface
parameters is further studied in this section, including 1) surface material, 2) surface
size (margin size), 3) size of the sensing area, and 4) interaction area.

**Swipe: Surface Material** Different surface materials have different decay rates
Figure 5.16: Swipe interaction tracking examples.

Figure 5.18 shows tracking accuracy for five investigated surface materials under four scenarios: 1) undamped surface with baseline algorithm, 2) damped surface with baseline algorithm, 3) undamped surface with initial point correction, and 4) damped surface with initial point correction.

Figure 5.18 shows that for wood, iron, cement, and stone, the damped surface achieves lower length and angle errors. The average length estimation error over five materials are $-8.7\text{cm}$ for damped cases, and $-10.3\text{cm}$ for undamped cases. Similarly, the average angle error over five materials are $-7.16^\circ$ with std of $59.3^\circ$ for damped cases, and $-12.8^\circ$ with std of $91.6^\circ$ for undamped cases.

Ceramic tile shows an opposite trend on length estimation when the damped surface is used. This could be caused by the different size of the ceramic sample due to the manufacturing limitation. Hence, considering the first four materials, damping reduced the average length error from $-11.1\text{cm}$ to $-6.9\text{cm}$, and the average angle error from $-15.5^\circ$ with std of $96^\circ$ to $-2^\circ$ with std of $39^\circ$ ($7\times$ reduction, $2\times$ reduction).
When compared to the scenario where the initial tap location is not used, using the initial tap location allows the least length error in all scenarios. In addition, the average length error is reduced from $-10.5\text{cm}$ to $-8.1\text{cm}$, and the average angle error is reduced from $-11.2\text{cm}$ to $-8.5\text{cm}$. While the trajectory errors have an average of less than $0.5\text{cm}$ in all scenarios.

When the damp and initial tap trajectory correction were both applied, the average length error over five materials reduced from $-11.3\text{cm}$ to $-7.2\text{cm}$ (by a factor of 1.5). In addition, the average angle error reduced from $-14.6^{\circ}$ with std $91^{\circ}$ to $-6.39^{\circ}$ with std $61^{\circ}$ (by a factor of 2). When comparing only the first four
Figure 5.18: Swipe interaction tracking accuracy v.s. surface materials.

materials, this reduction is from $-12.2\text{cm}$ to $-4.6\text{cm}$ (by a factor of 3) and $97^\circ$ to $37^\circ$ (by a factor of 2.5) for average length error and standard deviation of angle errors, respectively. Therefore, both damping and initial impact based trajectory correction contribute to reducing the length and angle errors. When both are applied, the system achieves the lowest error rate.

**Swipe: Margin Size** Figure 5.19 demonstrates tracking accuracy of four different sizes of wood boards with damped surfaces. When the board size is similar to the sensing area, the sensors are right at the corner of the board; hence experiencing
the highest reflection effect. The average length error for the surface with settings of $m = 1\text{ cm}$ is $-11\text{ cm}$. When $m$ increases to $10\text{ cm}$, $20\text{ cm}$, and $30\text{ cm}$, the error is reduced to $-5.4\text{ cm}$, $-8\text{ cm}$, and $-3.9\text{ cm}$ respectively. Similarly, the average angle error for the surface of $m = 1\text{ cm}$ is $16^\circ$ with std $101^\circ$. When $m$ increases, the error std decreases to $30^\circ$, $46^\circ$, and $5^\circ$.

Figure 5.19 shows a trend that when the margin between the board and the sensing area increases, the swipe error decreases. This is due to the reduction of the reflection waves at board edges. When the surface size increases with the sensing area size remaining the same, it means that the distance between the board edge and the sensing area is increasing. Therefore, this additional distance allows the
reflection to die down before overlapping with the succeeding waves at sensors.

**Swipe: Distance between Sensors** The distance between sensors is the indication of the deployment density. The distance between sensors on large scaled surfaces will affect the attenuation rate of the interaction signal, as well as dispersion since the filtered signal is not a single band sine wave. Figure 5.20 shows the five distances between sensors that we investigated. When the distance between sensors is increased, the average length error increases (respectively $-5$cm, $-4.7$cm, $-10$cm, $-11$cm, and $-7.6$cm). This trend is similar to the one in the aforementioned tap experiments, which was caused by the emerging of the dispersion effect when the travel distance between the excitation and the sensor increases. The angle error std
Figure 5.21: Swipe interaction tracking accuracy v.s. distance from the excitation to the board center.

raises up to $35^\circ$ when the distance between sensors are 70cm. As discussed in the aforementioned tap evaluation, this change in angle error is due to the heterogeneity of the plywood surface.

**Swipe: Effective Sensing Area** This experiment was conducted on the largest surface as described in Figure 5.7 (d). Swipes that are at different distances from the center were conducted and the swipe tracking results are shown in Figure 5.21.

The length error and the trajectory error increased when the distance between the swipe and center was increased. The average length error for the center swipe (distance to board center is 0cm) is −5cm, while the rest vary between −10cm to −12cm. Similarly, the angle error std increased tremendously from less than $1^\circ$ to
over 25° when swipes are moved away from the center and demonstrate more severe
dispersion effects as discussed in the aforementioned tap evaluations.

5.4 Evaluation II: Occupant Traffic Estimation

To evaluate the signal characterization in terms of feature extraction and selection, two

types of experiments are conducted: 1) feature validation experiments implemented

by the controlled impulse load test (Section 5.4.2), and 2) scenario analyses with

footstep induced vibration signals collected when occupants were asked to walk

through a hallway with designated number of occupant within the group (Section

5.4.3). The research in group walking behavior that shows when multiple people

walk together, they tend to fragment in smaller units of one, two, or three members

[26]. Therefore, numbers of impulses/occupants from one to three are investigated

in this section.

5.4.1 Implementation

The physical properties used in this implementation are the understanding of human

behavior and the wave superposition properties respectively from the human side

and the structure side. The non-fixed signal length SoI extraction is determined

by the randomness of human behavior. The feature selection is determined by the

wave propagation and superposition properties. Once the features are extracted,

the system estimates the number of occupant passing by the sensing area using

k-nearest neighbours [27]. The k-nearest neighbours is selected because it reflects the

distribution of selected features directly. The classification procedure is equivalent

to the following steps: 1) find the $k$ neighbour points in the training set that are

nearest to testing set; 2) find the labels of these neighbour points; and 3) assign the

classification label based on the majority vote of its neighbors [27].

The classification model for each case is learned in the training phase with the

extracted feature set $F = [f_1, f_2, f_3, f_4]$, where $f_i$ is the $i^{th}$ feature value for each SoI
detected from the vibration signals. Then we classify the testing cases by predicting

the classification label using the k-nearest neighbor classifier model.
5.4.2 Experiment I: Feature Validation through Load Test

Before conducting experiments on human, we conducted impulse load test with ball drops to understand the signal mixture conditions and their effects on the selected features. Impulse load tests with ball-drops often generate more stable vibration signals comparing to signals generated by human footsteps. In this section, we first introduce the load test experimental setup in Section 5.4.2.1, and then analyze the feature changes through different test conditions in Section 5.4.2.2.
Figure 5.23: Ball drop experiment setting. The diagram indicates the relative locations of geophones (circles) and ball drops (triangles). The grid dimensions are 1′ × 1′.

5.4.2.1 Experimental Setup

Experiments were conducted with a high resolution oscilloscope, which samples at 10000 Hz. The experiment setting is shown in Figure 5.23 with two sensors put four feet from each other synchronized to sample. Three different conditions where the number of simultaneous ball-drops are respectively one (impulse 1), two (impulse 1 & 3), and three (impulse 1 & 2 & 3) are investigated to demonstrate the feature changing trend when the number of mixed impulse signals increases. For each investigating case, five ball-drops are conducted. The ball-drops are controlled by metronome at the speed of 45 impulses/min to achieve the impulses synchronization as much as possible. The selected features are studied through these conditions to understand the features’ effectiveness under different signal mixture conditions.

5.4.2.2 Feature Analysis

To understand each feature’s effectiveness, features from three traffic conditions are compared in Figure 5.24. The blue bars in Figure 5.24 display the average values of the features and the error bars indicate one standard deviations. The sub-figures (a) to (d) display results for cross correlation between spatio-difference SoIs, cross correlation between temporal-difference SoIs, SoI duration, and SoI signal entropy,
respectively.

**Normalized Cross Correlation between Spatio-different SoIs** The impulses at different locations introduce variation in the signal mixture. This variation in signal mixture can be observed by different sensors. Figure 5.24 (a) shows the bar graph of the mean (respectively 0.82, 0.71, and 0.64) and the standard deviation (respectively 0.02, 0.03, and 0.02) of the results. The figure displays the decreasing trend of the normalized cross correlation value with increasing number of impulses. Cross correlation is therefore a feasible method for distinguishing between different numbers of impulses when their vibration signals mix. This suggests that the feature is useful when the observed footsteps have different locations relative to different sensors.

**Normalized Cross Correlation between Temporal-different SoIs** When the occupant number is smaller, the chance that the SE signals within a TE are similar to each other is higher. When multiple footsteps applied on the floor without perfect synchronization, their additivity at different phases cause the temporal difference SoI to decrease. Even when multiple impulses are applied to the floor at the same pace, it is difficult if not impossible to have the step perfectly synchronized (i.e., $10^{-3}$s for 1000 Hz sampling rate). Figure 5.24 (b) demonstrated the comparison of the results from the impulse load test, with values 0.91, 0.47, and 0.48 respectively. The result shows a clear reduction when there is more than one impulse sources. This suggests that the feature is effective for distinguishing traffic conditions between one-impulse test v.s. multiple-impulse test.

**SoI Duration** The more impulses mix, the higher the maximum impact time offset two signals may have, leading to larger value of the SoI duration. Figure 5.24 (c) plots the average (0.19, 0.27 and 0.28 seconds) and standard deviation (0, 0.1, and 0.04 seconds) of SoI duration corresponding to different number of impulses generated following the metronome. The mean value of the SoI duration increases from one-impulse test to multiple-impulse test. This suggests that the SoI duration is useful for distinguishing one person walking v.s. multiple people walking. It can also be observed that the two-impulse test has the higher variation in duration than the three-impulse test. This could be because that the three-impulse test is performed
Figure 5.24: Feature analysis with impulse signals generated with different number of impulses happening at the same time in the load test.

after the two-impulse test. Therefore, people synchronize better after practicing from performing the two-impulse test. This suggests that SoI duration is sensitive to the synchronization of impulses. When the SoI duration is high, there is high probability that there are multiple people walking together, but when the SoI duration is low, other features need to be referred to determine the number of people.

**SoI Entropy** The more impulses mix, the more ‘complicated’ the mixed signal will be. Figure 5.24 (d) shows that the entropy of a segment of noise signal is 7.49, higher than that of the SoIs. The average SoI entropy values for tests with respectively one,
two, and three impulses at the same time are 4.7, 5.0, and 6.62, with the standard deviations of 0.11, 0.1, and 0.17. The results show a clear increasing trend in SoI entropy when the number of the impulses increase. This could be caused by the blending of multiple footstep impulse signals, which makes the mixture impulse more similar to the noise (the maximum randomness). The more footstep impulses mix together, the more random the signal will be. The results indicate that increasing number of impulses will yield higher randomness, meaning entropy can be used to infer the number of impulses in occupant traffic conditions. This feature performance may degrade for SolS with low SNR because the noise in the signal may dominate the entropy value.

5.4.3 Experiment II: Scenario Analysis through Human Test

To evaluate the selected features in the real-world application, human walking test is conducted. In this section, I will first introduce the experimental setting with people walking through the sensing area in Section 5.4.3.1. Then I will analyze and compare the characteristics of the features demonstrated in human walking tests in Section 5.4.3.2. At last, I will display traffic estimation results with different traffic conditions in Section 5.4.3.3, and explain the observations with the impulse load tests results from Section 5.4.2. Considering the randomness in human walking test is more than that in impulse load test, we extended the number of occupant to four to verify the change trend of the features observed in impulse load tests.

5.4.3.1 Experimental Setup

In the experimental setup, sensing node 1 and node 2 (described in Figure 5.25 (c)) with a distance of 10 ft in a hallway as shown in Figure 5.25 (a) and (b). We choose such distance so that 1) in our testing location, the two sensing nodes will be close enough to be on the same floor plan, hence observing the same signal without other complicated structural effect such as beams; and 2) when an occupant walks by the sensors, the sensing nodes are far enough so that their footstep energy attenuation at each sensor varies. The amplification values are set empirically so that when multiple people pass by each sensor at a distance of two feet, their footstep induced structural vibrations do not clip. The sampling rate is set to 1000 Hz. When occupants walk by the sensor group, the footstep induced vibration signal containing sequences of
SoIs is called a *trace*. The selected features are extracted for each SoI within a trace, and values from the same trace are averaged for classification. For each scenario, we ask people to walk pass through the sensing area eight times. When there are multiple people walking as a group, they are asked to walk in a manner that is most comfortable for them.

**5.4.3.2 Feature Analysis**

To evaluate the selected features in terms of occupant counting ability, we conducted experiments in the hallway with an assigned number of occupants walking in the same direction as a group with their natural walking patterns. When they walk as a group, the distance between each individual is less than three feet. When two people walk together, they are walking side-by-side with a similar pace. When three people walk together, one of the person walked slightly behind the other two due to the limited width of the hallway. When four people walk together, two of them walked behind the other two approximately two feet away.

The cross-correlation between spatio-different SoIs reflects the signal mixture variation caused by different footstep locations. Figure 5.26 (a) displays the values of normalized cross correlation between spatio-different signals in different scenarios, whose averages over 8 traces are 0.96, 0.96, 0.89, and 0.91. The results show a general decrease trend when compare three or four occupant traffic condition to the one or two occupant traffic condition. This verifies the effectiveness of this feature when the footstep locations relative to different sensors vary. When two people walk together side-by-side (instead of one after another like the ball drop experiment setup in
Section 5.4.2), their relative location to different sensors are similar, therefore the cross-correlation between spatio-different SoIs may not be able to distinguish the case clearly.

The cross correlation between temporal-different SoIs reflects the synchronization between different footsteps. The values of normalized cross correlation between temporal-different SoIs of different occupant traffic conditions are shown in Figure 5.26 (b) with average values of 0.89, 0.79, 0.76, and 0.66, demonstrating a decreasing trend. As discussed in Section 5.4.2, this feature is effective for distinguishing one-impulse v.s. multiple impulses, which is demonstrated here as a clear drop from one-footstep to multiple-footsteps conditions.

The SoI duration also reflects the synchronization between different footsteps. The SoI durations from human walking tests are shown in Figure 5.26 (c) with average values (over 8 traces for each traffic condition) of 0.29, 0.4, 0.43, and 0.44, and standard deviation values of 0.18, 0.44, 0.49, and 0.66. Note: the plotted bars in this sub-figure shows the average of the standard deviation of SoIs within a trace. When the footsteps are more synchronized, the standard deviation is low, as observed in Section 5.4.2 (i.e., the duration is consistent). Thus, the standard deviation of the SoI duration for each trace increases as the number of persons increase. This is due to less synchronous footsteps as the number of persons increase. Similarly, the mean value of the SoIs increases when the number of people increase. Therefore, when the steps are synchronized, this feature behaves similar to Section 5.4.2. However, because there are less synchronization in human behavior, we observe that standard deviation within a trace can be used for occupant traffic estimation as well.

The SoI signal entropy indicates the complexity of the signal. Figure 5.26 (d) shows the SoI entropy value of different occupant traffic conditions, where the average over 8 traces are 4.84, 4.98, 5, and 5.04. The increasing trend, as we modeled earlier in Section 5.4.2, is shown with corresponding increasing number of occupants in a walking group. The difference between these values are not as obvious as those in Section 5.4.2. This is possibly caused by the low signal-to-noise ratio of the footstep induced signal comparing to impulse load induced signal.
5.4.3.3 Classification Results

Efficiency of the selected features are studied through number of people classification using the k-nearest neighbor, which is described in Section 5.4.1. Five traces were used for training and three traces for testing through cross validation. This results in 12 data points per scenario. To understand the performance for each occupant traffic condition, the confusion matrix of this classification is shown in Table 5.2. The confusion matrix’s \((i,j)\) grid demonstrates the percentage of the scenario where number of \(i\) people walking scenario is classified as number of \(j\) people walking scenario.

Table 5.2 shows that 16.67\% of the one occupant traffic condition is confused as two occupants traffic condition, but is not confused as three or four occupant.
<table>
<thead>
<tr>
<th>Accuracy</th>
<th>1P</th>
<th>2P</th>
<th>3P</th>
<th>4P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1P</td>
<td>83.33%</td>
<td>16.67%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>2P</td>
<td>25%</td>
<td>66.67%</td>
<td>8.33%</td>
<td>0%</td>
</tr>
<tr>
<td>3P</td>
<td>8.33%</td>
<td>25%</td>
<td>33.33%</td>
<td>33.33%</td>
</tr>
<tr>
<td>4P</td>
<td>0%</td>
<td>8.33%</td>
<td>0%</td>
<td>91.67%</td>
</tr>
</tbody>
</table>

Table 5.2: Confusion matrix for people counting (1-4 people walking) [99].

traffic conditions. The two occupants traffic condition is mostly confused with one occupant traffic condition, which could be caused by the synchronized side-by-side walking that confuses feature cross correlation between spatio-different SoIs and the SoI duration. The three occupants traffic condition has the lowest accuracy and are confused with two and four occupants traffic conditions with up to 33% chance. As discussed in Section 5.4.3.2, the cross correlation between spatio-different SoIs can confuse the three v.s. four occupant traffic condition. The cross correlation between temporal-different SoIs can confuse the two v.s. three occupant traffic condition. This results in the three occupant traffic condition being confused with two and four occupant traffic condition. Finally, the four occupants traffic condition estimation is fairly robust, only confused with the two occupants traffic condition in one instance. The mean estimation of the number of occupant passing by for the one to four occupants traffic conditions are 1.16, 1.83, 2.91, and 3.83 respectively. The result demonstrates less than 0.2 people mean estimation error for each scenario.

5.5 Related Work

In this section, we mainly discuss prior works based on two applications introduced in this chapter: 1) the human activity excitation tracking and characterization through vibration and 2) indoor occupancy traffic estimation.

5.5.1 Vibration-based Tracking and Characterization

In this chapter, physics models (wave properties, wave dispersion) are used to enhance the accuracy of robust human activity induced excitation (vibration source) tracking through different materials. Works have been done on robust vibration source tracking and characterization using physical principles, despite limited sensing.
data/labeling and human involvement [47, 56, 88, 103, 158]. Jia et al. utilize bed vibration to estimate human heart rate by analyzing the wave propagation model [56]. Han et al. measure the vibration of the vehicles to estimate their relative location (whether on the same lane) utilizing the physics insight of the vehicle vibration and road conditions [47]. Xu et al. use structural vibration to infer traffic condition in the street [158]. Mirshekari et al. present the footstep localization in dispersive structures specifically and how to utilize physical information about the structure to assist sensing [88]. Pan et al. estimates the human-surface interaction locations by taking different excitation types (tap and swipe) into account in the tracking algorithm [103]. These prior works are all focus on a specific application, and in this chapter, a general approach that can apply to many different applications is presented.

5.5.2 Occupancy Traffic Estimation

The occupancy traffic information has been proven useful for various energy management in smart building environments [4, 33]. Many passive sensing methods and apparatuses have been proposed, including using cameras [22, 25, 157, 163], IR sensors [62, 69, 134], RF sensors [155, 156], ultrasonic range finders [52], etc. Optical-based methods (camera and IR sensor), usually require installation in the designated area/position (e.g., on the ceiling pointing down, or ankle girth height in both side of the doorway), which is costly in terms of installation and maintenance, esp. in large-scale deployments. Similarly, ultrasonic range finder Doorjamb [52] based methods require designated sensor installation at each monitored doorway. RF-based methods [155, 156] also require extra radio transceivers in high density. Compared to these existing methods and apparatuses, the structural vibration based system utilizes easy-to-install structural vibration sensing units to obtain occupant traffic estimations and faces less sensing constraints such as the requirement of line-of-sight.

5.6 Chapter Summary

The signal characterization is an essential module in the cyber-physical systems and can directly determine the information learning accuracy later. In this chapter, the
methodology of utilizing physical properties of the vibration signal waves to guide the signal characterization is introduced. Two information acquisition examples are presented to demonstrate the importance of the signal characterization and how the study of the wave physical properties can improve the information acquisition accurately.

The first example is pairwise Time Difference of Arrival (TDoA) estimation for human excitation induced structural vibration source tracking. Different excitation causes different types of waves, which vary in propagation properties and are characterized differently based on these wave properties. The impulse-like interaction-induced (such as footstep and tapping,) vibration signal is filtered based on the wavelet decomposition and reconstruction, and the TDoA is extracted with the peak detection and matching to avoid wave reflection. On the other hand, the slip-pulse-like interaction induces shear wave dominated waves that show less dispersion effect and can be used directly for TDoA estimation. The human excitation induced vibration source localization is then used as an evaluation example to demonstrate that the physics property guided TDoA estimation allows the tracking system achieves up to $6 \times$ improvement on impulse localization and up to $3 \times$ improvement on slip-pulse trajectory length estimation.

The second example is pedestrian traffic estimation, which the mixture of waves from separate excitation sources is the superposition of the two separate signals. This property determines that the features over multiple sensors at different locations capturing a mixture of signals from excitation at different locations can represent the traffic condition in terms of a number of excitation sources within the sensing area. The combination of the features that consider spatio-temporal variations between different sensors capturing the pedestrian traffic is evaluated in the real-world traffic estimation application and achieved less than 0.2 people mean estimation error for traffic condition from 1 to 4 people.
Various human information can be inferred from the structural vibration their activities induced, including pedestrian identity [104, 106], location [86], number of people [99], physical conditions of people (e.g., heart rate [56], foot balance [34]). Traditional data-driven machine learning methods that target on these learning problems rely on the labeled training data to build the model.

This assumption makes the accurate learning difficult for two reasons: 1) The physical world is complicated. To accurately model it, a large amount of labeled training data is needed to cover various sensing conditions, 2) It is often difficult to obtain sensing data from the physical world, let alone labeled training data. Therefore, in this chapter, I will first introduce the physical attributes that change data distributions, and why it is a problem for traditional data-driven learning methods (Section 6.1). Then I will discuss the key observation as well as how to utilize this observation to achieve accurate learning with limited initial labeled data.

### 6.1 Physical Attributes: Examples and Characterization

Various physical attributes or conditions would affect sensing signal data distribution. In this section, the pedestrian identification is used as an example to discuss the potential factors that may cause the variation in footstep-induced vibration signals.
Prior work demonstrates the difference between Step Events (SEs) from different people due to their gait variation [104]. Here, the sensing condition variations that cause the prior work identification accuracy decrease will be quantified based on 1) an individual’s Step Events (Section 6.1.1) and their physical causes (Section 6.1.2).

### 6.1.1 Step Event Variation and Clustering

The SEs from an individual’s dataset show variations that can be summarized by a few representative waveforms. In order to investigate the collected SEs in a systematic manner, we conduct hierarchical clustering [59] using pairwise SEs’ similarity as distance, which is calculated from the peak values from the cross-correlation between time-domain signals of two SEs. The distance between each pair of SEs $SE_i$ and $SE_j$ is calculated as $distance = 1 - xcorr(SE_i, SE_j)$, where $xcorr$ calculates the peak cross correlation value of the signal pair. Then the pairs with the shortest distance are grouped into clusters made up of two SEs. This process is repeated for the resulting clusters until all the SEs in the original dataset are linked together in a hierarchical tree.

To decide how many clusters to form based on a specific tree generated from a person’s data, a threshold value is empirically determined based on the experiments in the Load Test with ball-drops [106] to incorporate the structural variation within a designated area. For each node in the hierarchical tree, if the similarity between SEs within the internal node of the tree is higher than the threshold, they are considered to be in the same cluster. These clusters are then used to explain the cause of the SE variation in the following section.

### 6.1.2 Causes of Step Event Variation

The causes of the SE variation are two-fold: 1) a person may have multiple gait patterns that generate different waveforms when striking the floor at different step frequencies, and 2) when a person steps on different locations in the sensing area, the structural variation may cause the structural response difference. However, when under the same sensing condition in terms of these two factors, the SEs from a pedestrian are repeatable (hence can be clustered) despite the variations. To further investigate how these factors affect the data distribution, Person #1’s SEs and their
Figure 6.1: Footstep induced vibration signal cluster example of Person # 1 shows that the footstep signal of a person change gradually with their footstep frequency.

clusters are further analyzed as an example in Figure 6.1.

6.1.2.1 Structural Variation

A person’s SEs in different locations within the sensing range may look different due to the structural variation. Figure 6.1 (a) categorizes the clusters based on the estimated step location. Area 2 is closest to the sensor location, while Area 1 and Area 3 are on either side of Area 2. SEs from cluster 2 appear in Area 3 more often than in Area 2 and Area 1, and SEs from cluster 3 shows an opposite trend
through the three areas. This indicates that the waveforms of SEs are affected by step locations. This could be caused by 1) the structural variation and the response signal alters or 2) the anisotropic characteristics of the floor and the wave changes differently during the propagation [133]. In addition, such structural variation is gradual, which explains the repetitive appearance of the cluster at the same area in Section 6.3.1.5.1.

### 6.1.2.2 Step Frequency

A person’s gait changes when the person walks at different step frequencies [106]. Figures 6.2 (a.1-a.2) and (b.1-b.2) show the example photos of the same person walks at different step frequencies. Figures 6.2 (a.1) shows the initial strike of the person walking at a step frequency of 142 steps per minute, while (b.1) shows that of 95
steps per minute. The angle between the foot and the floor of at the initial contact is larger when the person walks faster. In addition, compared to Figures 6.2 (a.2), (b.2) shows a smaller stride length when the walking step frequency is lower.

When the gait changes, the corresponding SEs change too. Figures 6.2 (a.3) and (b.3) show the example step signal when a person passes by the sensor with a different step frequency. As we can see in the time domain signal in Figures 6.2 (b.3), the part of the signal around 0.2 seconds decays more smoothly than that in Figures 6.2 (a.3). This is caused by the slow stance phase (the foot remains in contact with the ground) in the gait cycle when people walk slowly. In addition, the first dip of the signal has a greater value in the fast walking SE than in the slow walking SE. This could be caused by the heavier heel strike when the walking speed is high. These SEs are repetitive in signals from the same person walking at the same designated step frequency. Therefore, a person’s footstep-induced vibration when walking through a designated area with different step frequency can be summarized into a few representative waveforms, i.e., different clusters.

Figure 6.1 (b) categorizes the clusters of Person # 1 by controlled step frequencies. The participant walks at a designated step frequency (speed ID 1 to 7) to generate SEs. Seven levels of designated step frequencies are assigned, including the average step frequency $\mu_{sf}$, low frequencies from $\mu_{sf} - 3\sigma_{sf}$ to $\mu_{sf} - \sigma_{sf}$, and high frequencies from $\mu_{sf} + \sigma_{sf}$ to $\mu_{sf} + 3\sigma_{sf}$, where $\sigma_{sf}$ is the step frequency standard deviation.

1 The experiment details will be introduced in Section 6.3.1.5.2.

In this figure, nine clusters are generated from the SEs of seven different step frequencies, and Clusters 2, 3, and 8 appear most frequently. Clusters 2, 3, and 8 appear more often in the high, low, and medium step frequency SEs respectively. From the low step frequency SEs to the high step frequency SEs, the portion of Cluster 3 decreased and the portion of Cluster 2 increased. This observation further verifies our conclusions on the relationship between step frequencies and gait changes.

### 6.2 Physical Attributes Guided Iterative Learning

Measurable physical attributes referring to data distribution change degree can be used to solve inaccuracy caused by the data distribution changes even for significant

\[\text{Note that in the rest of the paper, we refer to } \mu_{sf} \text{ and } \sigma_{sf} \text{ as } \mu \text{ and } \sigma \text{ for simplicity.}\]
changes [162]. The algorithm Iterative Learning using Physical Constraints (ILPC) is presented in this section. ILPC trains a classification model iteratively (Section 6.2.1) and controls the order of unlabeled data used in each iteration according to measurable physical constraints or physical attributes (Section 6.2.2).

6.2.1 Using Multiple Domain Adaptation Models to Cover Gradually Changing Distributions

When data distribution changes significantly, ILPC iteratively constructs multiple domain adaptation models in order to handle the changing distribution. A single domain adaptation model can handle a limited range of distribution changes. In each iteration, ILPC labels the unlabeled data predicted in the current iteration with a prediction confidence score higher than an empirical threshold. In this way, our ILPC method extends the distribution of labeled data. In the next iteration, ILPC constructs another domain adaptation model using also the newly labeled samples, which then can predict accurately with a broader data distribution than the previous iteration. Multiple iterations of this extension process will eventually cover all changing distributions. The initial domain adaptation model is trained with the initial labeled data and a portion of selected unlabeled data. For example, in the pedestrian identification example, the initial labeled data are SEs with medium walking speeds. When a person walks faster or slower (unlabeled), the training model is extended gradually using both labeled and unlabeled data.

6.2.2 Guiding the Model Distribution Order with Physical Constraints

To use the iterative approach discussed in Section 6.2.1, it is assumed that, within each iteration, the unlabeled and labeled data distributions should not have a significant difference. To select the unlabeled data that has similar data distributions with the labeled data, ILPC utilizes the relationship between the data distribution changes and the physical constraints and selects the unlabeled data with the particular physical constraint values.

First, the physical constraints that cause data distribution changes is identified. For example, in the pedestrian identification application, we know from previous
research that walking speed and walking pattern (gait) are strongly correlated (Section 6.1). Once these constraints are defined, the sensing system extracts the data (feature) along with its corresponding physical constraints. Based on the physical constraint values, the system decides if the distribution of the test data 1) is within the labeled data distribution, 2) has a similar enough distribution to the labeled data to be trained in the next iteration, or 3) has a very different distribution from the labeled data and therefore needs to wait for the model to be extended.

6.2.3 ILPC Algorithm

ILPC algorithm is based on the two aforementioned key ideas (Section 6.2.1 and 6.2.2). The pseudo code is shown in Algorithm 1. DomainAdaptation($D_{\text{labeled}}, D_{\text{unlabeled}}$) is a function that conducts traditional domain adaptation learning [107, 130]. The system is initialized by determining which physical measurements affect the data distribution. Then it discretizes the physical constraints into $k$ levels. The range of the physical constraint $[x_{\text{min}}, x_{\text{max}}]$ is uniformly discretized into $\{x_1, x_2, \cdots, x_k\}$, where $x_1 = x_{\text{min}}$, $x_k = x_{\text{max}}$. It means that there are $k - 1$ intervals $[x_n, x_{n+1}]$, where $1 \leq n \leq k - 1$.

6.2.3.1 Iterative learning.

To address the distribution change in each interval, a domain adaptation model is constructed for each interval (two adjacent data distribution levels). Therefore, for $k$ levels of data distribution, $k - 1$ domain adaptation models are constructed. Then the $n$-th model is assigned to handle the data distributions subject to the identified physical attribute with values in the range $[x_n, x_{n+1}]$, where $n \in \{1, 2, \cdots, k - 1\}$. The value $k$ can be determined by observing the empirical histogram of the sample count. An $k$ is considered to be appropriate when there are sufficiently many data samples in each interval $[x_n, x_{n+1}]$.

In the $n$-th iteration, ILPC constructs the $n$-th model by domain adaptation methods based on the selected unlabeled data $Data_{\text{selected}}$ with physical constraint values in $[x_n, x_{n+1}]$ and the labeled data $Data_{\text{labeled}}$. Selecting $Data_{\text{selected}}$ with physical constraint values in $[x_n, x_{n+1}]$ guarantees limited distribution change between $Data_{\text{selected}}$ and $Data_{\text{labeled}}$, which can be handled with high accuracy by existing domain adaptation methods.
define the physical constraint $x$;
uniformly discretize $x$ into $\{x_1, x_2, \ldots, x_k\}$;
for $n \leftarrow 1$ to $k$ do
  $Data_{selected} = []$;
  for each sample in $Data_{unlabeled}$ do
    if $x_n < x_{sample} \leq x_{n+1}$ then
      $Data_{selected} = Data_{selected} \cup sample$;
    end
  end
  $Prediction, Confidence = DomainAdaptation(Data_{labeled}, Data_{selected})$;
  $New\_Labeled\_Data = []$;
  for each result in $Prediction$ do
    if $Confidence_{result} > threshold$ then
      $New\_Labeled\_Data =$
      $New\_Labeled\_Data \cup result$ and the corresponding sample;
    end
  end
  $Data_{labeled} = Data_{labeled} \cup New\_Labeled\_Data$;
end

Algorithm 1: The ILPC algorithm [162].

6.2.3.2 Model expansion.

In the $n$-th iteration, the $n$-th model is used to label the unlabeled data with high prediction confidence $Data_{selected}$. The final confidence score of a prediction can be calculated from multiple sample points measured for the prediction, e.g., summing based thresholding.

6.3 Evaluation

To evaluate the physical attribute guided iterative learning algorithm, an pedestrian identification system – FootprintID – is implemented (Section 6.3.1). The metric and parameters to measure the performance of the algorithm is then discussed (Section 6.3.2). Finally, the algorithm performance is discussed (Section 6.3.3 and 6.3.4).
6.3.1 Implementation: FootprintID

The FootprintID algorithm is implemented leveraging the ILPC algorithm to obtain a pedestrian’s identity from their step-induced floor vibration signals. The algorithm consists of three modules: the information extraction (Section 6.3.1.1), the structural variation handler (Section 6.3.1.2), and the step frequency variation handler (Section 6.3.1.3).

6.3.1.1 Information Extraction

The information extracted from the raw ambient floor vibration are mainly two-folds: 1) the inter-footstep information (e.g., step frequency) and 2) the intra-footstep information (e.g., features of each SE). The system first needs to separate the vibration induced by the footsteps (SEs) from the ambient noise (Section 4.2.1). Based on these SEs, the system further extracts the step frequency and relative location, which is referred to as the inter-footstep information (Section 6.3.1.1.1). Finally, for each SE, the system extracts its signal frequency components, which is referred to as the intra-footstep information (Section 6.3.1.1.2).

6.3.1.1.1 Inter-Step Information Extraction

The inter-step information describes the sensing condition of the intra-step information. The step relative location is estimated based on the wave attenuation model tracking algorithm that utilizes SE signal energy change trend to determine the location [97]: the closer the step is to the sensor, the higher the signal energy of the SE. The step frequency is estimated based on the average time interval between consecutively detected SEs. To avoid noise affecting the step frequency estimation by causing the system to miss an SE, the system takes the mean excluding the highest and lowest K values of the time interval array within each trace. In this section, $K = 2$ is used.

6.3.1.1.2 Intra-Step Information Extraction

The intra-step information describes the interaction between the footstep and the floor. For each SE, first of all, it is normalized by the signal energy to remove the footstep-sensor distance difference on the signal energy. The frequency band is selected based
Figure 6.3: FootprintID system overview.
on the sensor properties: the sensor’s response frequency is $f_{\text{response}} \leq 240$ Hz. Since the floor velocity response to footsteps has the characteristic frequency band between 20 and 90 Hz [32], the selected band is sufficient to represent the signal characteristics. Therefore, the cut-off frequency is selected to be at least twice as much as 90 Hz and below 240 Hz. In the implementation, for each SE, the 0 to 200 Hz power spectrum is selected as a feature to describe the characteristics of the signal.

The system then combines the inter-step and intra-step information as features in the form of an array:

$$Feature(SE) = [f_1, f_2, ..., f_N]$$
$$= [SE_{freq}(1Hz), ..., SE_{freq}(200Hz), step_{freq}]$$

where $N = 104$. The first 103 features represent frequency domain signals between 0 to 200 Hz discretized evenly. The last feature is the step frequency of the walk discussed in Section 6.3.1.1.1. For each $f_{\text{num}} (num = 1...N)$, the system conducts feature normalization using the corresponding feature values from the labeled training data ($f_{\text{num}_\text{train}}$) to achieve uniform weight through all features, i.e.,

$$f_{\text{num}_{\text{norm}}} = (f_{\text{num}} - \min(f_{\text{num}_\text{train}}))/\max(f_{\text{num}_\text{train}}) \quad (6.2)$$

Then the system generates the SE features $\mathbf{x}$ by normalizing each feature in the array:

$$\mathbf{x} = [f_{1_{\text{norm}}}, f_{2_{\text{norm}}}, ..., f_{N_{\text{norm}}}]$$

which is used for SE classification in Section 6.3.1.3.

### 6.3.1.2 Structural Variation Handler: Location-based SE Selection

When a pedestrian walks through the sensing area, the structural variation through the sensing area causes the same pedestrian to have SEs with different waveforms despite a consistent gait. When the consistent gait is applied at the same location, the SEs share a similar waveform (Section 6.1). This means that even similar foot strikes are only directly comparable when they are from the close proximity area.

Therefore, to ensure the SEs are comparable, SEs that are from a close proximity from each trace is selected. The trend of the SE energy change can be used as an indicator of their relative locations to the sensor [97]. To use that that, a sliding
window is applied on the SE energy values to smooth the trend change on the trace, which is defined as one individual’s consecutive SE sequence. The value of the sliding windows are then averaged, which smooths the SE energy trend changes. Finally, the peak of the smoothed SE energy sequence is selected as the point indicating the closest proximity of the person to the sensor. We will further discuss the structural variation and effects of location-based SE selection in the load test Section 6.3.1.5.1, and step location evaluation Section 6.3.2.2.

6.3.1.3 Step Frequency Variation Handler

When a pedestrian walks through the sensing area with different step frequency, their footstep-induced structural vibration signal varies. This is the one of the key challenges for gait-based person identification through structural vibration sensing. For a pure data-driven approach, to handle this data distribution variation, a large amount of labeled training data collected from diverse walking speeds is required to achieve robust identification. If the labeled training data misses SEs of a particular walking speed range, the testing classification accuracy for SEs in that range decreases.

FootprintID handles this problem by choosing between supervised learning and an iterative transductive learning method (TSM) based on the detected footstep step frequency. As shown in Figure 6.3, for the testing data with step frequencies in the labeled training data physical attribute’s range, FootprintID applies the supervised learning model directly. Otherwise, FootprintID chooses the transductive learning model [38] and extend the model iteratively [106].

For the implementation of the FootprintID, a Support Vector Machine based transductive learning model is adopted for three reasons: 1) SVM-based methods have proved an efficient classification method for decades [17], 2) compared to a neural network, SVM-based methods require less labeled data in general to achieve accurate modeling [43], which fits the application’s profile, where the data labeling has high manual cost, and 3) the prior work on person identification through footstep induced floor vibration adopts SVM [104], which is the baseline to compare the learning accuracy with.

ITSVM (marked in blue in Figure 6.3), an iterative transductive support vector machine algorithm, resolves the SE variance caused by different step frequencies. In this section, I will first introduce the traditional support vector machine (SVM,
Section 6.3.1.3.1) and how it handles step frequency variation between training and testing datasets. Then I will introduce the transductive SVM (TSVM, Section 6.3.1.3.2) and how we tailor TSVM (Section 6.3.1.3.3, 6.3.1.3.4) to incorporate the physical properties of our data.

### 6.3.1.3.1 Support Vector Machine (SVM)

The Support Vector Machine (SVM) has been widely used to solve classification problems. Given two-class training data \((y_1, x_1), \ldots, (y_l, x_l)\), it aims to find the maximum-margin hyperplane \(w\) by minimizing the following loss function [17]:

\[
\min_{w, b} \frac{1}{2}||w||^2 + C \sum_{q=1}^{l} \max(1 - y_q(w^T \phi(x_q) + b), 0),
\]

where \(x_q \in \mathbb{R}^n, \forall q\) are training samples, \(y_q = \pm 1, \forall q\) are corresponding labels. \(C\) is a penalty parameter balancing regularization term (\(\frac{1}{2}||w||^2\)) and training losses (\(\sum_{q=1}^{l} \max(1 - y_q(w^T \phi(x_q) + b), 0)\)), which control the generalization of the model. The kernel function \(\phi(\cdot)\) in nonlinear SVM, which projects the feature space into a higher dimension [19]. The kernel enables the models with high class-separability and generalization ability, even with a small amount of training data [19, 104].

After obtaining \(w\) with some optimization techniques, the sign of function value \(f(x_q) = w^T \phi(x_q) + b\) decides the class of the test data \(x_q\).

For multi-class problems, most existing multi-class SVM methods decompose the problem into several two-class classification problems [53]. The two commonly used methods are 1) the one-against-one strategy, which trains a model for pairwise classes of training data, and 2) the one-against-rest strategy, which trains a model for every class against the rest of the classes.

The traditional nonlinear multi-class SVM achieved up to 96.5% accuracy in identifying the participants when they walk at a specific speed during a short amount of time [104]. However, when participants walk with different step frequency, we observe significant variations of SE signals across different step frequencies (Section 6.1). When this variation appears between training and testing dataset, the traditional supervised learning may fail (Section 6.3.1.5.2).
6.3.1.3.2 Transductive SVM (TSVM)

Transductive learning utilizes both labeled and unlabeled data in the form on the loss function to take data distribution difference between labeled and unlabeled data into account. The gradually change between the labeled and available unlabeled data (Section 6.1) can be leveraged to improve prediction accuracy when the transductive learning is applied.

Instead of finding a decision boundary with maximal margins over labeled data by SVM, TSVM aims to train a boundary with maximal margins over both labeled data and unlabeled data. Therefore, compared to the loss function in Equation 6.4, TSVM has an additional loss function term representing the margin over all the unlabeled data. Given two-class training data \((y_1, x_1), \ldots, (y_l, x_l)\) and unlabeled data \(x_{l+1}, \ldots, x_{l+u}\), TSVM aims to find the maximum-margin hyperplane \(w\) and bias term \(b\) by minimizing the following loss function:

\[
\min_{w,b} \frac{1}{2}||w||^2 + C_1 \sum_{q=1}^{l} \max(1 - y_q(w^T \phi(x_q) + b), 0) + C_2 \sum_{q=l+1}^{l+u} \max(1 - |w^T \phi(x_q) + b|, 0),
\]

where \(C_1\) and \(C_2\) are the penalty parameters balancing regularization term and training losses over labeled data and unlabeled data, respectively. Intuitively, TSVM tends to find boundaries in regions where there is less labeled and unlabeled data. Thus, it is a low-density separation method studied in transductive learning problems [20].

The binary TSVM can be extended to handle a multi-class problem using a one-against-one or a one-against-rest strategy (Section 6.3.1.3.1). For a \(k\)-class SVM, the one-against-rest strategy solves \(k\) binary SVM problems, each of which treats one class as positive and all the rest as negative, and its accuracy often yields to the one-against-one strategy [42, 53]. Therefore, in this work, the one-against-one TSVM is selected to handle the multi-class problem.
6.3.1.3.3 Refined TSVM (RTSVM)

One potential problem in the one-against-one setting for multi-class TSVM is the irrelevant unlabeled data. For example, in a $k$-class problem, when the binary model for class 1 and 2 is constructed, the unlabeled data is from all $k$ classes, while only the unlabeled data from 1 and 2 is relevant to the binary classification problem between class 1 and 2.

If all the unlabeled data is used, the drawbacks are two-folds. 1) the model accuracy may be low due to the large amount of irrelevant data. When $(k - 2)/k$ percentage of the unlabeled data is irrelevant, the binary TSVM may not effectively capture the information hidden behind the unlabeled data of class 1 and 2. 2) the training of TSVM can be slow due to the large amount of unlabeled data. Note that solving TSVM is a combinatorial optimization problem, where the size of search space grows exponentially when the number of unlabeled data increases. Therefore, the increasing amount of unlabeled data may significantly reduce the training speed. In this case, a refined (selected) unlabeled dataset, which contains less unlabeled test data for modeling, leads to a faster training speed.

A mechanism to refine the relevant unlabeled data for the training of each binary TSVM in the one-against-one setting is designed, which is called RTSVM. In RTSVM, every time the system trains a binary TSVM between class $i$ and $j$, it utilizes supervised SVM to pre-select unlabeled SEs, which are ‘most likely’ to be class $i$ or $j$. The multi-class SVM modeled from the labeled data is used to predict the identity of all unlabeled SEs. Then the RTSVM calculates the most frequently appearing class in each trace as the class of the trace and uses SEs from traces of class $i$ or $j$ for the binary TSVM modeling. RTSVM is an intermediate step in our algorithm.

6.3.1.3.4 Iterative TSVM (ITSVM)

One assumption in the RTSVM method is that for each one-against-one comparison, the unlabeled data and the labeled data are from the same two classes selected based on the SVM results. However, this assumption may not be true all the time, especially when the step frequency variation is large (e.g., step frequencies that are in the range of $\mu \pm 2\sigma$, $\mu \pm 3\sigma$).

On the other hand, for the unlabeled data with step frequencies that have a relatively small difference compared to that of the labeled training data ($\mu \pm \sigma$), the
Figure 6.4: The importance of continuously changing frequency in unlabeled datasets for \textit{TSVM} and the potential modeling error caused by the discontinuity in the unlabeled data.

SVM classification results a higher accuracy and the \textit{RTSVM}, which is built upon that, also results a higher accuracy as well.

From the signal characterization in Section 6.1, it is observed that the dataset between rare and average step frequencies ($\mu \pm \sigma$) are a combination of Step Events with waveforms from those datasets ($\mu$, $\mu \pm 2\sigma$, $\mu \pm 3\sigma$). Therefore, based on those observations, the multi-class \textit{TSVM} model can be trained in an iterative way, which is referred to as \textit{ITSVM}:

1. Step 1, the multi-class \textit{RTSVM} is constructed for the test data in the frequency of $\mu \pm \sigma$. This model can be used to label some unlabeled data in the frequency of $\mu \pm \sigma$. After this labeling procedure, the size of the ‘labeled’ dataset increases. Note that the ‘labeled’ dataset grows in a conservative way. When the \textit{RTSVM} result confidence is higher than a threshold, the system labels the unlabeled data. The system calculates this confidence as the percentage of unlabeled SE’s in a single trace predicted to be the same class by \textit{RTSVM}. The updated labeled dataset is across the frequencies of $\mu$ and $\mu \pm \sigma$, which allows the SVM with rare step frequency data to achieve higher accuracy compared to the SVM...
2. Step 2, based on the updated labeled dataset, the multi-class RT SVM is constructed with the test data with step frequencies of $\mu \pm 2\sigma$ and $\mu \pm 3\sigma$.

The transductive learning model is constructed with both the data of rare step frequencies ($\mu \pm 2\sigma$ and $\mu \pm 3\sigma$) and the data used in the Step 1 ($\mu$ and $\mu \pm \sigma$). The data from Step 1 is used because of the low-density separation intuition behind TSVM [20]. When there is a continuous changing in the unlabeled data from different frequencies, the TSVM is more likely to locate the true decision boundary.

The low-density separation cases are illustrated in Figure 6.4. Figure 6.4 (a) shows the intuition data distribution of all unlabeled data (between $\mu$ and $\mu + 3\sigma$), and (b) demonstrates the intuition data distribution of rare step frequencies (between $\mu + 2\sigma$ and $\mu + 3\sigma$). If the data with frequency $\mu + \sigma$ (similarly, $\mu - \sigma$) is excluded in the unlabeled set when training TSVM, the sparsity of data in $\mu + \sigma$ region may place the TSVM’s hyperplane in that region.

### 6.3.1.4 Trace Identity Calculation

Once FootprintID conducts identity estimation on each SE using the classification algorithm introduced above, it further combines the results of each SE in a trace to estimate the identity of each trace. Since each trace can be assigned to one person, utilizing multiple data points (SEs) would improve estimation accuracy [104]. FootprintID conducts a vote and selects the most frequent ID as the representative of the trace ID.

Furthermore, for each trace, the system calculates the confidence of the identification decision. Then, based on the identification accuracy requirement for different applications, the system assigns the traces with confidence values lower than the application-based threshold as ‘unknown’. The trace level decision confidence is calculated from the step-level prediction confidence values. As aforementioned, for each SE, the step-level prediction confidence is calculated from outputs of one-against-one SVM or ITSVM in FootprintID. Therefore, for a $k$-class problem, a number of $k \times (k - 1)$ pairwise decision confidence can be obtained. For an SE predicted as class $i$, there are $k$ one-against-one (binary) SVM or ITSVM models. Each of these models predicts a class with the confidence $c_j$, where $j \in \{1, 2, \cdots k\}$. This confidence score $c_j$ is calculated from the distance between the sample $\mathbf{x}$ and the hyperplane $\mathbf{w}$ of
the $j$-th (binary) SVM or ITSVM model as $d_j = \frac{w^T \phi(x) + b}{|w|}$, by linearly normalize the $d_j$. The confidence of this data point being classified as class $j$ is $C_{\text{step}} = \sum_{j=1}^{k} c_j$.

Note that the scale range of different binary SVM or ITSVM's confidence $c_j$ may vary for different $j \in \{1, 2, \cdots k\}$. Thus, in practice, for each binary SVM or ITSVM, their prediction confidences are linearly normalized into the same scale range $[0, 1]$. The trace-level prediction confidence is then calculated based on the step-level prediction confidence of partial steps in this trace. Assume the system predicts a trace with $m$ steps as class $i$ after the vote, and there are $n$ steps in this trace predicted as class $i$. For each step in these $n$ steps, the corresponding prediction confidence is $C_{\text{step}}^p$, where $p \in \{1, 2, \cdots, n\}$. Then the system calculates the trace-level prediction confidence as $C_{\text{trace}} = \sum_{p=1}^{n} C_{\text{step}}^p$.

6.3.1.5 Experimental Settings

Three experiments are conducted with varying parameter control levels to evaluate the system: 1) the load test with tennis ball-drops, 2) the human walking experiments with controlled step frequencies, and 3) the uncontrolled human walking experiments. The load test is designed to investigate the sensing area's vibration response characteristics, therefore, the impulse source and location are controlled. The analysis from the load test is used to select the clustering threshold introduced in Section 6.1 to take the structural variation into account. The human walking experiments are designed to investigate different system parameters and evaluate algorithm robustness. In the controlled walking experiment, the step frequency of each participant is the controlled variable. The uncontrolled experiment is designed to evaluate the overall system robustness in realistic scenarios.

6.3.1.5.1 Structural Variation: Load Test with Ball-drops

In the load test, ball drops are used as the source of consistent impulse excitation at different locations. These signals are used to understand location-based variation in the structural vibration responses. Human footsteps are subject to human behavior randomness, therefore ball drops are used here to isolate the structural factors.

To understand the location-based variation in structural vibration responses, the controlled impulses are generated by ball-drops from a designated height. At each location, five ball drops are conducted from approximately 2ft above the floor for
consistency. Therefore, when the impulse signals at different locations demonstrate variation, it is considered as the effects of the structural difference. Based on the structural difference-caused signal variation, the threshold to cluster the SEs in Section 6.1 are selected indicating negligible differences caused by structural variation.

Figure 6.5 shows the experimental setting for the load test, where five impulse locations that are two feet from the adjacent impulses and two feet from the sensor for the impulse 3. The structural variation analysis from the experiments are shown in Figure 6.6. The variation between signals from the same location is relatively low (with an average cross-correlation value of 0.96) as compared to signals from different locations. In different locations, the signal change from one location to another can be large, e.g., the impulse 1 and the impulse 5 have an average cross-correlation value of 0.58. Since the impulse 1 and the impulse 5 have the same distance to the sensor, the variation in the vibration signal is caused by structural variation instead of the dispersion effects.

The average value of the cross-correlation between impulse signals two feet away from each other is 0.87. The signals that are within two feet of each other (the adjacent testing locations) always have over 0.84 cross correlation value, which is then used as the threshold for the hierarchical clustering as aforementioned. This means that the SEs clustered together have less variation than the variation the same impulse applied a step-distance away might have from structural factors, i.e.,
the structural variation is negligible within a cluster.

These observations explain two situations observed from the signal characterization in Section 6.1: 1) when a person walks by a sensor, their steps at different locations within the sensing range look different, even when their gait is similar and 2) if a person passes by a location multiple times, the footstep signal from different traces at locations in close proximity look similar. These two observations are the foundation of the structural variation handler in the algorithm.

6.3.1.5.2 Step Frequency: Human Test with Controlled Step Frequency

In order to test the system in a practical setting, a sensing node is deployed in a hallway as shown in Figure 6.7. Participants are asked to walk through the hallway passing by the sensor. 10 students (between the ages of 20 to 29, eight males and two females) volunteered to participate the experiments and walked in a 30ft × 6ft hallway. The deployed sensor can obtain between 10 to 15 steps’ signals from each trace signal, and FootprintID selects the seven steps that are closest to the sensor from each trace for analysis.

The participants are told to step with the metronome beats to control their
step frequency. The metronome beats are selected based on the statistics from a survey [95], which are listed in Table 6.1. They were asked to wear flat bottom shoes that they are comfortable with when walking fast and for a long time. Note that in the controlled experiments, the participants are asked to follow the metronome beats as consistently as possible. If the beats are too fast for them to physically follow while walking, they are encouraged to walk as fast as they can instead of jogging or running. This is because that the jogging and running would cause different gait changes compared to walking at different speeds and hence fall out of the scope of this section.

Furthermore, even when the participants are asked to follow the frequency of the metronome, their step frequency might still vary due to the randomness in human behavior. Figure 6.8 (a) shows the detected average step frequency of all participants under different controlled step frequencies (x-axis). These step frequencies are listed in Table 6.1, where the first column is the person ID, the first row displays the relative frequency of the metronome under a setting calculated from prior works [95] to represent the general step frequency range people may apply.

![Figure 6.7](image)

**Figure 6.7:** The human walking experiment conducted in a hallway.

<table>
<thead>
<tr>
<th>Gender</th>
<th>$\mu - 3\sigma$</th>
<th>$\mu - 2\sigma$</th>
<th>$\mu - \sigma$</th>
<th>$\mu$</th>
<th>$\mu + \sigma$</th>
<th>$\mu + 2\sigma$</th>
<th>$\mu + 3\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>95</td>
<td>103</td>
<td>111</td>
<td>119</td>
<td>127</td>
<td>134</td>
<td>142</td>
</tr>
<tr>
<td>Female</td>
<td>98</td>
<td>107</td>
<td>116</td>
<td>125</td>
<td>134</td>
<td>143</td>
<td>152</td>
</tr>
</tbody>
</table>

**Table 6.1:** Metronome frequencies (beats/min)
6.3.1.5.3 Uncontrolled Experiments

The uncontrolled experiments were conducted to evaluate system performance when the pedestrians walk at their natural speeds. The uncontrolled experiments are conducted on the same day as the controlled experiments, so that the participant’s physical condition as well as the shoes remain the same as the controlled experiments. The participants were asked to walk along the hallway in a way as comfortable as they would like to.

The experiment settings are the same as discussed in Section 6.3.1.5.2, except that the participants are asked to walk based on their natural step frequency. When they are asked to walk in their self-selected pace, their step frequency shows a different range as shown in Figure 6.8 (b). For example, Person 1’s self-selected step frequency is around 100 step/min, which is a value between the controlled experiment frequency $\mu - 2\sigma$ and $\mu - 3\sigma$. As shown in Figure 6.1 (b), his SE cluster pattern for self-selected frequency (SpeedID 8) is similar to that of $\mu - 2\sigma$ and $\mu - 3\sigma$ (SpeedID 136).
1 and SpeedID 2), meaning at a specific step frequency, a person’s gait is stable possibly due to the individual physical character.

6.3.2 Metrics and Parameters

The prediction accuracy is a common metric used for classification problems. The parameters that may affect the prediction accuracy include 1) the amount of labeled training data and 2) the distribution of the labeled data. Therefore, in the baseline experiments, different training and testing data combinations with the SVM algorithm are compared to understand the properties of the data distribution. All the baseline experiments produce the trace level identification accuracy (majority vote of 7 consecutive SEs from the area that is closest to the sensor) as the final results. There are three main aspects that may affect the identification accuracy, which are respectively 1) the amount of the training data (Section 6.3.2.1); 2) the location of the selected Step Events (Section 6.3.2.2); and 3) the step frequency of the training/testing datasets (Section 6.3.2.3). In this section, these factors are analyzed with the supervised learning method SVM.

6.3.2.1 Amount of the Training Data

The amount of labeled training data affects the SVM classification accuracy. If the training and testing datasets share the same data distribution, the more labeled training data the system has access to, the higher accuracy the system achieves. Figure 6.9 (a) shows the identification accuracy of SVM when the number of labeled training data increases from 1 to 9. Three accuracies are presented under different amount of training data, including 1) step level accuracy, 2) selected step (closest to the sensor) accuracy, and 3) trace level accuracy. The results are of 10 fold cross validation.

When the amount of labeled dataset increases, the accuracies increase. When the model is trained with only 1 trace, the system achieves 60% for step level accuracy, and 80% for trace level accuracy. The selected step shows higher accuracy than that of the overall steps, however it is lower than the trace level decision. The result that considers multiple footsteps achieves significantly higher accuracy. When the amount of the training data increases to 6 traces, the step level accuracy rises to 83%, and the trace level accuracy achieves up to 97%. Both the step and trace level accuracies
shows no clear increment for the cases where the amount of labeled training data is beyond 6 traces.

### 6.3.2.2 Step Location of the Training Data

Due to the structural variation, the corresponding locations of the detected SEs affect the data distribution. As aforementioned in Load Test (Section 6.3.1.5.1), when excitation impulses happen in the same area, their signals show consistency
in waveforms. On the other hand, if they are in different areas, their signals show
differences in waveforms. As a result, when the training and testing SEs are from
the same area, the identification accuracy is higher than those from different areas
due to the consistency in waveforms.

To investigate the SE location effect on the learning accuracy, the sensing area
for each sensor is further separated into five sub-areas (with three consecutive SEs
in each sub-area). Each two consecutive sub-areas are one SE away from each other.
The experiments are carried out to train with SEs only from one sub-area and test
on the SEs from each sub-area. The identification accuracies are shown in Figure 6.9
(b).

When the training and testing datasets are from the same area based on their
approximate localization (diagonal values’ average is 90%), the identification accuracy
is higher than those when the areas are far away from each other (32% and 40%
respectively). In addition, the SEs from areas closer to Area 5 shows a higher
accuracy when train and tested on them, compared to those from Area 1. The
average accuracy in Area 4 and Area 5 is 93.5% and the average accuracy in Area
1 and Area 2 is 85.5%. This could be caused by a more homogeneous structural
condition in Area 5, which leads to a higher classification accuracy. To summarize,
selecting the SEs from the same area for modeling and classification allows higher
identification accuracy.

6.3.2.3 Step Frequency of the Training Data

Other than SE location, the corresponding step frequencies affects the data distribu-
tion as well. Experiments are carried out where the model is built with training data
only come from one step frequency, while the test is on SEs from each step frequency
separately. Figure 6.9 (c) shows the identification accuracy for SE trained on step
frequency listed on x-axis, and tested on SEs from step frequencies listed on y-axis.

The results are shown in Figure 6.9 (c), where the diagonal values in the matrix
are the highest through all the rows, reaching an average of 96% accuracy. This
result verifies our assumption that the closer the training and testing datasets’ step
frequencies are, the higher the step identification accuracy is. For each evaluated
step frequency, the one level lower/higher frequency shows slight decrease in the
identification accuracy, which has an average value of 76%. As for the step frequencies
that fall outside of the $\mu \pm \sigma$ range, the accuracy drops significantly.

Those results indicate that the identification accuracy is higher when the step frequency gap between training and test data is smaller and further motivate us to build our model in an iterative way by ITSVM.

6.3.3 Experiment I: Algorithm Analysis

The controlled experiments evaluate the algorithm robustness especially through testing data with different step frequencies discussed in Section 6.3.1.5.2. In this section, the following aspects of the evaluation are explored: 1) how FootprintID outperforms traditional SVM and how well each component of the algorithm works (e.g., SVM v.s. TSVM v.s. RTSVM v.s. FootprintID), 2) what is the run-time for the aforementioned algorithms components, 3) how well each algorithm components perform with the dataset of the particular data distribution (of each step frequency), 4) how does the thresholding on decision confidence affect the final identification accuracy, and 5) how biased datasets affect the algorithm performances.

6.3.3.1 Algorithm Components Comparison

To understand the contribution of each component in the algorithm, four different settings of the algorithm and their identification accuracies are compared. For the traces of the average step frequency $\mu$, 6 traces are used as the labeled training data and the remaining 4 as testing data. For the traces of other step frequencies, 4 out of 10 are used as the testing data to match the dataset size. The cross validation is conducted 10 times for each test case.

$SVM^{light}$ [57] is used to run SVM and TSVM in the experiments. For SVM in Equation (6.4), the RBF kernel is used, where $\phi(x_i)\phi(x_j) = exp(-\gamma |x_i - x_j|^2)$. The key parameters $\gamma$ and $C$ are set as 1 and 16 respectively. This parameter set achieves the highest accuracy in the 5-fold cross validation on the labeled dataset.

For TSVM in Equation (6.5), the RBF kernel is used with the key parameters $\gamma$ and $C_1$ are 1 and 16. The weight $C_2$ of the loss function introduced by the unlabeled data is set as 1, which follows the default setting in $SVM^{light}$. In this case, $C_1$ is larger than $C_2$, meaning that the model gives a higher weight to the loss of the labeled data than that of the unlabeled data. For ITSVM, the high confidence threshold of value 70% is used to determine if the unlabeled SEs in a trace can be labeled based
on RTSVM results. The threshold is selected empirically that indicates the expansion of the model is based on over 70% similarity between labeled and unlabeled data.

6.3.3.1.1 Case I: Support Vector Machine (SVM)

The system only applies SVM on the labeled training data, and the identification accuracies are shown as the dark blue bars in Figure 6.11 (a). When the model is trained on SEs of the average step frequency $\mu$, the identification accuracy on SEs of the same step frequency achieves as high as 98%. On the other hand, when tested on SEs of rare step frequencies ($\mu \pm 2\sigma$ and $\mu \pm 3\sigma$) data demonstrate tremendous decrease, e.g., the rare step frequencies like $\mu \pm 3\sigma$ drop down to 10% and 16% accuracy. The overall accuracy on datasets of all step frequencies shows an average of 43%. As discussed in Section 6.3.2.3, the more similar the training and testing step frequency, the higher the identification accuracy.

6.3.3.1.2 Case II: Transductive SVM (TSVM)

The system applies the transductive SVM without refining/selecting unlabeled data in each pairwise decision. The identification accuracies are shown in Figure 6.11 with light blue bars. For datasets with step frequencies within the range of $\mu \pm \sigma$, the TSVM achieves 57% accuracy, which is 20% lower than that of the SVM. For datasets with step frequencies outside the range of $\mu \pm \sigma$, the TSVM achieves similar average accuracy compared to that of the SVM, which is 17%.

As aforementioned in Section 6.3.1.3.2, the multi-class SVM is built upon binary-class SVM, and the irrelevant cases overfit the model. Therefore, this inaccurate model reduces the accuracy of the testing identification compared to use SVM. Despite the overfitting, the SEs of rarer step frequencies achieves similar accuracy compared to the similar average accuracy due to the consideration of the unlabeled data in modeling.

6.3.3.1.3 Case III: Refined TSVM (RTSVM)

In this case, the system applies the transductive SVM and refines the binary-class TSVM by only taking the selective subset of unlabeled data. As aforementioned in Section 6.3.1.3.3, this subset of unlabeled data is selected by applying SVM and choosing the data with corresponding classes.
Figure 6.11 shows the identification accuracy using RTSVM with light green bars under different test data scenarios. For SEs with step frequencies within the range of \( \mu \pm \sigma \), the TSVM achieves 77% accuracy, which is similar to that of the SVM. Since the selective unlabeled data in the binary-class transductive learning process has a higher precision than that in the TSVM, the final accuracy increases compared to the TSVM as well. For SEs with step frequencies outside the range of \( \mu \pm \sigma \), the RTSVM outperforms the SVM by an average increment accuracy of 5% due to the incorporation of the unlabeled data characteristics.

6.3.3.1.4 Case IV: Iterative TSVM (ITSVM)

In this case, we evaluate the final setting of the presented algorithm. First of all, for traces with step frequencies in the range of the labeled training dataset, the system applies supervised learning (SVM) directly. Then, the system further selects the Step Events with higher confidence in the first iteration of transductive learning to improve the accuracy of the additional labels. The accuracy of the rare step frequency (\( \mu \pm 3\sigma \)) datasets increases tremendously from 10% to 36% and 16% to 38%, approximately \( 2.85 \times \) average improvement. The overall accuracy on datasets of all step frequencies shows an average of 62%, \( 1.5 \times \) improvement compared to that of the SVM.

6.3.3.2 Algorithm Run-time Comparison

The run-time of the aforementioned algorithm components are further compared to estimate the scalability of the system. Table 6.2 shows the average and the standard deviation of the run-time of the step level identification (10 times cross validation).

6.3.3.2.1 Experimental Run-time

The SVM algorithm shows sensitivity on the amount of labeled training data as shown in the first column (trained with only SEs of step frequency \( \mu \)) and the second column (trained with SEs of all step frequencies). When the labeled training data size increased \( 7 \times (\mu \text{ v.s. } \mu - 3\sigma...\mu + 3\sigma) \), the run-time increases about \( 9.7 \times \).

When TSVM is applied, the amount of the labeled and unlabeled data used to train the model is similar to the SVM trained with SEs of all step frequencies. For this case, the run-time increased almost \( 40 \times \) compared to that in the second column.
<table>
<thead>
<tr>
<th>Algorithms</th>
<th>SVM (train: ( \mu ))</th>
<th>SVM (train: all)</th>
<th>TSVM</th>
<th>RTSVM</th>
<th>ITSVM (FootprintID)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runtime Avg. (s)</td>
<td>0.8724</td>
<td>9.7886</td>
<td>382.4303</td>
<td>74.7586</td>
<td>218.9920</td>
</tr>
<tr>
<td>Runtime Std. (s)</td>
<td>0.0496</td>
<td>0.9174</td>
<td>94.8886</td>
<td>8.3837</td>
<td>18.9385</td>
</tr>
</tbody>
</table>

Table 6.2: Runtime comparison for 196 testing footsteps over different algorithms [106].

RTSVM, on the other hand, decreases the run-time \( 5 \times \) compared to TSVM by refining the unlabeled data used in modeling. ITSVM (FootprintID) takes about \( 2.8 \times \) the run-time compared to RTSVM because of the iteration. Yet, the run-time of ITSVM is lower than that of the TSVM.

Then for ITSVM, the average run-time to identify each SE is evaluated in Figure 6.10. Figure 6.10 (a) compares the average run-time per SE when the number of classes increases. The average run-time increases almost linearly with the increase of the number of classes. When there are two iterations, the increase ratio is almost \( 3 \times \) of that in the first iteration.

Figure 6.10 (b) shows that the total run-time increases when the number of unlabeled data increases. However, the average run-time for each SE decreases for the first iteration and remains stable for the case of two iterations. Although the total run-time is a monotonic increasing function of the amount of unlabeled data, the average run-time for unlabeled SEs is not. The increasing or decreasing trend is determined by the ratio of labeled and unlabeled data.

On the other hand, Figure 6.10 (c) shows the relation between the average run-time and the number of labeled data provided. For both the first iteration and two iterations cases, the average run-time per SE increases with the increase of the labeled training data.

6.3.3.2.2 Time Complexity Analysis

The time complexity of the aforementioned algorithm components are analyzed in this section. Note that the number of labeled data samples is \( l \), the number of unlabeled data samples is \( u \), and there are \( n \) users to be classified in the system. Each experiment, the local search algorithm runs \( T \) repetitions in TSVM and runs \( k \) iterations in ITSVM.

In SVM\(^{tight}\), optimizing the loss function of TSVM is a combinatorial optimization
problem, which is solved by a local search algorithm. In each repetition of the local search, an SVM is trained by the quadratic programming. In that case, the time complexity of $\text{TSM}$ and $\text{RTSVM}$ is $O(T(l + u)^2n^2)$. The time complexity of $\text{ITSVM}$ is $O(kT(l + u)^2n^2)$. In contrast, the time complexity of $n$-class SVM is $O(l^2n^2)$.

Based on this time complexity analysis, we further explain the runtime shown in Figure 6.10: Average runtime for each tested footstep over different (a) number of class, (b) amount of unlabeled data, and (c) amount of labeled data.
Table 6.2. When compared to the \( n \)-class SVM, TSVM takes \( T \) repetitions as opposed to 1 for SVM. In addition, the amount of the unlabeled data \( u \) makes each repetition longer. Therefore, TSVM takes multiple times the run-time compared to that of SVM.

RTSVM, on the other hand, has a smaller amount of unlabeled data compared to TSVM since its data is selected, resulting in a lower run-time.

Compared to RTSVM, ITSVM (FootprintID) has a higher run-time because ITSVM takes more iterations to train the final model. ITSVM (FootprintID) has a lower run-time compared to TSVM, because ITSVM also only uses partial unlabeled data. Despite the run-time increase due to the calculation repetitions introduced by the TSVM, the time and cost to collect labeled data, which takes hours, is more than the run-time difference shown here.

### 6.3.3.3 Step Frequency Accuracy Comparison

Since the step frequency is the main factor that affects the algorithm accuracy, the identification accuracies with testing SEs of different step frequencies are compared here. Figure 6.11 shows the ID accuracy of aforementioned algorithm components.
under different testing SE distribution.

Figure 6.11 (a) shows a tremendous drop in identification accuracy from $\mu \pm \sigma$ to $\mu \pm 2\sigma$ when supervised learning method (SVM) is used. The TSVM and RTSVM shows similar accuracy decreasing trends as the SVM at the extreme step frequencies ($\mu \pm 3\sigma$). However, compared to SVM, RTSVM shows an improvement at the step frequencies of $\mu \pm 2\sigma$. The ITSVM (FootprintID) shows a significant improvement compared to all the other algorithm components especially in the extreme step frequencies of $\mu \pm 3\sigma$.

Figure 6.11 (b) presents the average identification accuracy within the step frequency range listed in the x-axis as a demonstration of the overall identification accuracy on SEs of different step frequencies. The performance of the supervised learning (SVM) shows better accuracies when compared to RTSVM when the step frequencies of the datasets are closer to the labeled training data. This is because the supervised model describes the same type of dataset more accurately. The improvement of ITSVM (FootprintID) compared to SVM is larger when the difference between testing and training data’s step frequencies is larger (e.g., testing on $\mu \pm 3\sigma$ and training on $\mu$).

6.3.3.4 Decision Confidence and Thresholding

In many applications, identifying users as unknown is more tolerable than making wrong predictions. Therefore, FootprintID further utilizes the decision confidence calculated for each trace to determine whether to output an ID from the labeled dataset or as unknown. The trace-level decision confidence for a trace is calculated as discussed in Section 6.3.1.4. Figure 6.12 demonstrates the identification accuracy after thresholding on the trace-level decision confidence of the ITSVM prediction shown in Figure 6.11 (b). When the threshold is not applied (Confidence threshold is 0), all trace decisions are considered confident and the identification accuracy is as discussed earlier in Case IV: Iterative TSVM (ITSVM). For the SEs within the distribution range of $\mu \pm 3\sigma$, when the threshold value is increased to 0.227, the ratio of the traces labeled ‘unknown’ goes up to 50%, and the accuracy increases to 83% from 62% without thresholding. When the unlabeled data distribution range decreases, i.e., when not considering rare step frequency data, the corresponding identification accuracy as well as the confident ID ratio increase. Figure 6.12 shows
Figure 6.12: Decision confidence thresholding on ITSVM results from Figure 6.11 (b) [106].

In general, the dataset of a specific step frequency of a participant can be insufficient or sufficient. The definition of insufficient and sufficient indicates the degree of bias. When the number of people with sufficient dataset is high, the identification accuracy should increase. When the dataset of different step frequencies have a different bias, e.g., only the rare step frequencies are biased, the identification
accuracy varies too.

In the rest of this section, we, first of all, select the biased step frequencies based on different scenarios. Then we go through the different combination of degree of bias and the number of people with sufficient datasets.

6.3.3.5.1 Bias Variable I: Degree of Bias

We define the degree of bias as the definition of a sufficient and insufficient unlabeled dataset for each participant. That is, how much bias appears between the participants who show up in the sensing area most often? Here we investigate the cases when the unlabeled data ratios are are 1:8, 2:7, 3:6, and 4:5 for people who show up less often (having insufficient dataset sizes) v.s. those who show up often (having sufficient dataset sizes).

6.3.3.5.2 Bias Variable II: Number of People with Sufficient Dataset

The scenarios where some of the participants have a sufficient unlabeled dataset, while the rest have an insufficient unlabeled dataset are evaluated in this section. I.e., how many people show up often (having sufficient dataset sizes)? For example, when only a small number of people have a sufficient unlabeled dataset, the system may have lower accuracy comparing to when a large number of people have a sufficient unlabeled dataset.

6.3.3.5.3 Bias Variable III: Step Frequencies

When different step frequencies are biased differently, will the system performance be affected by the difference in the bias as well? That is, which iteration of biased datasets affects the system performance more?

6.3.3.5.4 Analysis on Data Bias

Figure 6.13 demonstrates the comparison of the identification accuracy regarding these three factors. As shown in both (a) and (b), when the gap between sufficient and insufficient are large (insufficient:sufficient dataset size is 1:8), the identification accuracy is lower for all cases. When even number people have insufficient and sufficient datasets, the accuracy actually drops when the degree of bias is large. This
Figure 6.13: Identification accuracy drop of biased datasets compared to fair datasets [106]. (a) All step frequency unlabeled data is biased between participants. (b) The rare step frequency unlabeled data is biased between participants.

is because when the size of a dataset is too small, the estimation tends to have a higher error rate, which is expected from the analysis in Section 6.3.2.1.

The accuracy of insufficient and sufficient datasets respectively is further analyzed to made the following observations: 1) the sufficient dataset cases have similar accuracy; 2) for the insufficient dataset cases, the accuracy increases when the number of people with sufficient datasets increases. The later happens because when more people are identified accurately, the error for the rest of the decision decreases as well. Hence, due to the portion of the insufficient and sufficient dataset, the second row (5 people with insufficient datasets and 5 people with sufficient datasets) is lower than the first row (1 person with a sufficient dataset and 9 people with insufficient datasets).

On the other hand, the third column (bias 3:6) in the third row (1 person with an insufficient dataset and 9 people with sufficient datasets) outperforms the second (bias 2:7) and the fourth column (bias 4:5) in the third row. This could be caused by a higher accuracy of the majority population (9 people with sufficient datasets) when compared to the fourth column, and a higher accuracy of the minority population (1 person with insufficient datasets) when compared to the second column.

When comparing the cases in which all unlabeled datasets are biased by a person (Figure 6.13 (a)) v.s. only the rare step frequencies dataset are biased by a person (Figure 6.13 (b)), the latter achieves higher accuracy especially when the degree of
bias is high and the number of people with sufficient datasets is low. This is because when the first iteration of datasets is sufficient, the estimation has higher accuracy and therefore the new labeled data has a label with higher accuracy, hence the model describes the data more accurately.

When the dataset is biased, the identification accuracy can be further improved by tuning the confidence threshold. As discussed in Figure 6.12, when the unlabeled dataset is large enough, the threshold used to select additional labels from the RTSVM results can be increased. The more accurate the first iteration model is, the more accurate the final results will be, as shown in the comparison between cases in Figure 6.13 (a) and (b).

6.3.4 Experiment II: Algorithm Robustness

FootprintID is further evaluated with uncontrolled experiments where pedestrians walk through the sensing area one at a time with their natural walking form. The uncontrolled experiment is conducted with the unlabeled data used in the controlled experiment as the observed historical unlabeled data (Section 6.3.1.3.4) and add the uncontrolled data set as the new unlabeled data.

As discussed in Section 6.3.1.5.2, when the participants are asked to walk with their natural form, their step frequencies vary as shown in Figure 6.7. Four algorithms (SVM, TSVM, RTSVM, and ITSVM) are studied on the uncontrolled experiment data. Average identification accuracy values are compared in Table 6.3.

Three modeling settings are investigated and listed in the table: 1) the system takes the labeled data with step frequency $\mu$ and unlabeled historical data with step frequency between $\mu \pm 3\sigma$ as well as the uncontrolled data to build the model, 2)

<table>
<thead>
<tr>
<th>Models</th>
<th>SVM</th>
<th>TSVM</th>
<th>RTSVM</th>
<th>ITSVM (FootprintID)</th>
</tr>
</thead>
<tbody>
<tr>
<td>labeled: $\mu$, unlabeled: $\mu \pm \sigma$, $\mu \pm 2\sigma$, $\mu \pm 3\sigma$, uncontrolled</td>
<td>56%</td>
<td>52%</td>
<td>52%</td>
<td>67%</td>
</tr>
<tr>
<td>labeled: $\mu$, unlabeled: $\mu \pm \sigma$, $\mu \pm 2\sigma$, $\mu \pm 3\sigma$</td>
<td>56%</td>
<td>54%</td>
<td>51%</td>
<td>67%</td>
</tr>
<tr>
<td>labeled: $\mu$, unlabeled: uncontrolled</td>
<td>50%</td>
<td>22%</td>
<td>22%</td>
<td>45%</td>
</tr>
</tbody>
</table>

Table 6.3: Classification accuracy comparison for 196 testing footsteps over different algorithms [106].
the system takes the labeled data with step frequency \( \mu \) and unlabeled historical data with step frequency between \( \mu \pm 3\sigma \) to build the model, and 3) the system takes the labeled data with step frequency \( \mu \) and the uncontrolled data to build the model. These three settings are representatives of different stages of the system. The first modeling represents the stage where the model is still growing. The second modeling is the closest to the system after a bootstrap phase. The third modeling is the stage when there is not enough historical data yet. When the model covers SEs with enough range of the walking step frequency, the extra unlabeled data does not necessarily increase the identification accuracy (67% for the first and the second model). In addition, when there is not enough gradually changing historical data like that shown in Figure 6.4, the system may end up with a lower accuracy when compared to SVM (45% for the third model).

When using \textit{ITSVM}, the system determines the step frequency range that applies supervised SVM as between 116 and 122 steps/min, which is the range of the labeled data with walking speed \( \mu \) shown in Figure 6.7 (c). Step frequency values of the SEs from uncontrolled traces spread out between \( \mu - 3\sigma \) and \( \mu + \sigma \). Therefore, the improvement on the \textit{ITSVM} is mainly due to the higher identification accuracy on the low step frequency data.

The ‘unknown thresholding’ changing and its effects on the identification accuracy using \textit{ITSVM} is demonstrated in Figure 6.14. For certain applications, the system can report the identify only when the prediction confidence score is beyond a pre-defined threshold. Otherwise, the system predicts the identify as "unknown" [104]. Figure 6.14 shows the corresponding identification accuracy under different thresholds. When FootprintID thresholds on half of the high confidence trace, the identification accuracy rises from 67% to 90%.

6.4 Related Work

In this section, prior works related to the ILPC algorithm and FootprintID system implementation, including gait kinetic (Section 6.4.1), person identification sensing methods (Section 6.4.2), and transductive transfer learning (Section 6.4.3), are discussed.
6.4.1 Gait Kinetics

Kinetics of human gaits usually refers to the study on 1) forces passing through the joints, 2) force plate embedded in the floor records, and 3) ground reaction force vectors. Study have shown that the force that a human subject applies to the ground can be used for identification of animals and human beings [141]. Further investigation on the ground’s reaction to the force of indoor human footsteps also indicates the possibility of identifying pedestrians through the measurement of the force applied on the floor [83, 96]. The excitation force induces shape changing on the pressured part of the floor and vibrations of the structure [13]. The prior work focuses either on the gait’s ground reaction force or the structural vibration induced by an excitation force, and the connection between these two are missing. We focus on the footstep-induced vibration sensing, which 1) allows sparse deployment due to the wave propagation properties in structure and 2) captures the gait kinetic information for identification purposes.

Figure 6.14: The accuracy of the uncontrolled experiment in which people walk at their natural frequency [106].
6.4.2 Person Identification Sensing Methods Comparison

Various of sensing methods have been explored to obtain person identification in the indoor environment. They mainly fall into a few categories, including vision [24, 98, 139, 151], RF [155, 164], mobile [90, 144], inertial sensors [37, 80, 124], acoustic [9, 39], and vibration [32, 104] based methods.

Vision-based methods extract visual biometrics of an individual, including facial structure [12, 24], hand geometry [98, 128], and gait [139, 151]. Although the accuracy of the identification is high, the systems often require a clear visual path. This makes it a challenge to utilize them in a surveillance scenario or ubiquitous sensing without requiring them to interact with a sensing system. On the other hand, RF based methods overcome such problems, and have been explored to obtain a variety of information about people in an indoor environment [155, 164]. This type of method often requires the sensing target to be between a pair of transmitters, therefore they require dense deployment to achieve high accuracy information inquiry. Furthermore, such data-driven approaches usually require a large labeled training set, which makes the deployment of the system a challenge.

Mobile-based methods [90, 144] utilize the relation between the sensing target and the device with a unique ID, and assume each target will carry the registered device. Another way to identify pedestrians with mobile devices uses inertial sensor based methods [37, 80, 124], which is through the gait information reflected on the motion. However, these mobile device related methods require wearable devices on the pedestrian to obtain the gait information. Therefore, it might be difficult to use when deployed in applications such as elderly care or patient care, in which people may not carrying their phones all the time.

Acoustic- and vibration-based methods have their similarities [32, 104]. Compared to acoustic sensing, vibration sensing is less sensitive to the audible noise in the environment. However, both are data-driven approaches and require a large amount of the labeled training data to achieve robust identification. In this paper, we presented our system FootprintID, a vibration-based method that takes physical insights into account and allows robust identification with a limited amount of labeled training data.
6.4.3 Transductive Transfer Learning

Transductive learning is a technique that addresses the distribution change between training and test data, including self-training, low-density separation, and graph-based methods [20]. Low-density separation methods, such as Transductive SVM (TSVM) [20, 58], tend to place decision boundaries where the unlabeled data has low density. The graph-based methods (GSSL) [171] construct a graph where the nodes are the labeled and unlabeled data points. In addition to having good accuracy in the labeled training data, the graph-based methods learn a model where the prediction of unlabeled data is smooth in the constructed graph. Previous works [16, 72, 73, 74, 148] show that traditional transductive learning methods such as TSVM and GSSL, may have decreased accuracy with unlabeled data in the model training. To avoid accuracy decrease, unlabeled instances are selectively used in the transductive learning [72, 74, 148].

6.5 Chapter Summary

In this chapter, an iterative learning method that takes physical attributes into account is presented to tackle the challenge of data distribution gradually change between the training and testing datasets. The algorithm iterative applies the transfer learning that can handle limited data distribution changes to the selected unlabeled data. The selection of the unlabeled data is based on the measurable/sensible physical attributes, which is the key to achieving high learning accuracy with labeled data of limited data distributions.

An indoor pedestrian identification system – FootprintID – is then presented as an implementation of this physical attributes guided iterative learning methods. The physical attributes guided iterative learning achieves $1.5 \times$ increase in identification accuracy on all footstep frequency data and $3 \times$ increase on identification accuracy on extreme footstep frequency data.
In conclusion, this thesis introduced a structural vibration based indoor human information acquisition system. The system utilizes the structures as the extension of the sensor to achieve non-intrusive sparse information acquisition on people in the indoor environment. The challenges of utilizing this sensing method comes from the complexity of the physical world and can be summarized to three folds: 1) obtain high fidelity sensing signal for detailed information learning, 2) conduct accurate signal characterization to extract precise features that describe the information, and 3) learning accurate human information with limited labeled data.

To handle these challenges, a methodology is introduced in this thesis: utilizing physical insights to guide the sensing and learning process – the understanding of the physical world (i.e., structure and human in our case) can be used to enhance each phase of the information acquisition process. For signal acquisition phase, the model of wave attenuation and human walking trajectory continuity are used to predict the footstep induced vibration signal amplitude and the optimal hardware configurations for it. For signal characterization phase, the wave properties are used to guide the selection of different algorithms that take the signal properties into account when extract features/information. For learning phase, the physical attributes behind the data distribution change are used to guide the learning order to ensure the accuracy of each iteration of learning. The physical insights play an important rule in each phase of the human information acquisition system and assist the system to achieve high accuracy.
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