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Abstract

Large-scale earthquake simulation requires source datasets which describe the highly heterogeneous physical characteristics of the earth in the region under simulation. Physical characteristic datasets are the first stage in a simulation pipeline which includes mesh generation, partitioning, solving, and visualization. In practice, the data is produced in an ad-hoc fashion for each set of experiments, which has several significant shortcomings including lower performance, decreased repeatability and comparability, and a longer time to science, an increasingly important metric.

As a solution to these problems, we propose a new approach for providing scientific data to ground motion simulations, in which ground model datasets are fully materialized into octrees stored on disk, which can be more efficiently queried (by up to two orders of magnitude) than the underlying community velocity model programs. While octrees have long been used to store spatial datasets, they have not yet been used at the scale we propose. We further propose that these datasets can be provided as a service, either over the Internet or, more likely, in a datacenter or supercomputing center in which the simulations take place. Since constructing these octrees is itself a challenge, we present three data-parallel techniques for efficiently building them, which can significantly decrease the build time from days or weeks to hours using commodity clusters. This approach typifies a broader shift toward science as a service techniques in which scientific computation and storage services become more tightly intertwined.

1 Introduction

The main input to large-scale ground motion modeling are large source datasets which describe the physical characteristics of the earth. These datasets drive a simulation pipeline which includes mesh generation, partitioning, solving, and visualization [31]. In practice, these datasets are not fully materialized until simulation time. Rather, the data is produced in an ad-hoc fashion for each set of experiments, a process that, in our experience, takes on the order of days or weeks using existing techniques, and significantly increases the time to science for seismologists.

Ground characteristic data is generated by sampling generator programs (often called community velocity models, ground models or CVMs) such as those developed by the Southern California Earthquake Center (SCEC) [8, 15, 20, 21] and Harvard University [9, 28]. These programs take as input latitude, longitude, depth tuples and output a set of ground characteristics at those locations. Specifically, the key properties required are the density and the two velocities at which elastic waves travel in each material. Other properties, such as the attenuation characteristics of the material, are derived from the other three.

In addition to increasing the time to science, this ad-hoc approach to dataset generation has several significant shortcomings which can limit performance, as well make simulations less repeatable, comparable, and verifiable. First and foremost, repeatedly sampling the CVM programs is expensive, as we demonstrate in Section 2. We show that it is much more efficient (by a factor of $12 - 414 \times$) to query a prebuilt data structure such as an etree, an indexed disk-resident octree [29]. Common operations on ground characteristic data such as model segmentation and mesh generation are well-suited to etrees rather than the common CVM programs [17], as they traverse paths through the
Each underlying CVM program we use covers a distinct region of southern California, but both cover metropolitan Los Angeles and San Diego. These images superimpose the surface octants of the etree covering each model’s region onto a map using Google Earth. Harder soils are shown in red and softer soils are shown in green. CVM-S includes values for water (shown in blue), while CVM-H does not.

space. Second, a scientist must choose among the available velocity models (i.e., those from SCEC and Harvard). Each has different performance characteristics, input and output formats, and are not entirely consistent—while quite similar globally, the two models can produce different values at a particular location. The ability to operate on precomputed data offers scientists a significant ease-of-use advantage over having to build each dataset themselves. In our past experience, generating the ground model data for several large earthquake simulations took on the order of days or weeks. Lastly, experiments that use different ground model configurations are difficult to validate against each other. In the interest of verification and validation, there is good reason for scientists to be able to share input velocity models that use a common query interface.

To address these problems, we propose a new technique in which ground models are fully materialized (precomputed) over their respective regions of interest, and the resulting data efficiently stored in etrees which can be shared among many scientists and used for many experiments. In order to fully materialize the data, the constituent CVM is sampled at high resolution, and then the resulting sample data is reduced by coalescing neighboring samples with homogeneous characteristics into increasingly larger octants. Coalescing is essential and results in significant data reduction, especially for deeper regions of the ground.

Our goal is to sample the ground model at much higher resolution than has previously been attempted, which will lead to very large output etrees. To get an idea of scale, the Harvard CVM covers a region of Southern California that is 600 km × 400 km × 100 km, and we want to sample at under 10 m resolution. These parameters will lead to $24 \times 10^{12}$ raw samples, or on the order of petabytes of data. In reality, the majority of this raw sample data is homogeneous and is coalesced into larger octants, leading to significant compression.

We envision that these datasets can be provided as a service to scientists, with datasets parameterized at different resolutions, spatial regions, and aggregation (compression) parameters to fit specific needs. If a materialized dataset already exists that matches a scientist’s needs, or if one can easily be derived from an existing file, then it can be used directly. Otherwise, a new dataset can be generated on the fly. Such a service would be most naturally provided within a datacenter or supercomputing center, co-located with or even resident on the machines used for simulation, in order to keep the data in place. The service can also be provided over the network.

Building such large materialized datasets is itself a significant computational challenge, so it is important to develop techniques to do so efficiently. Fortunately, the sampling process is data-parallel and if the samples are carefully partitioned, most of the coalescing phase can be locally carried out within a partition. We present three implementations for building these models on general computer cluster platforms: Map/Reduce, data-parallel with stack-based coalescing, and Map/Reduce with stack-based coalescing.

The Map/Reduce implementations use Hadoop, an open-source implementation of the Map/Reduce parallel programming model promoted by Google. The first implementation uses the Map function to generate sam-
ples, gathers neighboring octants together by manipulating their locational codes, and then applies successive Reduce functions to coalesce homogeneous sibling tuples. While Map/Reduce is a useful and popular programming model, we found that a simplified data-parallel implementation using a parallel job scheduler (Maui/Torque [22], in our case) achieved much better performance as it avoids the shuffle and sort steps inherent in Map/Reduce programs. As well, using a stack-based coalescing strategy avoids the successive reduces. Lastly, in order to evaluate the overheads inherent in Hadoop, we built a Map/Reduce implementation of the stack-based coalescer. We evaluate the performance tradeoffs between the three implementations below.

The remainder of the paper is organized as follows. Section 2 describes how materialized ground models can be used to drive large-scale earthquake simulations. Section 3 presents background on etrees, locational codes, Map/Reduce, and community ground models. Section 4 describes three parallel implementations of our ground model builder, and Section 5 presents an evaluation examining properties of our constructed etrees and comparing the three construction techniques. Section 6 concludes.

2 Using community ground models in earthquake simulation

2.1 Earthquake simulation

Since the early 1970’s, seismologists and engineers have understood the necessary methodology to represent the physical phenomena involved during the occurrence of earthquakes. Lysmer et al. introduced the use of the finite element method (FEM) in seismology [19]. Others adopted similar methodologies including the boundary element method (BEM), finite differences (FD) and spectral elements (SE). It was not, however, until the mid 1980’s, with the rising aid of HPC, that numerical simulations took off, especially with the appearance of publicly-accessible supercomputing centers. The first fully three-dimensional simulation of an earthquake using parallel computers was performed in 1992 [11] using finite differences. It would be followed by others, e.g., [4, 13, 24]. Many of these simulations applied FD due to its structured nature and ease of implementation when used with a regular grid [5, 16]. Although FD is still the preferred method among some scientists, it is harder to scale up the problem size, specially when dealing with heterogeneous media. In particular, Tu et al. [31] built on the work of [5] and created Hercules, an octree-based parallel software system (developed by the Quake Group at Carnegie Mellon University), that implements a highly efficient algorithm for solving the wave field generated by a kinematic representation of the earthquake rupture in highly heterogeneous media. One of the special characteristics of Hercules is its fast generation of the mesh which is due in part to the fact that Hercules uses a data structure with high querying performance, an etree. This previously constructed etree is a discrete representation of any available community velocity model such as CVM-S or CVM-H described below.

2.2 Community velocity models

As SCEC’s Community Modeling Environment group took on the construction of a multi-user framework for earthquake simulations, it rapidly became clear that a community velocity model accessible to all simulation groups was required. Therefore, SCEC adopted a seismic-velocity model [21] that, when queried at a certain latitude, longitude, and depth, returns values of S-wave ($V_s$) and P-wave ($V_p$) velocity, and density ($\rho$). This model is called CVM, and has since been released in four versions [15, 20], and is available at the SCEC web site [8]. At the same time, a group from Harvard University developed a similar velocity model which has recently gained increasing interest within the seismological community and is in the process of being adopted by SCEC’s community as well. They are now referred to as CVM-S, for the former, and CVM-H, the latter. Although CVM-H has a much better querying performance than CVM-S, it covers a smaller area of Southern California than CVM-S does, and does not have enough information for low velocity soil profiles. Therefore, CVM-S continues to be the preferred velocity model source for large scale simulations such as ShakeOut—a magnitude 7.8 earthquake scenario that simulates a rupture in the southern part of the San Andreas fault in Southern California, affecting an area of 600 km × 300 km, that covers all of the major cities from San Diego to Santa Barbara, including the greater Los Angeles basin. This trend will very likely change in the next couple of years and as it does we are preparing to have an efficient interface between CVM-H and parallel simulation codes like Hercules. The methods for the efficient construction of etree representations of both CVM’s is the objective of this paper.

2.3 The case for materialized community ground models

We believe that the community will transition away from building ad-hoc ground models based on CVM programs toward sharing pre-built, fully-materialized ground models stored in a standard data structure such as an etree. In fact, this transition is already underway with SCEC’s adoption of an etree version of its velocity model CVM-S as the material model for the ShakeOut simulation. Brocher et al. [6] constructed an etree velocity model of
Northern California based on geologic data and detailed models of the San Francisco Bay Area. This model has been recently validated for moderate earthquake simulations [25] with very satisfactory results, and then used by [1, 2] for the reproduction and simulations of the 1989, Loma Prieta and 1906, San Francisco earthquakes.

We see three primary advantages to adopting materialized community ground models.

**Query cost.** We have observed that the cost of querying fully-materialized etrees is significantly lower than the cost of querying the CVM programs directly. In order to quantify this difference, we conducted the following experiments comparing the query costs of the CVM-S and CVM-H programs, as well as a pre-built etree. The etree covers a 75 km by 75 km by 75 km region around downtown Los Angeles, and is described in more detail in Section 5.1. We constructed a microbenchmark which generates 18 random coordinates from within the region, and samples 2 million coordinates either at random or along a Z-order path. (CVM-S is significantly slower than the etree or CVM-H, so we only report results for a single path of 2 million rather than the entire 18 paths.) The random mode exercises random lookup performance, and the Z-order mode replicates the query pattern of mesh generation.

Figure 3 shows the average time per query in the path-based benchmark for the CVM-S and CVM-H programs, as well as a pre-built etree. As expected, querying the CVM-S program is the slowest of the three, with queries taking, on average, 521.98 µs. The CVM-H program is 33× faster, and the etree is another 12× faster than CVM-H. As many of the workloads used in ground motion modeling tend to query ground models along paths (i.e., when generating meshes), the path-based microbenchmark does favor the etree, which is optimized for path accesses while the CVM programs are not. Figure 4 shows the average time per query for the random microbenchmark. In this case,
the etree performance is worse than with the path-based benchmark. In particular, random queries can incur many disk seeks when run with a cold disk cache. Warming up the disk cache improves performance dramatically.

The distribution of query times varies for the two ground model programs and for the etree, as shown in Figures 5 and 6. The CVM-H program has a startup cost of around 3.73 seconds for the first query, but then exhibits a nearly-constant query time. The etree library also exhibits a startup cost, as index nodes are fetched from disk. The performance of the CVM-S program is particularly low for random queries, as it can only process queries in batches. Therefore, each independent point query incurs the startup cost and is very expensive.

**Ease of use.** There is a clear need for a simplified workflow when using ground models, and using standardized, materialized models can address this. Research groups spend a considerable amount of time (days or weeks) configuring and building these datasets for their simulations in an ad-hoc fashion, time which would be better spent on research.

In some scenarios, it is not possible to easily directly integrate user-level ground model code into a parallel supercomputer infrastructure, especially one that uses a restricted operating system. In these cases, a scientist will need to pre-build datasets anyway.

We can say from our own experience that each of the ground model programs has its own quirks, which require an inordinate amount of time to deal with. Input and output formats differ, error conditions are reported differently, and the source code is difficult to modify. On the other hand, pre-built models using standard APIs and data formats are more transparent and usable.

**Standardization.** Cross-validation, comparison, and repeatability of results is a critical aspect of any scientific endeavor, and the use of shared, publicly-available model properties can provide a consistent basis for this. Providing canonical, shared source data for earthquake simulation fills a critical need in this regard.

## 3 Background

### 3.1 Octrees

Octrees are commonly-used data structures for representing spatial data in many domains [27]. Particularly in earth sciences, octrees are used to represent ground-velocity models, meshes and output wavefields [3, 30, 18]. Octrees offer a compromise between the simplicity of regular grids and the modeling power of fully unstructured meshes. They adapt to changes in the resolution of the underlying data, making them a good choice for representing data with drastic resolution variations across regions. Although octrees result in blocky representations of the data, in many cases these present no impediment for the simulations. Such is the case when interface jump conditions can be expressed in terms of equivalent loads.

Octrees have two equivalent representations: domain representation and tree representation. To explain key properties of 3D octrees, we use 2D quadrees for illustration purposes. These structures are built by recursively decomposing the space, thus they are hierarchical in nature. An octree divides a 3D region into 8 disjoint subregions, similarly a quadtree divides a 2D region into 4 smaller regions or quadrants, until it achieves a desired resolution. Figure 7 (a) shows a sample $4 \times 4$ rectangular domain (heavy line), one of its quadrants is further divided into 4 smaller non-divisible $1 \times 1$ quadrants.

In the equivalent tree representation shown in Figure 7 (b) each node in the tree corresponds to a quadrant in the domain, and their child nodes correspond to their subdivisions. For example, the root of the tree (node 0) represents the whole domain, and nodes 1 and 2 correspond the $2 \times 2$ quadrants shown in the domain representation. Nodes with descendants, e.g., node 2, are known as interior nodes. Leaf nodes have no descendants, e.g., nodes 3, 4, etc. Each node in the tree has an associated level $l$. The level of the root node is 0, for a node with level $l$, its children have level $l + 1$. The node level encodes the quadrant’s size $(d \times d)$, where $d = 2^{\text{max-level}-l}$ and max-level is the maximum level of any node in the tree, 2 in this example. The set of ancestors for a node $n$ is composed by its parent (immediate ancestor) and its parent’s ancestors. The path from $n$ to the root is made up by all of the ancestors for $n$.

Notice that the leaf nodes do not need to be all at the same level. In a complete tree all leaves have the same level and is equivalent to a regularly-spaced grid of the same resolution. For datasets with large homogenous regions, siblings with the same properties can be aggregated into a single parent node. For example, Node 8 in Figure 7 (b) is an aggregation of its descendants (grayed out nodes).

### 3.2 Locational codes

The structure of a quadtree can be mapped to a linear address space by using locational codes [12]. This strategy consists of assigning addresses of the form $(i, j, l)$ to quadrants, such that each address uniquely identifies and implicitly encodes a quadrant’s location and size. The $i, j$ components of the address are the grid domain coordinate components of the quadrant’s lower-left corner, and $l$ is the quadrant’s level in the tree representation. A child node at the lower-left quadrant of a larger enclosing quadrant has the same grid coordinates as its ancestors. The level in the quadrant address disambiguates this situation and also en-
codes the quadrant size. The domain in Figure 7 (a) has a 4×4 regular grid as a coordinate system. For example, the locational code for quadrant 3 is (2, 0, 2), and its parent’s (node 2) is (2, 0, 1). The quadrant locational code [12], which is a variant of the Morton code [23], is obtained by interleaving the bits of the quadrant address fields except for the level l, and then appending the level to the interleaved bits. For example, in a 4×4 domain, two bits are required to represent each component and 2 bits are reserved for the level. Quadrant addresses are of the form \((x_0x_1, y_0y_1, l_0l_1)\), and the corresponding locational codes are of the form \((x_0y_0x_1y_1l_0l_1)\). The total ordering produced by the locational codes is known as Z-ordering or Morton curve [26].

### 3.3 Etree library

Dealing directly with locational codes increases application complexity. The etree library [29, 30] provides abstractions where applications operate on large persistent octrees in terms of octree addresses. Internally, the library transforms quadrant addresses to locational codes and stores octant data on disk. The etree API allows operations such as searching, inserting, deleting, appending and updating nodes in an octree.

To efficiently access octrees on disk, the library stores octants in Z-order and uses a B-tree [7] to index octants using locational codes as keys. Z-ordering has the interesting property that it corresponds to the pre-order traversal of the tree representation. Performing a pre-order traversal of the tree is equivalent to a sequential scan over the locational code key space, thus allowing for efficient utilization of storage streaming bandwidth [18]. Thus etrees are optimized for Z-order access.

### 3.4 Map/Reduce

Map/Reduce has recently been promoted by Google as a useful programming model and runtime system for data-intensive applications [10], and has generated a great deal of interest in the wider community. Google uses Map/Reduce in various large-scale applications, including building the reverse indices of the entire web. One goal of this work is to use Map/Reduce in new ways, beyond its roots in text processing toward scientific applications.

Basic Map/Reduce programs consist of two functions: Map and Reduce. Input, output, and intermediate data in Map/Reduce programs take the form of key value pairs. The input to the Map function is a set of tuples of type \(<k_1,v_1>\). Each invocation of the Map function processes one of these tuples and produces zero or more intermediate tuples of type \(<k_2,list(v_2)>\). Note that the types of the keys and the values that are output can be different than the types that were input.

The Map/Reduce runtime system will collect all of the tuples with equal intermediate keys into lists for processing by the Reduce function. This is equivalent to the common group-by operation in databases.

The Reduce function is invoked once for every intermediate key, and is given a list of all intermediate values having that key. Therefore, its input type is \(<k_2,list(v_2)>\). Since the runtime system performs the group-by over all of the tuples generated in the Map phase, the Reduce function is guaranteed to see every intermediate value with that key. An optional Combiner function can apply reduction immediately after the Map task, before the intermediate tuples are written to disk or sent over the network to the Reduce tasks.

We use an open-source implementation of a Map/Reduce runtime called Hadoop [14]. Hadoop implements a distributed filesystem, HDFS, which spreads data blocks across the cluster nodes, and exposes the locations of those
blocks via a centralized metadata server. The Hadoop runtime implements much of the functionality described in [10], and is built in Java.

4 Implementation

4.1 Oversampling

Our approach is to oversample the underlying model at the finest resolution required, and then coalesce sibling octants if they are homogeneous within some threshold. We choose to oversample because the underlying CVM is a black box, and we can make few or no assumptions about the structure and the features of the ground that it models. As well, the CVM programs themselves are combinations of many underlying measurements, each of different accuracy and resolution. For example, the regions directly under the major cities such as Los Angeles are, for good reason, characterized at the highest resolution, while outlying areas are characterized much more coarsely. Areas around major faults and other features are also well-characterized. Resolution of the models also decreases deeper underground as soils become harder and more homogeneous, as well as being measured more coarsely.

Oversampling produces a large amount of data. Sampling the 600 km by 300 km by 100 km region covered by the SCEC model at 10 m resolution will produce $18 \times 10^{12}$ samples, leading to the order of 1 PByte of raw data. In reality, the majority of these samples are homogeneous and will be coalesced together into larger octants over the course of running the program.

We can and do relax oversampling somewhat in order to reduce the raw data produced in the very hard, homogeneous soils found deep in the ground. For regions below 200 m we slowly begin to drop the sampling density based on the depth in order to save time. However, this is not a requirement of our system and we could very easily reconfigure these parameters and sample at higher resolution as necessary.

4.2 Thresholding

The CVM programs output three parameters of ground characteristics at each point: the velocity at which it propagates P-waves, $V_p$; the velocity at which it propagates S-waves, $V_s$; and its density, $\rho$. We coalesce a set of 8 sibling octants into a larger one subject to 3 different threshold values, one for each of the model characteristics ($V_s$, $V_p$, $\rho$). The octants are coalesced if all of the values for all the siblings are within a specified percentage thresholds of their mean values. Our baseline percentages are 2% for $V_s$, 5% for $V_p$, and 2% for $\rho$. Our choice of thresholding function was dictated by the characteristics of the simulations which will use the resulting octree. The threshold values combined with the maximum simulated frequency can be used to compute a target error in the resulting simulation. In our case, we chose thresholds to meet a particular error. We evaluate the effects of varying thresholds on compression in Section 5.3.

4.3 Map/Reduce algorithm

The algorithm begins by partitioning the overall region into equal-sized cubic subregions. These regions consist of 262,144 samples (64 in each dimension). This is necessary in order to work with the existing CVM-S software. Each subregion is independent, and its samples are generated by a separate Map task.

Figure 8 shows a sketch of the Map/Reduce algorithm. Samples are generated by the Map function, which queries the underlying CVM program. The resulting tuples each represent a leaf node in the octree, and are each assigned an intermediate key based on the octant’s locational code. The intermediate key is manipulated in order to gather together sibling tuples for the Reduce function. Finally, the values of sibling tuples are examined by the Reduce function for homogeneity. If they are homogeneous to within the given threshold, they are coalesced into a larger octant at the next higher level in the octree. In order to fully coalesce the data in the tree, the Reduce function is applied again successively to the resulting data, which is accomplished by running the Map/Reduce program again with an identity mapper. Since the results of each iteration is stored into the distributed filesystem which spreads the data evenly across the compute nodes, the load remains balanced.

The input of Map is the coordinate of the upper left corner of the subregion. The Map function proceeds to generate coordinates for each of the sample points within the subregion, converting them to tuples of latitude, longitude, and depth (in meters) for input to the CVM program. It forks the chosen CVM program, pipes the latitude, longitude, depth tuples to its standard in file descriptor and collects the resulting ground characteristics. Coordinates to be sampled are generated in Z-order by incrementing locational codes.

The Reduce phase examines sibling octants for homogeneity.
ity and coalesces them if their values are within the threshold. The keys of the intermediate tuples are based on the locational codes of the octants generated by the Map function. By manipulating the keys, we can cause neighboring tuples to be processed by a single invocation of Reduce. For a given octant, clear sets of three remaining low-order bits based on the level. For octants at the lowest level, the lowest three bits are cleared, for octants in the next level up, six bits are cleared, and so on. We operate only on the bits in the locational code corresponding to the coordinates. Those bits that represent the level are not modified. In this way, sets of eight sibling octants will have equal intermediate keys, and will be processed in a single invocation of Reduce.

The Map/Reduce model also allows the programmer to optionally specify a Combiner function, which is a reduction that is applied to the intermediate tuples immediately after the Map, before data is written to disk. In our case, we use our Reduce as the Combiner, which has the effect of applying one round of coalescing right after the Map. Since many octants are homogeneous at the highest resolution, this saves a great deal of data transfer, leading to increased performance.

4.4 Data-parallel stack algorithm

By carefully choosing the partitions, it is possible to locally decide whether to coalesce a given set of octants within a partition. This approach does not require the complete data shuffle used in the Map/Reduce case. In fact, we found that the shuffle and data copies incurred by the Map/Reduce model were quite expensive, as we will see in Section 5. Thus, we were motivated to build a second version of the system which, while still running in parallel on our cluster, performs all of the data generation and reduction for a single subregion in one process.

As with the Map/Reduce implementation described above, we start by partitioning the overall space to be sampled into fixed-sized subregions. We use an octree to determine the size and location of the subregions. Thus, each subregion is aligned with an octree partition at a given level and contains only octants in the branch of the tree corresponding to that partition. This allows us to treat each subregion independently as all the coalescing in the corresponding octree branch can be performed locally.

All of the samples for a single subregion are generated by a single invocation of a simple C program which forks the chosen CVM program, feeds it with the appropriate latitude, longitude, depth tuples corresponding to the subregion, and collects the output values for reduction. This program is run on the cluster using a simple open-source job scheduling system, Maui/Torque [22].

In contrast to the Map/Reduce algorithm used above, in this version we use a stack-based coalescing algorithm, shown in Figure 10. Each group of eight sibling octants may be considered independently immediately after it is created. By exploiting the fact that the CVM program returns coordinates in the same order they are given, it is possible to produce sample values that are already in Z-order. This allows us to process the output of the CVM using a stack and avoid having to store the raw output of the program at any time.

Consider pushing each new sample value on the stack. For each group of eight samples, a reduction may be attempted on them. If this succeeds, replace the last eight samples on the stack with one sample that is representative of them all, i.e., by using their mean values. With this simple procedure, it is possible to perform the same computation done by one round of Map and Reduce in the previous description, saving a great deal of time spent dealing with intermediate data.

Even more effective is the ability to apply successive coalescing steps on the data in place, which eliminates the need for successive reduce phases required in the Map/Reduce algorithm. As octants are coalesced at one level, the resulting larger octant is pushed back onto the stack for comparison in the next round.
4.5 Stack-based Map/Reduce algorithm

The data-parallel stack-based algorithm described in the previous section handily outperforms the Map/Reduce implementation by operating on the sample data entirely in place, thus avoiding intermediate data movement and allowing successive rounds of coalescing. We found that the stack-based algorithm was nearly an order of magnitude faster than the Map/Reduce version described above, as it avoids the costs of the distributed group-by.

As another point of comparison, we also implemented the stack-based algorithm as a Map-only Map/Reduce program. In this version, the Map function is a simple port of the C-based program described above into Java. The Hadoop Map/Reduce runtime is implemented in Java, so we expect to see some performance overhead compared to the C version. As well, the resulting data tuples are output using the standard Map/Reduce collect method, rather than by writing directly to an output file, which causes tuples to be initially gathered in memory buffers and then eventually written out to files in the Hadoop distributed filesystem.

As with the C-based stack implementation, samples are generated in Z-order using the external CVM program and are pushed onto a stack. The algorithm examines each 8 neighboring octants on the stack and coalesces them if they are within the threshold. If the siblings are coalesced, the resulting larger octants are pushed back onto the stack to be examined at the next higher level.

Comparing the performance of the data-parallel stack-based system (built in C) to the Map/Reduce stack-based system provides a more apples-to-apples evaluation of the costs of using Hadoop.

5 Evaluation

5.1 Experimental setup

All of our experiments are run on a cluster of Dell PowerEdge 1955 blade servers. Each server contains two quad-core Intel Xeon E5345 CPUs, clocked at 2.33 GHz, 8 GB of memory and two 146 GB Seagate Savvio 10K.2 disks. While the entire cluster consists of 50 servers, it is shared among many users running various applications. Therefore, we isolated ten servers to use for our testbed, meaning that nearly all of our performance measurements were gathered using 80 cores.

Each server runs 64 bit Ubuntu Linux server edition version 7.04. We use Hadoop version 0.15.0 [14], running in Sun Java Runtime 1.6.0. Each node in the cluster serves both as a Hadoop task tracker (i.e., compute node), and as a data node for the Hadoop distributed filesystem, HDFS.

Hadoop has too many configuration parameters to describe here, but the most relevant for the purposes of this evaluation is the number of concurrent Map and Reduce tasks that are allowed to run on each node. We configured our cluster to run eight concurrent tasks per server. Each Map/Reduce program that is run is partitioned into $M$ map tasks and $R$ reduce tasks. Input and output data for the Map/Reduce programs is stored in HDFS, while input and output data for the data-parallel stack-based implementation is stored directly on the local disks.

While we are able to use both CVM programs supported by SCEC, CVM-S and CVM-H, we found that CVM-S is at least an order of magnitude slower than CVM-H. Therefore, for the purposes of this evaluation, we only report performance results using CVM-H.

For the evaluation, we chose a 75 km by 75 km region of Southern California that is covered by both the CVM-S and CVM-H models. The region covers most of metropolitan Los Angeles, and encompasses the highest-resolution and most-heterogeneous portions of both models. We use an octree with thirteen levels to sample the region, leading to a best possible resolution of 9.15 meters ($75000/(2^{13})$). The upper-left corner of the region is at latitude and longitude N34.190280 W-118.550948, and the lower-right corner is at N33.516643 W-117.739757.

5.2 Sampling and compression

Table 1 summarizes the results of building octrees for both the CVM-S and CVM-H models, for the two regions of interest that we studied. The first region is the 75 km by 75 km region described above that we used for performance benchmarking. The second is the entire region supported by each model. When building the etrees, we set the depth of the tree such that the best possible resolution was under 10 meters.

For the first region, we generate sample data for $5.74 \times 10^9$ octants. The data from the two underlying models coalesces to different degrees ($11 - 15 \times$) because the measurements and interpolation functions that they use are different. The etrees built from the entire regions are interesting as well, in that they coalesce by almost an extra order of magnitude compared to the etrees generated from the smaller regions. This is because the majority of the uncoalesced samples are from the high-resolution center of the region around Los Angeles, which is included in both cases.

5.3 Error rates

Using a threshold to compress the sampled data into an octree introduces errors that are dependent on the underlying CVM program used and the thresholding parameters. We characterize the error by measuring the signal-to-noise ratio (SNR) and peak signal-to-noise ratio (PSNR) between
the uncompressed data and the coalesced samples stored in the resulting octree. For this, we use the uncompressed model as the reference signal \( S = \{ s[0], s[1], \ldots, s[n-1] \} \) and compute the error for each octant as the difference between the value for the octant in the uncompressed and compressed models \( (x[i] - s[i]) \). Then, we compute SNR as the ratio of the mean square signal values to the mean square error (MSE). Similarly, PSNR is computed as the square of the maximum signal value over the MSE.

\[
\text{SNR} = \frac{\text{mean}(s)^2}{\text{MSE}}
\]

\[
\text{PSNR} = 10 \log_{10} \left( \frac{\text{mean}(s)^2}{\text{MSE}} \right)
\]

The data values in the model \((V_s, V_p, rho)\) are contained in columns 2-4. The last 3 columns show the corresponding PSNR.

Figure 11 shows the effect of changing thresholds on the number of octants in the compressed etree. CVM-H etree compress more readily than CVM-S etree because CVM-S includes more detail in the central Los Angeles basin than does CVM-H.

As expected, the lower threshold values produce higher fidelity models (higher SNR and PSNR values). The results indicate that the generated models have good overall quality. As a point of reference, lossy compressed images with SNR values of 25 dB are considered to be of good quality. The model compressed with the original thresholding parameters has SNR values of (55, 65, 69) dB, indicating that they have more than sufficient quality for simulation purposes.

Models of this quality had not been built before as fine spatial sampling was not performed. Including the error rates in the metadata of materialized models enables scientists to determine the quality of the model with respect to its source model program.

### 5.4 End-to-end measurements

Figure 12 compares the runtime of the two stack-based implementations. Each result is the average of three
The Map/Reduce implementation, both with and without the optional Combiner function, is by far the slowest version, with the overall runtime being 412 and 364 minutes, respectively. The poor performance of the Map/Reduce implementation was surprising to us, especially compared to the much better performance of the data-parallel stack implementation, which completes in 64 minutes. The overheads of the distributed group-by and sorting are significant and, in our view, rule out the use of a pure Map/Reduce algorithm for this application. The performance of Map/Reduce-stack is closer to that of data-parallel stack, completing in 109 minutes.

Both stack-based implementations avoid three aspects of the Map/Reduce implementation, all of which prove to be very expensive. First, all of the sample data is processed and coalesced in place rather than shuffled between Map and Reduce tasks. Operating on data in place avoids extra writes to disk of intermediate tuples, as well as the time to transfer data across the network. Second, the Reduce phase of the Map/Reduce implementation operates on eight octants at a time, resulting in several hundred million calls to Reduce. Lastly, the stack-based implementations are able to entirely coalesce the samples that they generate at all levels of the octree in a single invocation. The Map/Reduce implementation requires multiple passes of the Reduce function in order to fully coalesce the octree.

Comparing the runtime of the data-parallel stack and the Map/Reduce-stack implementations is interesting, since they present a more apples-to-apples evaluation of the overheads of Hadoop. Given that they vary by roughly 50%, we conclude that the overheads imposed by Java and the use of HDFS are insignificant next to the overheads of intermediate data storage, sorting, and shuffling, which are required by the pure Map/Reduce implementation. This result surprised us, and suggest that a Map/Reduce application built using Hadoop must make significant use of the shuffling and sorting functionality in order to justify their overhead.

5.5 Parallel efficiency

In order to calculate the parallel speedup achieved by each implementation, we examined the ratio of the total time spent executing the external CVM program to the wall-clock time of the overall program. By doing so, we compare the time that it would have taken to generate all of the samples serially to the time that it took to generate and coalesce them in parallel.

Figure 13 shows the results. Generating all of the samples using the data-parallel stack implementation (C-stack) took, on average, 277,667 seconds of CPU time, which was accomplished in 3817 seconds of wall-clock time using 80 cores, achieving a parallel speedup of 72.7×. The Map/Reduce implementations do not scale nearly as well due to the extra data shuffling overheads, achieving a parallel speedup of 13.8×-15.6×. The Map/Reduce-stack implementation fared better, achieving a 53.3× speedup on 80 CPUs. The difference between the Map/Reduce-stack and the data-parallel stack implementations stem from the overhead of gathering output tuples in Hadoop and writing to HDFS. The data-parallel stack implementation need only write its output to a local file.

6 Conclusion

Materialized ground models have the potential to improve the science of earthquake simulation by providing better query performance, ease-of-use, and standardization. In this paper we have made the case for their use by demonstrating superior query performance and presenting three implementations that make materializing them efficient using parallel compute clusters.

Examining the three implementations of the ground model generator was, in and of itself, an interesting exercise. Our approach of using Map/Reduce was initially promising, as the problem had many of the characteristics for which Map/Reduce is suited. Samples are generated in the first phase and then are reduced, octants need to be grouped to-
gether in order to be coalesced, and repeated reduce passes can coalesce successive levels in the octree. However, after having built the implementation, it became clear that much of the machinery of Map/Reduce is simply unnecessary in this case. Tuples are naturally grouped using increasing locational codes, and reduction is entirely local to each subtask, which both obviates the need for a global group-by.
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