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Abstract

Many computer vision problems (e.g., camera calibration, image alignment, structure from motion) are solved through a nonlinear optimization method. It is generally accepted that 2\textsuperscript{nd} order descent methods are the most robust, fast and reliable approaches for nonlinear optimization of a general smooth function. However, in the context of computer vision, 2\textsuperscript{nd} order descent methods have two main drawbacks: (1) The function might not be analytically differentiable and numerical approximations are impractical. (2) The Hessian might be large and not positive definite.

To address these issues, this paper proposes a Supervised Descent Method (SDM) for minimizing a Non-linear Least Squares (NLS) function. During training, the SDM learns a sequence of descent directions that minimizes the mean of NLS functions sampled at different points. In testing, SDM minimizes the NLS objective using the learned descent directions without computing the Jacobian nor the Hessian. We illustrate the benefits of our approach in synthetic and real examples, and show how SDM achieves state-of-the-art performance in the problem of facial feature detection. The code is available at www.humansensing.cs.cmu.edu/intraface.

1. Introduction

Mathematical optimization has a fundamental impact in solving many problems in computer vision. This fact is apparent by having a quick look into any major conference in computer vision, where a significant number of papers use optimization techniques. Many important problems in computer vision such as structure from motion, image alignment, optical flow, or camera calibration can be posed as solving a nonlinear optimization problem. There are a large number of different approaches to solve these continuous nonlinear optimization problems based on first and second order methods, such as gradient descent [11] for dimensionality reduction, Gauss-Newton for image alignment [22, 5, 14] or Levenberg-Marquardt for structure from motion [8].

Despite its many centuries of history, the Newton’s method (and its variants) is regarded as a major optimization tool for smooth functions when second derivatives are available. Newton’s method makes the assumption that a smooth function \( f(x) \) can be well approximated by a quadratic function in a neighborhood of the minimum. If the Hessian is positive definite, the minimum can be found by solving a system of linear equations. Given an initial estimate \( x_0 \in \mathbb{R}^{p \times 1} \), Newton’s method creates a sequence of updates as

\[
x_{k+1} = x_k - H^{-1}(x_k)J_f(x_k),
\]

where \( H(x_k) \in \mathbb{R}^{p \times p} \) and \( J_f(x_k) \in \mathbb{R}^{p \times 1} \) are the Hessian matrix and Jacobian matrix evaluated at \( x_k \). Newton-type methods have two main advantages over competitors. First, when it converges, the convergence rate is quadratic. Second, it is guaranteed to converge provided that the initial estimate is sufficiently close to the minimum.
However, when applying Newton’s method to computer vision problems, three main problems arise: (1) The Hessian is positive definite at the local minimum, but it might not be positive definite elsewhere; therefore, the Newton steps might not be taken in the descent direction. (2) Newton’s method requires the function to be twice differentiable. This is a strong requirement in many computer vision applications. For instance, consider the case of image alignment using SIFT [21] features, where the SIFT can be seen as a non-differentiable image operator. In these cases, we can estimate the gradient or the Hessian numerically, but this is typically computationally expensive. (3) The dimension of the Hessian matrix can be large; inverting the Hessian requires \( O(p^3) \) operations and \( O(p^2) \) in space, where \( p \) is the dimension of the parameter to estimate. Although explicit inversion of the Hessian is not needed using Quasi-Newton methods such as L-BFGS [9], it can still be computationally expensive to use these methods in computer vision problems. In order to address previous limitations, this paper proposes a Supervised Descent Method (SDM) that learns the descent directions in a supervised manner.

Fig. 1 illustrates the main idea of our method. The top image shows the application of Newton’s method to a Non-linear Least Squares (NLS) problem, where \( f(x) \) is a non-linear function and \( y \) is a known vector. In this case, \( f(x) \) is a non-linear function of image features (e.g., SIFT) and \( y \) is a known vector (i.e., template). \( x \) represents the vector of motion parameters (i.e., rotation, scale, non-rigid motion). The traditional Newton update has to compute the Hessian and the Jacobian. Fig. 1b illustrates the main idea behind SDM. The training data consists of a set of functions \( \{f(x, y^i)\} \) sampled at different locations \( y^i \) (i.e., different people) where the minima \( \{x^*_i\} \) are known. Using this training data, SDM learns a series of parameter updates, which incrementally, minimizes the mean of all NLS functions in training. In the case of NLS, such updates can be decomposed into two parts: a sample specific component \( e \) and a generic descent directions \( R_k \). SDM learns average descent directions \( R_k \) during training. In testing, given an unseen \( y \), an update is generated by projecting \( y \)-specific components onto the learned generic directions \( R_k \).

We illustrate the benefits of SDM on analytic functions, and in the problem of facial feature detection and tracking. We show how SDM improves state-of-the-art performance for facial feature detection in two “face in the wild” databases [26, 4] and demonstrate extremely good performance tracking faces in the YouTube celebrity database [20].

2. Previous work

This section reviews previous work on face alignment. Parameterized Appearance Models (PAMs), such as Active Appearance Models [11, 14, 2], Morphable Models [6, 19], Eigentracking [5], and template tracking [22, 30] build an object appearance and shape representation by computing Principal Component Analysis (PCA) on a set of manually labeled data. Fig. 2a illustrates an image labeled with \( p \) landmarks (\( p = 66 \) in this case). After the images are aligned with Procrustes, the shape model is learned by computing PCA on the registered shapes. A linear combination of \( k_x \) shape basis, \( U^x \in \mathbb{R}^{2p \times k_x} \) can reconstruct (approximately) any aligned shape in the training set. Similarly, an appearance model, \( U^a \in \mathbb{R}^{m \times k_a} \), is built by performing PCA on the texture. Alignment is achieved by finding the motion parameter \( p \) and appearance coefficients \( c^a \) that best aligns the image w.r.t. the subspace \( U^a \), i.e.,

\[
\min_{c^a, p} \|d(f(x, p)) - U^a c^a\|^2_2,
\]

\( x = [x_1, y_1, ... x_l, y_l]^\top \) is the vector containing the coordinates of the pixels to detect/track. \( f(x, p) \) represents a geometric transformation; the value of \( f(x, p) \) is a vector denoted by \( [u_1, v_1, ..., u_l, v_l]^\top \). \( d(f(x, p)) \) is the appearance vector of which the \( i^{th} \) entry is the intensity of image \( d \) at pixel \( (u_i, v_i) \). For affine and non-rigid transformations, \( (u_i, v_i) \) relates to \( (x_i, y_i) \) by

\[
\begin{bmatrix}
    a_1 & a_2 \\
    a_4 & a_5 \\
\end{bmatrix}
\begin{bmatrix}
    x_i^a \\
    y_i^a \\
\end{bmatrix}
+ \begin{bmatrix}
    a_3 \\
    a_6 \\
\end{bmatrix}
= \begin{bmatrix}
    u_i \\
    v_i \\
\end{bmatrix}.
\]

Here \( [x_i^a, y_i^a, ... x_l^a, y_l^a]^\top = \mathbf{x} + U^a \mathbf{c}^a \), where \( \mathbf{x} \) is the mean shape face. \( \mathbf{a}, \mathbf{c}^a \) are affine and non-rigid motion parameters respectively and \( p = [a; c^a] \).

Given an image \( d \), PAMs alignment algorithms optimize Eq. 2. Due to the high dimensionality of the motion space, a standard approach to efficiently search over the parameter space is to use the Gauss-Newton method [5, 2, 11, 14] by doing a Taylor series expansion to approximate \( d(f(x, p + \Delta p)) \approx d(f(x, p)) + J_d(p) \Delta p \), where \( J_d(p) = \frac{\partial d(f(x, p))}{\partial p} \) is the Jacobian of the image \( d \) w.r.t. to the motion parameter \( p \) [22].

**Discriminative approaches** learn a mapping from image features to motion parameters or landmarks. Cootes et al. [11] proposed to fit AAMs by learning a linear regression between the increment of motion parameters \( \Delta p \) and the appearance differences \( \Delta d \). The linear regressor is a numerical approximation of the Jacobian [11]. Following this idea, several discriminative methods that learn a mapping from \( d \) to \( \Delta p \) have been proposed. Gradient Boosting, first introduced by Friedman [16], has become one of the most popular regressors in face alignment because of its efficiency and the ability to model nonlinearities. Saragih and Göcke [27] and Tresadern et al. [29] showed that using boosted regression for AAM discriminative fitting significantly improved over the original linear formulation. Dóller et al. [15] incorporated “pose indexed features” to the boosting framework, where not only
3. Supervised Descent Method (SDM)

This section describes the SDM in the context of face alignment, and unifies discriminative methods with PAMs.

3.1. Derivation of SDM

Given an image $\mathbf{d} \in \mathbb{R}^{m \times 1}$ of $m$ pixels, $\mathbf{d}(x) \in \mathbb{R}^{p \times 1}$ indexes $p$ landmarks in the image. $h$ is a non-linear feature extraction function (e.g., SIFT) and $h(\mathbf{d}(x)) \in \mathbb{R}^{128p \times 1}$ in the case of extracting SIFT features. During training, we will assume that the correct $p$ landmarks (in our case 66) are known, and we will refer to them as $x_*$ (see Fig. 2a). Also, to reproduce the testing scenario, we ran the face detector on the training images to provide an initial configuration of the landmarks ($x_0$), which corresponds to an average shape (see Fig. 2b). In this setting, face alignment can be framed as minimizing the following function over $\Delta x$

$$f(x_0 + \Delta x) = \| h(\mathbf{d}(x_0 + \Delta x)) - \phi_* \|_2^2,$$  \hspace{1cm} (3)

where $\phi_* = h(d(x_*))$ represents the SIFT values in the manually labeled landmarks. In the training images, $\phi_*$ and $\Delta x$ are known.

Eq. 3 has several fundamental differences with previous work on PAMs in Eq. 2. First, in Eq. 3 we do not learn any model of shape or appearance beforehand from training data. We align the image w.r.t. a template $\phi_*$. For the shape, our model will be a non-parametric one, and we will optimize the landmark locations $x \in \mathbb{R}^{2p \times 1}$ directly. Recall that in traditional PAMs, the non-rigid motion is modeled as a linear combination of shape bases learned by computing PCA on a training set. Our non-parametric shape model is able to generalize better to untrained situations (e.g., asymmetric facial gestures). Second, we use SIFT features extracted from patches around the landmarks to achieve a robust representation against illumination. Observe that the SIFT operator is not differentiable and minimizing Eq. 3 using first or second order methods requires numerical approximations (e.g., finite differences) of the Jacobian and the Hessian. However, numerical approximations are very computationally expensive. The goal of SDM is to learn a series of descent directions and re-scaling factors (done by the Hessian in the case of Newton’s method) such that it produces a sequence of updates ($x_{k+1} = x_k + \Delta x_k$) starting from $x_0$ that converges to $x_*$ in the training data.

Now, only for derivation purposes, we will assume that $h$ is twice differentiable. Such assumption will be dropped at a later part of the section. Similar to Newton’s method, we apply a second order Taylor expansion to Eq. 3 as,

$$f(x_0 + \Delta x) \approx f(x_0) + J_f(x_0)^\top \Delta x + \frac{1}{2} \Delta x^\top H(x_0) \Delta x,$$  \hspace{1cm} (4)

where $J_f(x_0)$ and $H(x_0)$ are the Jacobian and Hessian matrices of $f$ evaluated at $x_0$. In the following, we will omit $x_0$ to simplify the notation. Differentiating (4) with respect to $\Delta x$ and setting it to zero gives us the first update for $x$,

$$\Delta x_1 = -H^{-1} J_f = -2H^{-1} J_h^\top (\phi_* - \phi_*),$$  \hspace{1cm} (5)

a new weak regressor is learned at each iteration but also the features are re-computed at the latest estimate of the landmark location. Beyond the gradient boosting, Rivera and Martinez [24] explored kernel regression to map from image features directly to landmark location achieving surprising results for low-resolution images. Recently, Cootes et al. [12] investigated Random Forest regressors in the context of face alignment. At the same time, Sánchez et al. [25] proposed to learn a regression model in the continuous domain to efficiently and uniformly sample the motion space. In the context of tracking, Zimmermann et al. [32] learned a set of independent linear predictor for different local motion and then a subset of them is chosen during tracking.

Part-based deformable models perform alignment by maximizing the posterior likelihood of part locations given an image. The objective function is composed of the local likelihood of each part times a global shape prior. Different methods typically vary the optimization methods or the shape prior. Constrained Local Models (CLM) [13] model this prior similarly as AAMs assuming all faces lie in a linear subspace expanded by PCA bases. Saragih et al. [28] proposed a non-parametric representation to model the posterior likelihood and the resulting optimization method is reminiscent of mean-shift. In [4], the shape prior was modeled non-parametrically from training data. Recently, Saragih [26] derived a sample specific prior to constrain the output space that significantly improves over the original PCA prior. Instead of using a global model, Huang et al. [18] proposed to build separate Gaussian models for each part (e.g., mouth, eyes) to preserve more detailed local shape deformations. Zhu and Ramanan [31] assumed that the face shape is a tree structure (for fast inference), and used a part-based model for face detection, pose estimation, and facial feature detection.

Figure 2: a) Manually labeled image with 66 landmarks. Blue outline indicates face detector. b) Mean landmarks, $x_0$, initialized using the face detector.
where we made use of the chain rule to show that \( J_f = 2J_h^T (\phi_0 - \phi_i) \), where \( \phi_i = h(d(x_i)) \).

The first Newton step can be seen as projecting \( \Delta \phi_0 = \phi_0 - \phi_i \) onto the row vectors of matrix \( R_0 = -2H^{-1}J_h^T \). In the rest of the paper, we will refer to \( R_0 \) as a descent direction. The computation of this descent direction requires the function \( h \) to be twice differentiable or expensive numerical approximations for the Jacobian and Hessian. In our supervised setting, we will directly estimate \( R_0 \) from training data by learning a linear regression between \( \Delta x = x - x_0 \) and \( \Delta \phi_0 \). Therefore, our method is not limited to functions that are twice differentiable. However, note that during testing (i.e., inference) \( \phi_i \) is unknown but fixed during the optimization process. To use the descent direction during testing, we will not use the information of \( \phi_i \) for training. Instead, we rewrite Eq. 5 as a generic linear combination of feature vector \( \phi_0 \) plus a bias term \( b_0 \) that can be learned during training,

\[
\Delta x = R_0 \phi_0 + b_0. 
\]

Using training examples, our SDM will learn \( R_0, b_0 \) used in the first step of optimization procedure. In the next section, we will provide details of the learning method.

It is unlikely that the algorithm can converge in a single update step unless \( f \) is quadratic under \( x \). To deal with non-quadratic functions, the SDM will generate a sequence of descent directions. For a particular image, the Newton method generates a sequence of updates along the image-specific gradient directions,

\[
x_k = x_{k-1} - 2H^{-1}J_h^T (\phi_{k-1} - \phi_x). 
\]

\( \phi_{k-1} = h(d(x_{k-1})) \) is the feature vector extracted at previous landmark locations, \( x_{k-1} \). In contrast, SDM will learn a sequence of generic descent directions \( \{R_k\} \) and bias terms \( \{b_k\} \),

\[
x_k = x_{k-1} + R_k \phi_{k-1} + b_{k-1}, 
\]

such that the succession of \( x_k \) converges to \( x_0 \) for all images in the training set.

3.2. Learning for SDM

This section illustrates how to learn \( R_k, b_k \) from training data. Assume that we are given a set of face images \( \{d^i\} \) and their corresponding hand-labeled landmarks \( \{x_i^0\} \). For each image starting from an initial estimate of the landmarks \( x_i^0 \), \( R_0 \) and \( b_0 \) are obtained by minimizing the expected loss between the predicted and the optimal landmark displacement under many possible initializations. We choose the L2-loss for its simplicity and solve for the \( R_0 \) and \( b_0 \) that minimizes

\[
\arg\min_{R_0, b_0} \sum_{d^i} \int p(x_i^0) ||\Delta x^i - R_0 \phi_0^i - b_0||^2 dx_i^0, 
\]

where \( \Delta x^i = x_i^i - x_i^0 \) and \( \phi_0^i = h(d(x_i^0)) \). We assume that \( x_i^0 \) is sampled from a Normal distribution whose parameters capture the variance of a face detector. We approximate the integration with Monte Carlo sampling, and instead minimize

\[
\arg\min_{R_0, b_0} \sum_{d^i} \sum_{x_i^0} ||\Delta x_i^i - R_0 \phi_0^i - b_0||^2. 
\]

Minimizing Eq. 10 is the well-known least squares problem, which can be solved in closed-form.

The subsequence \( \{R_k, b_k\} \) can be learned as follows. At each step, a new dataset \( \{\Delta x^i, \phi_i^k\} \) can be created by recursively applying the update rule in Eq. 8 with previously learned \( R_{k-1}, b_{k-1} \). More explicitly, after \( R_{k-1}, b_{k-1} \) is learned, we update the current landmarks estimate \( x_i^k \) using Eq. 8. We generate a new set of training data by computing the new optimal parameter update \( \Delta x_i^{k+1} = x_i^k - x_i^k \) and the new feature vector, \( \phi_i^k = h(d(x_i^k)) \). \( R_k \) and \( b_k \) can be learned from a new linear regressor in the new training set by minimizing

\[
\arg\min_{R_k, b_k} \sum_{d^i} \sum_{x_i^k} ||\Delta x_i^{k+1} - R_k \phi_i^k - b_k||^2. 
\]

The error monotonically decreases as a function of the number of regressors added. In all our experiments, the algorithm converged in 4 or 5 steps.

3.3. Comparison with existing approaches

A major difference between SDM and discriminative method to fit AAMs [11], is that [11] only uses one step regression, which as shown in our experiments leads to lower performance. Recent work on boosted regression [27, 29, 15, 10] learns a set of weak regressors to model the relation between \( \phi \) and \( \Delta x \). SDM is developed to solve a general NLS problems while boosted regression is a greedy method to approximate the function mapping from \( \phi \) to \( \Delta x \). In the original gradient boosting formulation [16], feature vectors are fixed throughout the optimization, while [15, 10] re-sample the features at the updated landmarks for training different weak regressors. Although they have shown improvements using those re-sampled features, feature re-generation in regression is not well understood and invalidates some properties of gradient boosting. In SDM, the linear regressor and feature re-generation come up naturally in our derivation from Newton method. Eq. 7 illustrates that a Newton update can be expressed as a linear combination of the feature differences between the one extracted at current landmark locations and the template. In previous work, it was unclear what the alignment error function is for discriminative methods. This work proposes Eq. 3, which is the error function minimized by discriminative methods, and connect it with PAMs.
<table>
<thead>
<tr>
<th>Function</th>
<th>Training Set</th>
<th>Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sin(x)$</td>
<td>$[-1.0:2.1]$</td>
<td>$[-1:0.05:1]$</td>
</tr>
<tr>
<td>$x^3$</td>
<td>$[-27:3:27]$</td>
<td>$[-27:0.5:27]$</td>
</tr>
<tr>
<td>$\text{erf}(x)$</td>
<td>$[-0.99:0.11:0.99]$</td>
<td>$[-0.99:0.03:0.99]$</td>
</tr>
<tr>
<td>$e^x$</td>
<td>$[1:3:28]$</td>
<td>$[1:0.5:28]$</td>
</tr>
</tbody>
</table>

Table 1: Experimental setup for the SDM on analytic functions. \( \text{erf}(x) \) is the error function, \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \).

### 4.1. SDM on analytic scalar functions

This experiment compares the performance in speed and accuracy of the SDM against the Newton’s method on four analytic functions. The NLS problem that we optimize is:

$$\min_x f(x) = (h(x) - y^*)^2,$$

where \( h(x) \) is a scalar function (see Table 1) and \( y^* \) is a given constant. Observe that the 1st and 2nd derivatives of those functions can be derived analytically. Assume that we have a fixed initialization \( x_0 = c \) and we are given a set of training data \( x = \{x_i\}_{i=1}^n \) and \( y = \{h(x_i)\}_{i=1}^n \). Unlike the SDM for face alignment, in this case no bias term is learned since \( y^* \) is known at testing time. We trained the SDM as explained in Sec. 3.2.

The training and testing setup for each function are shown in Table 1 in Matlab notation. We have chosen only invertible functions. Otherwise, for a given \( y^* \) multiple solutions may be obtained. In the training data, the output variables \( y \) are sampled uniformly in a local region of \( h(x) \), and their corresponding inputs \( x \) are computed by evaluating \( y \) at the inverse function of \( h(x) \). The test data \( y^* \) is generated at a finer resolution than in training.

To measure the accuracy of both methods, we computed the normalized least square residuals \( \frac{||x_i^* - x_i||}{||x_i^*||} \) at the first 10 steps. Fig. 3 shows the convergence comparison between SDM and Newton method. Surprisingly, SDM converges with the same number of iteration as Newton method but each iteration is faster. Moreover, SDM is more robust against bad initializations and ill-conditions \( (f'' < 0) \). For example, when \( h(x) = x^3 \) the Newton method starts from a saddle point and stays there in the following iterations (observe that in the Fig. 3 the Newton method stays at 1). In the case of \( h(x) = e^x \), the Newton method diverges because it is ill-conditioned. Not surprisingly, when the Newton method converges it provides more accurate estimation than SDM, because SDM uses a generic descent direction. If \( f \) is quadratic \( (e.g., \ h \) is linear function of \( x \)\), SDM will converge in one iteration, because the average gradient evaluated at different locations will be the same for linear functions. This coincides with a well-known fact that Newton method converges in one iteration for quadratic functions.

### 4.2. Facial feature detection

This section reports experiments on facial feature detection in two “face in the wild” datasets, and compares SDM with state-of-the-art methods. The two face databases are the LFPW dataset\(^1\) [4] and the LFW-A&C dataset [26].

The experimental setup is as follows. First the face is detected using the OpenCV face detector [7]. The evaluation is performed on the images in which a face can be detected. The face detection rates are 96.7% on LFPW and 98.7% on LFW-A&C, respectively. The initial shape estimate is given by centering the mean face at the normalized square. The translational and scaling differences between the initial and true landmark locations are also computed, and their means and variances are used for generating Monte Carlo samples in Eq. 9. We generated 10 perturbed samples for each training image. SIFT descriptors are computed on \( 32 \times 32 \) local patches. To reduce the dimensionality of the data, we performed PCA preserving 98% of the energy on the image features.

LFPW dataset contains images downloaded from the web that exhibit large variations in pose, illumination, and facial expression. Unfortunately, only image URLs are given and some are no longer valid. We downloaded 884

\(^1\)http://www.kbvt.com/LFPW/
of the 1132 training images and 245 of the 300 test images. We follow the evaluation metric used in [4], where the error is measured as the average Euclidean distance between the 29 labeled and predicted landmarks. Such error is then normalized by the inter-ocular distance.

We compared our approach with two recently proposed methods [4, 10]. Fig. 4 shows the Cumulative Error Distribution (CED) curves of SDM, Belhumeur et al. [4], and our method trained with only one linear regression. Note that SDM is different from the AAM trained in a discriminative manner with linear regression [11], because we do not learn any shape or appearance model (it is non-parametric). Note that such curves are computed from 17 of the 29 points defined in [13], following the convention used in [4]. Clearly, SDM outperforms [4] and linear regression. It is also important to notice that a completely fair comparison is not possible since [4] was trained and tested with more images that were no longer available. However, the average is on favor of our method. The recently proposed method in [10] is based on boosted regression with pose-indexed features. To our knowledge this paper reported the state-of-the-art results on LFPW dataset. In [10], no CED curve is given and they reported a mean error (×10^{-2}) of 3.43. SDM shows comparable performance with a average of 3.47.

The first two rows of Fig. 6 show our results on the faces with large variations in poses and illumination as well as the ones that are partially occluded. The last row displays the worst 10 results measured by the normalized mean error. Most errors are caused by gradient feature’s incapability to distinguish between similar facial parts and occluding objects (e.g., glasses frame and eye brows).

LFW-A&C is a subset of LFW dataset, consisting of 1116 images of people whose names begin with an ‘A’ or ‘C’. Each image is annotated with the same 66 landmarks shown in Fig. 2. We compared our method with the Principle Regression Analysis (PRA) method [26] that proposes a sample-specific prior to constraint the regression output. This method maintains the state-of-the-art results on this dataset. Following [26], those whose name started with ‘A’ were used for training giving us a total of 604 images. The remaining images were used for testing. Root mean squared error (RMSE) is used to measure the alignment accuracy. Each image has a fixed size of 250 × 250 and the error is not normalized. PRA reported a median alignment error of 2.8 on test set while ours averages 2.7. The comparison of CED curves can be found in Fig. 4b and our method outperforms PRA and Linear Regression. Qualitative results from SDM on the more challenging samples are plotted in Fig. 7.

4.3. Facial feature tracking

This section tested the use of SDM for facial feature tracking. The main idea is to use SDM for detection in each frame but initializing the frame with the landmark estimate of the previous frame.

We trained our model with 66 landmarks on MPIE [17] and LFW-A&C datasets. The standard deviations of the scaling and translational perturbation were set to 0.05 and 10, respectively. It indicates that in two consecutive frames the probability of a tracked face shifting more than 20 pixels or scaling more than 10% is less than 5%. We evaluated SDM’s tracking performance on two datasets, RU-FACS [3] and Youtube Celebrities [20].

RU-FACS dataset consists of 29 sequences of different subjects recorded in a constrained environment. Each sequence has an average of 6300 frames. The dataset is labeled with the same 66 landmarks of our trained model except the 17 jaw points that are defined slightly different (See Fig. 5b). We use the remaining 49 landmarks for evaluation. The ground truth is given by a person-specific AAMs [23]. For each of the 29 sequences the average RMS error and standard deviation are plotted in Fig. 5. To make sense of the numerical results, in the same figure we also show one tracking result overlayed with ground truth and in this example it gives us a RMS error of 5.03. We cannot observe obvious differences between the two labelings. Also, the person-specific AAM gives unreliable results when the subject’s face is partially occluded while SDM still provides a robust estimation (See Fig. 8). In the 170, 787 frames of the RU-FACAS videos, the SDM tracker never lost track even in cases of partial occlusion.
5. Conclusions

This paper presents SDM, a method for solving NLS problems. SDM learns in a supervised manner generic descent directions, and is able to overcome many drawbacks of second order optimization schemes, such as non-differentiability and expensive computation of the Jacobians and Hessians. Moreover, it is extremely fast and accurate. We have illustrated the benefits of our approach in the minimization of analytic functions, and in the problem of facial feature detection and tracking. We have shown how SDM outperforms state-of-the-art approaches in facial feature detection and tracking in challenging databases.

Beyond the SDM, an important contribution of this work in the context of algorithms for image alignment is to propose the error function of Eq. 3. Existing discriminative methods for facial alignment pose the problem as a regression one, but lack a well-defined alignment error function. Eq. 3 allows to establish a direct connection with existing PAMs for face alignment, and apply existing algorithms for minimizing it such as Gauss-Newton (or the supervised version proposed in this paper).

In future work, we plan to apply the SDM to other NLS in computer vision such as camera calibration and structure from motion. Moreover, we plan to have a deeper analysis of the theoretical convergence properties of SDM.
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Figure 6: Example results from our method on LFPW dataset. The first two rows show faces with strong changes in pose and illumination, and faces partially occluded. The last row shows the 10 worst images measured by normalized mean error.

Figure 7: Example results on LFW-A&C dataset.

Figure 8: Comparison between the tracking results from SDM (top row) and person-specific tracker (bottom row).

Figure 9: Example results on the Youtube Celebrity dataset.