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Objective

Real-time CPR feedback improves pre-hospital chest compression quality, but few tools are available for lay rescuers. Mobile applications utilizing the embedded accelerometer within smartphones offer CPR feedback, but require accessories to affix the phone to the rescuer or victim. In this pilot study, we tested whether repetitive body movements detected on smartphone video footage of rescuers performing simulated chest compressions classifies chest compression rate.

Methods

Six subjects performed 30-second bouts of simulated chest compressions at specified parameters: normal rate (100-120 compressions/minute), ‘too fast’ (>120 compressions/minute), and ‘too slow’ (<100 compressions/minute). A nearby smartphone camera recorded participants. Portable inertial measurement units affixed to subjects’ hands determined actual compression rate. We extracted the oscillatory signal from the video footage representing the repetitious movement of chest compressions, and divided it into 2-second epochs. We calculated test performance characteristics within- and between-subjects with k-nearest neighbors.

Results

Extraction and analyses yielded 153 video segments with recorded chest compression rates ranging from 60-144 per minute. Test performance characteristics were mostly good
or excellent. Overall classification accuracy was 88% (95% CI 82%-92%) (within-subject) and 80% (95% CI 73%-85%) (between-subject).

Conclusions

Repetitive body movements identified on smart phone video footage of rescuers performing simulated chest compressions classifies chest compression rate with reasonable accuracy. Such video footage can be obtained by a stationary smart phone in close proximity to the rescuer.
Introduction

Approximately 360,000 persons suffer out-of-hospital cardiac arrest (OHCA) annually in the United States. [1] Prompt, high-quality CPR is the cornerstone of prehospital cardiac arrest resuscitation. [2] Real-time feedback devices improve the quality of CPR [3], but are typically manufactured as an accessory to the monitor-defibrillator and are not readily available to the lay public. Instead, the lay public is taught to “push hard and fast” without any provision for real-time feedback to optimize chest compression performance. [4]

Bystander CPR provides a key link in the chain of survival. [5] Communities that have increased rates of bystander CPR have enjoyed commensurate improvements in OHCA survival. [2, 6] For every 30 OHCA victims who receive bystander CPR, one additional life is saved. [7]

The current generation of smart phones house accelerometers and high-resolution video cameras, both of which are commonly integrated into mobile software applications. Several mobile applications commercially available to the lay public advertise chest compression feedback using the phone’s accelerometer, but these applications require a means to affix the smart phone to the rescuer’s hand via a strap, glove, case, or cradle. [8-14] These key accessories may or may not be available in the event of emergency necessitating bystander CPR. However, utilizing the built-in video camera may obviate the need for additional accessories by allowing the phone to simply be placed in proximity to the rescuer.
We hypothesized that the repetitive body movements identified on smart phone videos of rescuers performing chest compressions reflects the true chest compression rate. In this preliminary report, we demonstrate proof of concept that such videos can be obtained by a stationary smart phone in proximity to the rescuer, and that analysis of these videos can classify the rate of chest compressions with reasonable accuracy.
Methods

The University of Pittsburgh Institutional Review Board approved this study. Each participant provided written informed consent.

Study Design and Setting: This was a prospective pilot study of smartphone video footage analysis to classify chest compression rates during simulated CPR. Subjects were recruited from a convenience sample of faculty and staff within the University of Pittsburgh Department of Emergency Medicine research offices. For this preliminary study, we selected subjects that were certified in CPR and had clinical experience performing CPR. Subjects performed 30-second bouts of chest compressions on a simulation manikin at three specified parameters: ‘normal rate’ (100-120 compressions/minute), ‘too fast’ (> 120 compressions/minute), and ‘too slow’ (< 100 compressions/minute). To allow for natural variation in compression rates between and within subjects, we did not provide instruction on the specific rate at which to perform ‘too fast’ or ‘too slow’ compressions. We used the 2010 ILCOR guidelines of 100-120 compressions/minute as the normal range. The order of the bouts of chest compressions was randomized via simple random number generator. To verify the actual chest compression rate, we affixed a portable, wireless inertial measurement device (APDM, Inc., Portland, OR) to each rescuer’s hands. Chest compression rate measured by these devices served as the reference standard.

Video Recording and Processing: Subjects provided chest compressions while kneeling on the floor perpendicular to the manikin’s torso. We placed a smartphone (iPhone 4, Apple Inc., Cupertino, CA) on the ground between the subjects’ knees and the manikin. (Figure 1)
The extracted videos were stored in MPEG-4 (.mp4) format. The video frames were converted from colored to grey-level (back and white) for further processing.

We processed the video frames with image processing algorithms in MATLAB (MathWorks, Natick, MA). These algorithms generated unique features from the video frames that were used to ‘learn’ chest compression rate from the videos.

The periodic up-and-down movement pattern associated with chest compressions was captured in the videos. For each video frame, we extracted the grey-scale image and computed the integral image and sum of all pixel values. Since each video contained a periodic pattern of chest compressions, the sum of pixel values likewise varied periodically. This repetitive process yielded an oscillatory signal of the pixel sum. (Figure 2) For each 2-second segment of the pixel sum signal, we computed the chest compression rate with the dominant frequency component (e.g. correct rate, too fast, too slow) in the fast Fourier transform spectrum of the pixel sum signal. [15]

Study Outcomes: Our primary outcome was to demonstrate that capture of smart phone video footage is feasible and provides a method to determine chest compression rate. We calculated test performance characteristics and overall classification accuracy of chest compression rate determined by video analysis.

Statistical Analyses: We divided the compilation of 2-second epochs of video footage equally into a training test and test set for the video analysis software. We tested two different methods of dividing the epochs into test and training sets. To test performance
characteristics within each subject, we first separated half of the video segments from each subject as a training set, and used the other half as a test set. To test performance characteristics between subjects, we separated all the video segments from half of the subjects as a training set, and used the other subjects as a test set. For each analysis, we used k-nearest neighbors to calculate test performance characteristics for classifying chest compression rate as too fast (> 120 compressions/minute), too slow (< 100 compressions/minute), and at the recommended rate (100 – 120 compressions/minute).

We selected k-nearest neighbors because the feature space has distinct inter-class variations in the frequency domain, and k-nearest neighbors carries a low computation burden suitable for application in mobile devices with limited computing power. We calculated sensitivity, specificity, positive predictive value, and negative predictive value for each binary classification of correct rate, too fast, and too slow, compared to the other two classifications. We also calculated overall classification accuracy for each mode of analysis (separating video segments into training and test sets within or between subjects).
Results

The stationary smartphone easily captured high-quality video for subsequent analysis. Six subjects (median age 31 years; 83% male) provided 540 seconds. Of this, 306 seconds was suitable for analysis, yielding 153 two-second video segments. Recorded chest compression rates ranged from 60-144 per minute.

Test performance characteristics are presented in Table 1 for each type of analysis. Dividing video segments within each subject as training and test sets, the overall classification accuracy was 88% (95% CI 82% - 92%). Dividing video segments between subjects as training and tests sets, the overall classification accuracy was 80% (95% CI 73% - 85%).
Discussion

In this preliminary report, we demonstrated proof of concept that a stationary smart phone placed on the ground between a simulated rescuer and manikin can record video footage that yields chest compression rate. Furthermore, chest compression rate was accurately classified as ‘correct’, ‘too fast’, or ‘too slow’ 80% - 90% of the time in this small sample of subjects. With additional training sets, the algorithm used to recognize oscillations may achieve improved accuracy.

Future directions for this work include assessment of chest compression depth and other quality measures with characteristics of the oscillatory signal extracted from the video footage. Additionally, these algorithms embedded within a smart phone mobile application could test the accuracy and precision of chest compression monitoring aimed specifically at lay rescuers. Such a mobile application could also support a mechanism of real-time feedback to vary chest compression rate and depth in order to achieve pre-specified parameters. This mode of CPR quality feedback would not rely on extra accessories to affix the phone to the rescuer or victim.

Additionally, very little is known about the quality and makeup of bystander CPR. In one of the few clinical studies of bystander CPR quality, Takei, et al. report EMS assessment of bystander CPR quality upon arrival to the scene. [16] Using subjective judgments about hand position, compression rate, and compression depth, bystander CPR was deemed acceptable in 81% of cases. Acceptable quality was associated with earlier initiation by multiple non-family, non-elderly bystanders in an urban location. A mobile application that
utilized video (+/- audio) recording could capture objective bystander CPR quality data and provide additional insight into patient care that occurs before EMS arrival.

This preliminary report represents a proof of concept that was limited to a small number of subjects that were mostly male, younger in age, and had medium builds. These analyses should be tested in rescuers of different height, size, habitus, ethnicity, as well as in different positions/postures and settings, in order to ensure reproducibility across a range of rescuer features and environmental conditions.
Conclusion

Repetitive body movements identified on smart phone videos of rescuers performing simulated chest compressions classifies chest compression rate as ‘correct’, ‘too fast’, or ‘too slow’ with reasonable accuracy. Such videos can be obtained by a stationary smart phone in close proximity to the rescuer.
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**Figure Legends**

**Figure 1:** Placement of the subject, manikin, and smartphone.

**Figure 2:** Oscillatory pixel sum signal for representative video segments of ‘correct rate’, ‘too fast’, and ‘too slow’.
Figure 1: Placement of the subject, manikin, and smart phone.
Figure 2: Oscillatory pixel sum signal for representative video segments of ‘correct rate’, ‘too fast’, and ‘too slow’.
<table>
<thead>
<tr>
<th></th>
<th>Too slow (&lt; 100 compressions/min)</th>
<th>Correct rate (100-120 compressions/min)</th>
<th>Too fast (&gt; 120 compressions/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Within-Subject Analysis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>75.0% (46.8%, 91.1%)</td>
<td>96.1% (86.8%, 98.9%)</td>
<td>41.7% (24.5%, 61.2%)</td>
</tr>
<tr>
<td>Specificity</td>
<td>95.4% (87.3%, 98.4%)</td>
<td>76.9% (57.9%, 89.0%)</td>
<td>100% (93.2%, 100%)</td>
</tr>
<tr>
<td>PPV</td>
<td>75.0% (46.8%, 91.1%)</td>
<td>89.1% (78.2%, 94.9%)</td>
<td>100% (72.2%, 100%)</td>
</tr>
<tr>
<td>NPV</td>
<td>95.4% (87.3%, 98.4%)</td>
<td>90.9% (72.2%, 97.5%)</td>
<td>79.1% (67.9%, 87.1%)</td>
</tr>
<tr>
<td><strong>Between-Subject Analysis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>90.9% (62.3%, 98.4%)</td>
<td>93.2% (81.8%, 97.7%)</td>
<td>50.0% (30.7%, 69.3%)</td>
</tr>
<tr>
<td>Specificity</td>
<td>92.4% (83.5%, 96.7%)</td>
<td>72.7% (55.8, 84.9%)</td>
<td>98.2% (90.4%, 99.7%)</td>
</tr>
<tr>
<td>PPV</td>
<td>66.7% (41.7%, 84.8%)</td>
<td>82.0% (69.2%, 90.2%)</td>
<td>91.7% (64.6%, 98.5%)</td>
</tr>
<tr>
<td>NPV</td>
<td>98.4% (91.4%, 99.7%)</td>
<td>88.9% (71.9%, 96.1%)</td>
<td>83.1% (72.2%, 90.3%)</td>
</tr>
</tbody>
</table>

**Table 1**: Test performance characteristics (95% confidence intervals) for each binary classification of chest compression rate. **Within-Subject Analysis**: dividing video segments within each subject into training/test sets. **Between-Subject Analysis**: dividing video segments between subjects into training/test sets. **PPV**: positive predictive value. **NPV**: negative predictive value.
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