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Abstract—We extend the Iterative Closest Point (ICP) algorithm to obtain a method for continuous-time trajectory estimation (CICP) suitable for SLAM from actuated lidar. Traditional solutions to SLAM from actuated lidar rely heavily on the accuracy of an auxiliary pose sensor to form rigid frames. These frames are then used with ICP to obtain accurate pose estimates. However, since lidar records a single range sample at time, any error in inter-sample sensor motion must be accounted for. This is not possible if the frame is treated as a rigid point cloud. In this work, instead of ICP we estimate a continuous-time trajectory that takes into account inter-sample pose errors. The trajectory is represented as a linear combination of basis functions and formulated as a solution to a (sparse) linear system without restrictive assumptions on sensor motion. We evaluate the algorithm on synthetic and real data and show improved accuracy in open-loop SLAM in comparison to state-of-the-art rigid registration methods.

I. INTRODUCTION

Point cloud registration methods play an important role in front-end SLAM from lidar. In particular, the Iterative Corresponding/Closest Point (ICP) algorithm [5] and its variants [22] have been used heavily for sensor pose estimation prior to back-end optimization (c.f. [9]). One particularly common sensor for 3D SLAM is “actuated lidar”, where a 2D scanning lidar is actuated to sweep a volume in space. Actuated lidar remains popular due to its lower cost and flexibility in comparison to other 3D sensors.

A major limitation of actuated lidar is the serial acquisition of 3D points. Since the robot is typically moving while the sensor is being actuated, the resulting point clouds will be distorted. This problem is commonly solved by coupling the lidar with a pose sensor, such as an Inertial Measurement Unit (IMU), or odometry, etc. Given the pose estimates, we may undistort a segment of the lidar data and accumulate it into a rigid frame. This frame can then be registered to one, or more, prior frames allowing us to estimate the pose of the sensor and build a map of the environment.

In such methods, drift in pose estimates, inadequate sampling density, or dropouts will be integrated into the rigid frames. Such errors cannot be corrected via ICP and can significantly affect the accuracy of the system (c.f. Fig.1). In this work, we propose a new registration technique that explicitly accounts for sensor motion. In contrast to rigid registration, we develop an algorithm that estimates a continuous 6DOF trajectory of the sensor. The trajectory spans the duration of frame acquisition and can potentially assign a distinct pose per measurement. The algorithm is shown to improve the accuracy of open-loop SLAM in comparison to rigid registration. Our algorithm extends the familiar ICP framework alternating between correspondences and pose estimation. While ICP estimates a single rigid pose, our algorithm estimates a continuous-time trajectory, or a Continuous-ICP (CICP).

In CICP, the trajectory is represented with a linear combination of basis functions and solved efficiently as a linear system. The solution does not use the small-angle approximation to linearize rotations, which means we are not limited to small motions. Furthermore, in addition to efficiency, it is easy to implement robust solvers via regularization methods, which is desirable in registration problems in presence of noise and missing correspondences. Next, we present the formulation of the problem.

II. PRELIMINARIES

Given two sets of 3D points in correspondence, a set of “stationary” points \( S = \{ s_i \in \mathbb{R}^3 \}_{i=1}^m \) and a set of “moving” points \( M = \{ m(t_i) \in \mathbb{R}^3 \}_{i=1}^m \), where \( s_i \leftrightarrow m(t_i) \), we seek to estimate a trajectory \( T : \mathbb{R} \rightarrow SE(3) \), such that

\[
s_i = T(t_i)m(t_i),
\]

where \( T(t) \in SE(3) \) is a rigid body transform composed of a rotation \( R(t) \in SO(3) \) and a translation \( t(t) \in \mathbb{R}^3 \).

Clearly, the problem in Eq.(1) is underconstrained and cannot be solved directly. Instead, we propose to model the trajectory as a linear combination of \( n \) “control” poses \( T_j \) at distinct time samples \( t = \{ t_j \}_{j=1}^n \). Let \( v_j \) be a vectorial representation of each of the control pose parameters, our trajectory \( T \) at an arbitrary time \( t_1 \leq t \leq t_n \) can be written as a linear combination of a set basis functions \( \phi_j (\cdot) \) as

\[
T(t; \{ v_j \}) = \sum_{j=1}^{n} \phi_j (t; \cdot) v_j.
\]
Given this representation, we may obtain the pose of the sensor during any time \( t \in [\tilde{t}_1, \tilde{t}_n] \) by evaluating the function using the estimated coefficients/poses \( \{v_j\} \).

### A. Linear Solution to the Rigid Pose Estimation Problem

Consider two point sets \( \{y_i \in \mathbb{R}^3\}_{i=1}^m \) and \( \{x_i \in \mathbb{R}^3\}_{i=1}^m \) in correspondence \( (y_i \leftrightarrow x_i) \) and related via a rigid body transform, we seek to estimate \( R \) and \( t \) such that

\[
y_i = R x_i + t.
\]

The problem is well-studied with various closed form solutions in the literature [12]. A linear solution can be obtained by representing the rotation using the Gibbs vector [10], or Cayley-Rodrigues. The Gibbs vector \( g \) encodes the rotation in terms of an Euler axis and an angle \( \theta \) as \( g = \hat{g} \tan(\theta/2) \), where \( \hat{g} \) is a unit norm Euler axis. In order to convert a Gibbs vector to a rotation matrix, we may use the Cayley transform given by

\[
R = (I_3 + G)^{-1} (I_3 - G),
\]

where \( I_3 \) is the \( 3 \times 3 \) identity and \( G = [g] \times \) is a skew-symmetric matrix. Using this, we can write Eq. (3) as

\[
y_i = (I_3 + G)^{-1} (I_3 - G) x_i + t.
\]

Multiplying Eq. (5) by \( (I_3 + G) \), and rearranging we obtain

\[
d_i \equiv [a_i] \times g + t,
\]

where \( d_i = y_i - x_i \), \( a_i = y_i + x_i \), and \( t = (I_3 + G)^{-1} t \).

Here, we used the identity \( a \times b = [a] \times b - [b] \times a \). Eq. (6) is linear and can be solved by standard linear methods.

### III. CONTINUOUS TRAJECTORY ESTIMATION

In our original problem, Eq. (4), we seek to estimate a continuous trajectory per-point such that the Euclidean distance between corresponding points is minimized. We can formulate this problem as a linear least squares optimization as follows. First, we choose a number of “control poses” represented as vectors \( v_j \in \mathbb{R}^6 \), where the rotation is represented with the Gibbs vector Eq. (4). The trajectory \( T : \mathbb{R} \rightarrow SE(3) \), at time \( t \), can then be written as a linear combination of basis functions (Eq. (2)). Given this representation, we obtain the following linear system of equations

\[
b(t) = s_i - m(t) = \Lambda(t; \tilde{t}) \theta, \quad \text{where} \quad \theta = (v_i^T_1, \ldots, v_i^T_n)^T.
\]

is a \( 6n \) vectorial representation of the \( n \) control poses, and \( \Lambda \) is a \( 3 \times 6n \) matrix of the linear constraints in Eq. (4) weighted by the basis functions, i.e.

\[
\Lambda(t; \tilde{t}) = \left( [s_1 + m(t)]_x, I_3 \right) \hat{\Phi}(t; \tilde{t}),
\]

where \( \hat{\Phi}(t; \tilde{t}) = (\phi(t; \tilde{t}_1) I_3, \ldots, \phi(t; \tilde{t}_n) I_3) \). Given sufficient correspondences, we obtain the following linear system of equations

\[
\begin{pmatrix}
  b(t_1) \\
  \vdots \\
  b(t_m)
\end{pmatrix} =
\begin{pmatrix}
  \Lambda(t_1; \tilde{t}) \\
  \vdots \\
  \Lambda(t_m; \tilde{t})
\end{pmatrix}
\begin{pmatrix}
  v_1^T \\
  \vdots \\
  v_n^T
\end{pmatrix}
\]

\[b = \Lambda \theta.\]

The optimal least squares solution can be obtained using standard approaches, and can be done efficiently using elementary matrix operations.

### IV. CONTINUOUS ITERATIVE CORRESPONDING POINTS

Our continuous trajectory formulation can be easily integrated into the familiar ICP framework. Hence, we may use previous research and best-practices for ICP-like algorithms [19]. Point correspondences are estimated based on the closest distance using approximate nearest neighbor search with KD-tree [20]. To improve the efficiency of the system, we filter correspondences to maintain one-to-one unique matches, with ties broken by distance. We also remove correspondence with a distance greater than a threshold.

Convergence is determined if the any of the following conditions is true (i) change in the estimated pose is smaller than a threshold \( 10^{-6} \), (ii) change in closest points error is smaller than a threshold \( 10^{-6} \), or (iii) a predetermined maximum number of iterations is reached 100. Thresholds are determined experimentally and held fixed. The framework is also used for the rigid registration method we compare against.

B-spline basis functions [11] are used to represent the trajectory, and implemented using Cox-de Boor recurrence formulae. The \( j \)th B-spline basis function of degree \( d \) (order \( o = d + 1 \)), over a non-decreasing sequence of real numbers (knot vector) \( u = (u_1, \ldots, u_n) \) is defined by the recurrence

\[
\beta_j^0(u) = \begin{cases} 
1 & \text{if } u_j \leq u < u_{j+1}; \\
0 & \text{otherwise.}
\end{cases}
\]

\[
\beta_j^d(u) = \frac{u - u_j}{u_{j+d} - u_j} \beta_j^{d-1}(u) + \frac{u_{j+o} - u}{u_{j+o} - u_{j+1}} \beta_{j+1}^{d-1}(u)
\]

In our implementation, the basis functions are placed uniformly. The choice of B-splines is motivated by their flexibility and approximation power [25]. More importantly, B-spline bases are compactly supported; each function has a local effect on the trajectory and hence errors do not propagate globally. Compact support yields a sparse system, allowing increased efficiency when solving Eq. (9).

### V. EXPERIMENTS AND RESULTS

#### A. Simulation

We evaluate the performance of our algorithm using data collected from a scanner [24] that are synthetically deformed using a generated non-linear trajectory to simulate a scanning-while-moving scenario (see Fig. 25). The trajectory is constructed by generating \( n = 6 \) ground truth poses and interpolating in between such that each point is assigned a distinct pose. This producers distorted point clouds similar to what we obtain from a moving sensor incrementally scanning the world. Experiments are repeated 100 times with random trajectories and noise levels per trial. For every trial, we report the root mean squared error (RMSE) of the translation and rotation of the estimated trajectory. For translation, this is computed as \( \epsilon_t = \sqrt{\frac{1}{n-1} \sum_i^n ||t_i - \hat{t}_i||^2} \), where \( \hat{t}_i \) is the estimated translation for the \( i \)th trajectory pose. Similarly, rotation RMSE is computed using a vector of Euler angles.

\[1\] We use nanoflann http://code.google.com/p/nanoflann/ a fine-tuned implementation of FLANN [18] for 3D points.
with a cubic spline. Since the data is noise-free and correspondence, noise and outliers. One possibility is solving the system with $L_1$-regularization. That is we seek $\theta$ that minimizes the regularized error $\|A\theta - b\|_2^2 + \lambda \|\theta\|_1$, where $\lambda \in \mathbb{R}^+$, $\|\cdot\|_p$ is the $p$th norm, $\|a\|_p = \sum |a_i|^p$. In contrast to least squares, Eq. (2), no closed-form solution exists for $L_1$-regularization. However, there exist various methods that can attain a solution robustly and efficiently. Here, we use an interior-point method by Koh et al. [16], which is efficient and suitable for large-scale problems.

Fig. (c) shows the results of our algorithm with and without regularization when outliers are injected into the data. Similar to the previous experiments, Gaussian noise is added and 20\% of the points removed at random to simulate missing correspondences. We replace 20\% of the data with gross outliers and repeat the process 100 times with a random trajectory per trial. We can see $L_1$ regularization improves the accuracy. However, at higher levels of noise, the error becomes large, especially for rotation. Further improvements on the $L_1$ solution are possible by fine-tuning the regularization parameter $\lambda$. However, the improvement is not significant and does not aid our parameter selection for real data, as we do not expect such high levels of noise and outliers.

E. Real data

We evaluate the algorithm on a real-time 3D SLAM system as a replacement to rigid registration. The sensor used is shown in Fig. (f) and composed of a 270\° FOV, 40 Hz Hokuyo scanner mounted on a spinning motor. The angular resolution was 0.25\°, producing 1081 measurements per scan. The motor rotates about an axis orthogonal to the scanning mirror producing a spinning motion at 0.25 Hz.

Every half-scan rotation of the motor (2\'s worth of data) produces a “frame” composed of $\approx 86K$ points. These frames are collected while the robot is moving and a pose source is required to account for the robot motion prior to registration. For this, we employ stereo visual odometry (VO) using P3P and two-frame refinement [2]. The stereo camera is calibrated wrt. the lidar [1] in an offline step. VO runs at 10 Hz providing local pose estimates to build the undistorted frames. For every frame we have $\approx 20$ VO pose samples.

Our SLAM framework is local. We keep a rolling buffer of the three most recent undistorted lidar frames. Our baseline comparison uses GICP [20] to rigidly register the undistorted frames. For CICP, we use six control poses per frame distributed uniformly over acquisition time. The $2^{\text{nd}}$ and $3^{\text{rd}}$ frames in the rolling buffer are registered to the first (stationary) frame. We solve the system with $L_1$ regularization with $\lambda = 10^{-4}$ and cubic B-spline basis.

We have evaluated our algorithm on various data sequences from indoor and subterranean environments. Here we show results from an industrial building. Figure (g) shows a corridor scene registered using GICP (left) and our CICP method (right). We can see visible errors with GICP results,
as rigid registration is not aware of inter-sample pose errors. In Fig. (8) is another example from the building and Fig. (9) shows a larger area from data collected in our test facility. Overall, while we do not have ground truth available, it is clear that CICP offers greater open loop accuracy.

VI. RELATED WORK

The literature on registration methods is vast and has been active for the past two decades. We refer the reader to a recent survey by Tam et al. [22] for a more extensive review. Robust $L_1$-regularization has various applications in sparse coding and statistics. Recent work by Bach et. al [4] provides a comprehensive treatment. Recently, $L_p$-regularization has been proposed for rigid ICP by Bouaziz et. al [8] in which they show increased robustness.

Continuous-time estimation has been gaining popularity in Robotics and Computer Vision. Furgale et. al [13] proposed a continuous-time batch estimation framework for camera-IMU calibration. We share the use of B-spline functions as the basis. However, the formulation solves a different problem via non-linear optimization. Furgale et al. work has been extended to rolling shutter camera motion estimation [17] and calibration [15]. For structure from motion, Hedborg et al. [14] proposed a bundle adjustment (BA) scheme aware of the continuous camera motion, where pose is linearly interpolated across image rows and integrated into BA.

Tong et al. [23], based on Furgale et al. framework [13], proposed a non-parametric representation for SLAM, where the state is represented as a Gaussian process. This is shown to perform better than discrete-time SLAM, albeit with increased computation time. Another adaption of the framework to relative coordinates was recently presented by Anderson et al. [3]. Sheehan et al. [21] demonstrated a continuous trajectory localization algorithm from 3D data. The trajectory is represented with Catmull-Rom splines, and the method does not require correspondences. However, the method is nonlinear and requires a surveyed map.

Closest to our algorithm is the work presented by Bosse and Zlot [6]. Trajectory estimation is performed by deriving linear constraints from matched “surfels”. The linear system is solved by iterative re-weighted least squares with linear interpolation of pose samples. Given an appropriate robot motion, they are able to match scans from a moving vehicle without requiring an additional pose sensor. For more complicated motions, a high grade IMU is required [7]. Establishing correspondences via surfel matching appears to increase the basin of convergence. However, surfels depend on the current shape of the point set and will need to be re-computed at every iteration, which is computationally demanding. In contrast, our method is more efficient operating on point-point correspondences only.

VII. DISCUSSION

A. Choice of basis

The order of the basis functions affect the smoothness of the solution. If certain smoothness requirements are known/desired, then the order of the bases can be selected accordingly. For example, in motion planning, a trajectory is required to be smooth to minimize the jerk of the manipulator. In our case, we do not know the smoothness of the trajectory a-priori. However, since we know that the acceleration of the robot is bounded, the trajectory must be at least $C^1$ continuous. Further, the robot traverses rough terrain and hence the trajectory is not “overly” smooth. Experimentally, we have found that quadratic and cubic B-spline bases work best for our data.
Fig. 7: Error in 3D structure due to VO dropouts for some parts of the data (left) cannot be correct with rigid registration methods. CICP (right) correctly accounts for such errors.

Fig. 8: Drift reduction over time with no explicit loop closure. On the left is the result with rigid GICP. Errors in frame undistortion accumulate over time and show visible mapping errors. CICP (right) eliminates much of these errors.

Fig. 9: Example of open-loop SLAM in a large indoor industrial environment.
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