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Abstract

In recent years, neuromorphic architectures have been an increasingly effective tool used to solve big data problems. Hardware neural networks have not been able to fully exploit the power efficient properties of the neural paradigm, however, due to limitations in standard CMOS. One of the largest challenges is the quadratic scaling of the synapses in a neural network. There has been some work in using post CMOS technology as synapses to overcome this limitation, but systems to date have not been scalable due to the design of their neurons. This dissertation aims to design and build scalable neural network architectures that can use emerging resistive memory technology as synapses.

Using analog computing techniques to build networks is promising, especially due to the development of dense, CMOS compatible analog resistive memories. Building functional analog networks in advanced technology nodes, however, is challenging due to the relatively poor performance of analog components in these nodes. This work explores oscillatory neural networks (ONNs), which use phase as the analog state variable instead of voltage or current, reducing the number of traditional analog components required and making the networks better-suited for advanced nodes.

This thesis develops additional ONN theory with regard to hardware networks, since previous work did not consider the effect of transmission delay on network dynamics. Transmission delay is proven to cause desynchronization in unmodified ONNs, and the theoretical analysis suggests ways to build networks which do synchronize. Conclusions from the theoretical development are used to build a PLL-based ONN in hardware. The PLL-based ONN is more energy efficient than comparable systems implemented in digital CMOS, although the neuron area is somewhat larger. The measurement of the PLL-based ONN also reveals additional poorly-studied facets of ONN dynamics. Using the knowledge gained from the PLL-based ONN, a larger, PLL-free ONN is built in the same technology. Removing the PLL in each neuron reduces the power and area consumption without sacrificing any functionality. This dissertation demonstrates that ONNs are well-suited to take advantage of emerging resistive memory technology to build efficient hardware neural networks.
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Chapter 1

Introduction

Big data processing and mobile computing have been recent trends in computing in the past decade. As Moore’s law increases the density of transistors available on a chip, larger and more complex problems are being tackled in the high performance compute space. Applications such as image classification, natural language processing, and data analytics require techniques to process large amounts of data. Moore’s law has also driven an explosion in the number of smart phones, tablets, and other electronic devices that make up the Internet of Things. These systems operate in an energy-constrained environment, making energy efficiency extremely important.

Neural-inspired computation is a promising paradigm that can facilitate efficient processing of complex, massively parallel problems. This thesis explores methods to build more efficient hardware neural networks by incorporating emerging technology and mixed signal techniques. Efficient hardware neural networks could significantly increase the computational power while reducing the energy consumption of energy constrained devices.

1.1 Neural Networks for Performance and Efficiency

In most mobile computing applications, complex data processing problems are sent to high performance servers instead of being processed locally to save power. As a result, communicating with
other systems Communications has started to consume a significant portion of the power budget in these devices [1, 2]. An efficient on-board processing solution could therefore improve the efficiency and functionality of mobile devices. Neural networks are well-suited to addressing this challenge.

Neural networks are systems inspired by the brain. The brain is extremely power efficient; it is able to solve complex image and audio processing problems while consuming less than 20 W [3]. In fact, biological systems outperform any modern computer by orders of magnitude in terms of power efficiency. One of the main reasons for the performance gap between the brain and contemporary silicon-based neural networks is that the silicon systems do not take full advantage of the properties of neural networks which can save power. This work seeks to take advantage of these properties to build efficient neural networks in hardware.

Neural networks are also interesting because they have recently emerged as one of the most powerful tools to solve a variety of big data problems. They have been used to create high performance image classifiers [4, 5], video processing systems [6, 7], and natural language processors [8, 9]. For many of these classification problems, neural networks are currently the best-in-class solver. Furthermore, the same basic neural architecture is able to solve many types of problems with different sets of weights. Neural networks are a good target for hardware implementation due to their low power operation, and their high performance on many interesting problems.

1.2 Thesis Contributions

This dissertation will present power efficient neural systems built using emerging technologies and mixed-signal techniques. It focuses specifically on oscillatory neural networks (ONNs), which use phase as the state variable to solve the neural equations. It combines these ONNs with emerging resistive memory technology as the synapses of the network.

Chapter 2 provides some background on contemporary hardware neural networks and ONNs. It presents the state of the art in digital and analog hardware neural networks, and analyzes these networks as well. It introduces emerging memory technologies which that enable scalable, low power neural networks, as well as discussing some of the preliminary work done to use these devices in
neural networks. Finally, it gives an overview of the theory behind ONNs, as well as a discussion of why ONNs are a promising paradigm for scalable neural networks.

Chapter 3 contains our contribution to ONN theory. The theory to date on ONNs does not consider many non-idealities that are inevitable in hardware implementations. The chapter presents theory and simulations that show that the original ONN proposed in [10] does not synchronize in the presence of loop delay. The chapter then demonstrates alterations to the ONN architecture that can compensate for the non-idealities of a physical system.

Chapter 4 details the design and testing of a PLL-based ONN that uses the architecture alterations proposed in Chapter 3. The network consists of 20 neurons and 400 synapses and was fabricated in a 28 nm CMOS process. Its performance is compared to the TrueNorth chip [11]. The scale of this network is significantly less than that of TrueNorth, its energy consumption per neuron is over an order of magnitude less. Therefore, although additional overhead will be incurred when scaling up the network, it is still a promising path to explore for efficient hardware networks. Further functionality testing revealed additional impact of non-idealities that was not captured in simulation, however, that prevents this system from working in a deterministic way.

Chapter 5 presents a second chip that was inspired by the lessons learned in Chapter 3. This network has 100 neurons and 10,000 synapses and is also fabricated in 28 nm CMOS. This design removes the PLL in the neuron because it was found that it consumed most of the area and power in each neuron, while not providing any significant contributions to the overall system functionality. The overall system performs more efficiently than the chip presented in Chapter 4, and more importantly it exhibits the correct neural network operation. The detailed operation of this network is discussed, and we consider its scalability to larger networks.

Chapter 6 shows the path forward for future research on this topic, and poses some questions that may be of further interest. In particular, it discusses the remaining theoretical questions surrounding ONNs, from their training to their dynamics. It also discusses the remaining work necessary for a full prototype system with heterogeneously integrated resistive memory devices. It concludes by summarizing the results of this work.
Chapter 2

Previous Work

This chapter reviews some of the recent work in implementing neural networks in hardware. Section 2.1 covers neural networks built in standard CMOS processes; these systems have been fairly successful, but have had to make functionality compromises to make them feasibly scalable. This section considers a digital network (the TrueNorth chip [11]) and an analog network (ACE16k [12]) as baselines for comparisons to the networks that are built in later chapters.

The trade-offs necessary for CMOS implementation have inspired the use of post-CMOS technologies to efficiently implement neural networks. Section 2.2 discusses some promising emerging devices from an analog systems designer’s perspective, and the work that has been done to use these technologies in neural networks. So far, no fully integrated systems have been published. Working towards a fully integrated solution is one of the primary goals of this thesis.

Ideally, it will be possible to implement hardware neural networks in an advanced CMOS technology node. Unfortunately, traditional analog techniques are not well-suited to these nodes. This thesis explores the use of phase instead of voltage or current alone to perform analog computation. Neural networks using phase as their state variable are known as oscillatory neural networks (ONNs). Section 2.3 presents some of the theory behind using phase to compute analog solutions and some of the theoretical results from ONN analysis.
2.1 Neural Networks in CMOS

Neural networks have proven successful in solving a wide variety of big data problems (see Chapter 1. Running these networks on traditional von Neumann architectures, however, is relatively inefficient due to the memory-processor bottleneck. As illustrated in Fig 2.1, the performance of massively parallel tasks is not limited by processing speed, but by the transfer of information from memory to the processor. When a big data problem is run on a von Neumann architecture (Fig 2.1a, significant overhead is incurred by the large amounts of data (which could be processed in parallel) being processed by a system that can transport a small portion of that data at a time.

![Image](a) The von Neumann paradigm. (b) A neural paradigm.

Fig. 2.1: An illustration of the von Neumann bottleneck.

If a neural network can be built directly in hardware, it could potentially side-step this bottleneck by locating the system memory (in this case the synaptic weights) close to the processing elements (the neurons). This is illustrated in, Fig 2.1b, where boxes represent processors, and the edges between them represent memory storage. By building a system tailored to common neural architectures, overhead can be drastically reduced. This section reviews and discusses examples of neural networks implemented in CMOS.

There are unique challenges posed by the structure of neuromorphic architectures when implementing them in hardware. These challenges are made clear by considering the general architecture of neural networks (see Fig 2.2). The two main components of neural networks are the “neurons” and the “synapses.” The neurons of the network are used to process the data in the system. They sum weighted outputs of the other neurons of the network, apply that sum to their state in some
way, and generate an output based on their state. Neurons store the initial state of the system, and the system state through time as state evolves. Figure 2.2 shows a neuron with an integrator as a state storage element, and that uses a saturating linear function as the output function.

The output of each neuron is multiplied by the synapse value, and the synapses can invert the relationship between two neurons with a negative weight. Each neuron can be connected to each other neuron. Therefore, the number of synapses in the network scale as $O(n^2)$ where $n$ is the number of neurons. The speed of synapse scaling is one of the biggest challenges in implementing neural networks in hardware. In fact, one of the main differences among previously published solutions is how they mitigate synapse scaling, and how this affects the design of the rest of the system.

An equivalent way to consider a neural network is as a dynamic system that operates on a state vector over time. The system of equations associated with the neural network illustrated in Fig 2.2 is

$$\tau \dot{a}_i = -g(a_i(t)) + \sum_{j=1}^{n} w_{ji} \cdot y_j$$  \hspace{1cm} (2.1)$$

where $\tau$ is the time constant of the system as defined by the integrator, $a_i(t)$ is the state of the neuron as a function of time, $w_{ji}$ are the weights between the neurons, and $y_j$ is the output of the neurons from the nonlinear function on the state. The weight multiplication and summation tends to be the bottleneck in hardware implementations, especially due to quadratic synapse scaling. Each of the systems discussed in this section mitigate this problem through different techniques,
with a common thread of reducing system flexibility to make scalability feasible.

### 2.1.1 Digital Neural Networks

Using digital CMOS to build neural networks is an attractive strategy due to the availability of automated optimization tools. Performing a digital multiplication, however, is time and area intensive. Furthermore, storing and using the synaptic weights efficiently is a nontrivial problem when using digital circuitry. By constraining the system, however, some digital implementations have found success in building scalable systems.

One of the most noteworthy digital implementations in recent years is IBM’s TrueNorth chip [11]. TrueNorth takes advantage of the structure of neural networks for efficient implementation. The TrueNorth system is able to fit one million neurons on each chip (see Fig 2.3), making it the first system of its scale.

![Fig. 2.3: The hardware of the TrueNorth system (adapted from [11]).](image)

To accomplish this feat, the system makes a few trade-offs. The first trade-off is in the design of the overall network architecture. Recent work in neuroscience suggests that large portions of brains are structured as networks with a small-world topology [13]. Small-world networks tend to be highly clustered, meaning physically co-located nodes are more likely to be neighbors. Furthermore, in a small-world network, some long-distance connections make it possible to reach all nodes in a relatively small number of steps. Mathematically, this is described as a network where the clustering coefficient is high, while the average node-to-node distance is low [14]. An example of a
brain structure that exhibits small-world properties is shown in Fig 2.4, which is the diagram of the brain network of a Macaque monkey. Vertices of the network represent brain regions, and an edge indicates the existence of a long range connection between its associated regions. The network has many local connections with a few long distance connections creating paths that keep the average node-to-node distance low.

![Diagram of the brain network of a Macaque monkey](image)

**Fig. 2.4:** A diagram of the brain network of a Macaque monkey (adapted from [15]).

Inspired by this network topology, the TrueNorth system consists of densely connected clusters of 256 neurons that can be sparsely connected to other sets of 256 neurons. This reduces the number of synaptic connections significantly, meaning that the number of connections scales more slowly than quadratically. Even with this restriction, many interesting problems can be solved, such as the video recognition task that is depicted in Fig 2.5. In this task, the chip demonstrates the ability to locate and identify objects on video in real-time.

Another important simplification made by the TrueNorth chip is the selection of the state variable used to perform the neural computations. The system uses time as the state variable of the system, in the form of a spiking neural network. These systems are detailed in [16], where it is shown that they are an extension of more traditional neural networks and capable of the same
types of computation as a non-spiking network. Referring back to the generic model of a neuron in Fig 2.2, a spiking network uses the function \( g(\cdot) \) and the output function \( y(\cdot) \) to implement a leaky integrate-and-fire function. In this case, once the neuron state reaches a certain threshold, the function \( g(\cdot) \) acts to bring the state back down to 0, while \( y(\cdot) \) fires an output spike of a constant amplitude. When the neuron state is less than the threshold, \( g(\cdot) \) acts to slowly decrease the neuron state. Therefore, a neuron will fire when there is consistent net positive stimulus on its inputs, as this will cause the state to exceed the threshold for firing set by \( y(\cdot) \) and \( g(\cdot) \).

The TrueNorth chip takes advantage of spiking to avoid expensive multiplication operations. In a spiking network, when a neighboring neuron sends a spike, the target neuron’s state is adjusted by the synapse weight connecting the two neurons multiplied by the spike amplitude. In the TrueNorth chip, all of the spikes have the same amplitude, meaning the state of each neuron needs only be
adjusted by a fixed weight based on the synaptic connection between the neuron and its neighbor. This is an addition operation, which is less expensive than a multiplication.

Even though the TrueNorth chip avoids multiplying the weight value of each synapse by the neuron output values, storing 65,536 (256 x 256) unique multi-bit weights for each of the 4096 cores still proved too much for the target scalability. Therefore, the synapses in the network are restricted to a sub-set of all possible weights, reducing the amount of memory needed while still allowing a variety of different relative weights to exist. This strategy successfully makes the problem tractable, but reducing the number of possible synapse values comes at a cost. Generally, either the system performance is reduced or the number of neurons must be increased to compensate for the reduced variety of synapses. An example of this can be seen in [17], which analyzes the performance of fixed point synapses in feed-forward neural networks and shows that reducing the number of possible synapse values means increasing the number of neurons for the performance to remain comparable.

The TrueNorth chip also achieves significant savings through hardware reuse. By running the chip on a fairly slow global clock, there is sufficient time to reuse some of the more complex neuron circuitry for each of the 256 neurons in the sub-network. This saves significant area and static power consumption, at the cost of a lower-performance clock rate. This is an acceptable trade-off for some applications, such as video processing, that can operate slowly. In high performance applications, however, this trade-off is often not desirable.

The TrueNorth chip is a good example of combining many brain-inspired techniques to build a scalable, efficient system. Most of its shortcomings come from the limitations of traditional CMOS circuitry and digital computation. Many of the techniques used by the designers to achieve a scalable system helped inspire the design choices made in the networks implemented in this thesis. Despite the limitations on network architecture necessary to make this chip scalable, it is still a good benchmark for neural networks based on emerging technologies.
2.1.2 Analog Neural Networks

As noted in the previous section, there is significant overhead inherent in the digital multiplication operation. One of the main benefits of a digital system is the near arbitrary precision of digital operations. In neural systems, however, the accuracy of any particular calculation typically does not single-handedly impact the entire solution. Therefore, it may be possible to use less precise analog computing techniques to perform neural operations more efficiently than digital systems.

Many recent efforts in mixed-signal neural networks, such as [18] and [19] have focused on designing networks that emulate the brain for use in neuroscience research. While these projects have some relevance to the problem of building hardware neural networks, they dedicate significant resources to emulating real-world synaptic properties, and are not great points of performance comparison. The focus of this thesis is building brain-inspired chips that are designed to solve big data problems, not to gain further insight into biological brains. On the other hand, there is some earlier work that uses analog techniques to make more comparable neural networks, such as the ACE16k [12]. The ACE16k is a neural chip designed for image processing that is focused on implementing neural inspired architectures rather than emulating actual neurons.

The analog implementation at the core of ACE16k is shown in Fig 2.6. The neuron outputs and states in this system are voltages. The outputs are converted into currents and scaled by the synapses, which are implemented with transistors operating in the deep-triode region [20]. The neuron consists of a current conveyor that is used to provide a virtual ground where the synapse currents can be summed, and this current is stored on a capacitor and the resulting voltage is the neuron state. The current conveyor also provides the nonlinearity before the summed currents are stored on a capacitor, allowing the same device to provide both \( g(\cdot) \), and the output nonlinearity \( y(\cdot) \). This system simplification is analyzed in detail in [21]. Different weight values are achieved by applying different voltages to the drains of each transistor. Neighboring neuron outputs are applied to the gates of the synapse transistors, making the output current of the synapse an approximately linear multiplication of the weight and input voltage, scaled by the same constant for all devices. By using voltage and current, these systems are able to complete the neural computations with
minimal overhead.

Fig. 2.6: The core processing element of the ACE16k system [20].

The challenge of synapse scaling still applies in this system. To counter the quadratic scaling, the ACE16k uses another restricted architecture – a cellular neural network (CNN). Hardware CNNs were first described in [22]. In a CNN, neurons are only connected to a subset of the full system, specifically their nearest neighbors, making the number of synapses in the network $O(n)$ as opposed to $O(n^2)$. This architecture is particularly attractive when considering VLSI implementation because the locality of the network means minimal long-distance connections, similar to the small-world network.

Even with a linearly scaling number of synapses, each synapse still requires analog voltage to provide the weighted multiplication. Generating over 16,000 independent sets of weights would be infeasible, since each weight would either require a dedicated DAC or complex multiplexing hardware. Therefore, the ACE16k also uses a global template to reduce this complexity. In a system with a global template, each neighborhood has the same set of weights. This makes the ACE16k ideal for applications such as image processing that typically involve applying the same function to multiple neighborhoods in the same task. For example, the ACE16k was used in [23] to perform dynamic image processing, and it was used to demonstrate a neural network controlled robot in [24]. Unfortunately, the architecture restrictions limit its ability to perform other common neural network tasks, such as classification.

By using conductances as synapses, ACE16k is able to achieve a high density of processing
elements. This particular solution, however, has a few drawbacks that suggest avenues for improvement. First, if there were a way to remove the need for a unique analog voltage per synapse, such a system could be used on a much wider variety of problems. Additionally, while this system is efficient at the 0.35 $\mu$m node in which it was designed, the use of current and voltage to perform analog computation accurately gets increasingly difficult at advanced technology nodes. With emerging technologies and mixed signal techniques, however, it is possible to use conductance-based weights to build efficient networks in scaled technologies.

2.2 Synapse Scaling with Emerging Technologies

The previous work in CMOS neural networks demonstrates the shortcomings in using CMOS alone for implementing hardware neural networks. Specifically, the lack of a scalable solution for synaptic weights has pushed CMOS neural networks into restrictive architectures that in turn lead to a larger network to solve a given problem. One option that provides a path to scalable neural networks with more flexible architectures is the use of post-CMOS technology.

Non-volatile resistive memories hold significant promise as memory storage elements in general, and also for neural network synapses in particular. An example of this class of memory is RRAM; a two-terminal resistive memory that is capable of dense integration. This section will discuss these devices from the perspective of an analog designer, and discuss some early attempts that have been made to use them in neural architectures.

2.2.1 Transition Metal Oxide RRAM

RRAM is a nonvolatile, random access memory that consists of a thin metal oxide sandwiched between two metal electrodes. A good overview of the current state of this technology can be found in [25]. Generally speaking an RRAM device is a two-terminal device whose resistance is a function of the previous voltages applied to the device. The physical structure of a typical RRAM device is shown in Fig 2.7.
To use these devices in a neural system, it is important to understand their electrical characteristics. When initially deposited, these devices are in a very high resistance “unformed” state. To work as a memory device, the RRAM must go through a one-time forming process, which is a dielectric breakdown resulting in the formation of a conductive filament. This conductive filament consists of oxygen vacancies and it forms due to high temperatures and fields associated with the forming process [27][28][29]. After forming, the device enters a lower resistance state, as shown in the IV curve in Fig 2.8a. Once the device is formed, the resistance can be changed by applying a sufficiently high voltage to alter the gap between the conductive filament and the bottom electrode. Depending on the exact device stoichiometry, it is typically possible to store different resistances in the device. Different values are programmed by using different amplitude programming pulses. Figure 2.8b shows the different resistance values of the same devices depending on the voltage used to program the device.

Being able to compactly store a conductance is one of many reasons RRAM is particularly attractive as a memory solution for synapses. First, as a resistive memory it can be used in an efficient analog implementation since there will be no digital overhead in the weight-output multiplication. Additionally, RRAM devices are capable of extremely dense integration, which helps mitigate the challenge of quadratic synapse scaling. In [30], a crossbar array of devices
2.2.2 Resistive Memories as Synapses

Emerging resistive memory devices have previously been considered for use as synapses due to their attractive scaling properties and their non-volatile nature. They first attracted attention because the non-volatile weighted connection they provide is analogous to synapses in the brain. There have been successful demonstrations of networks using RRAM devices as synapses [31] and phase change materials as synapses (a similar technology to RRAM) [32]. These implementations was demonstrated that scaled to less than 10 nm x 10 nm per device (see Fig 2.9). These devices can be deposited directly onto CMOS circuits in a monolithically integrated system, avoiding any bandwidth or latency limitations incurred by other dense memory solutions, that are frequently off-chip.
use a hardware cross-bar array of resistive memory as synapses (shown in Fig 2.10) and software-based neurons. These systems are able to demonstrate learning and pattern recognition using real emerging resistive memory devices.

These networks demonstrate that emerging resistive memories can be successfully used as synapses in a neural network. However, they are only partial solutions. In both implementations, the synapses of the network are measured using bench-top equipment and for that reason do not provide a complete scalable solution. Unfortunately, simultaneous measurement of the synapses in an efficient way in a scaled technology is extremely challenging. One of the main goals of this thesis is to develop architectures that can effectively use these synapses with minimal off-chip equipment.

2.3 Oscillatory Neural Networks

Using new technology to tackle the synapse scaling challenge of neural networks is only part of what is needed to build scalable systems. Previous demonstrations of systems with resistive memory as synapses have used additional off-chip equipment to measure the values stored in the synapse
network. Implementing these instruments on-chip would be challenging, particularly in a scaled technology node. Therefore, it is useful to search for a different neural paradigm that can more efficiently use resistive crossbar memories.

Oscillatory neural networks (ONNs) are studied as an alternative neural paradigm to voltage and current based systems. ONNs are inspired by the emergent oscillatory behavior that has been observed in biological brains [33]. Additionally, using time to perform analog computations in mixed signal systems has become increasingly worthwhile as supply voltages have gotten lower and lower in scaled nodes. This section will cover some justifications for using phase as the state variable in the network, as well as presenting some of the previous theoretical work on ONNs.

### 2.3.1 Time-based Computation

Recent work in mixed-signal design at advanced technology nodes has highlighted the utility of using time as a way to increase the dynamic range of circuits without requiring higher rail voltages. For example, [34] details the development of an analog to digital converter that uses time to circumvent challenges at deeply-scaled technology nodes. Another similar example is the success of delta-sigma modulators, which use digital pulse streams instead of voltages to perform their signal processing.

There are a few reasons why phase is particularly useful in neural networks implemented in scaled technology nodes. Using phase as the state variable provides a straightforward method of performing the weighted summation needed at the input of the neuron. In an oscillatory paradigm, each neuron has an output signal that is a periodic waveform, and the neuron’s output is captured in the phase of that waveform compared to a reference neuron.

To get an intuitive understanding of how phase enables a straightforward summing architecture, consider a network where the output of each neuron is a sinusoid of the same frequency. These output signals can be written as phasors, since they have the same frequency. Consider the output of two neurons that have been scaled by weights $w_1$ and $w_2$. Further consider the resulting waveform if both of those outputs are applied to the same node in a circuit. Without loss of generality, we
can consider one of the phasors to have zero phase and write

\[ w_1 + w_2 e^{j\delta} = A e^{j\phi}. \]  

(2.2)

For this case, the phase of the signal at the node would be \( \phi \). Solving for \( \phi \):

\[ \tan \phi = \frac{w_2 \sin \delta}{w_1 + w_2 \cos \delta}. \]  

(2.3)

This equation shows that if \( w_1 \gg w_2 \), then \( \phi \to 0 \), and if \( w_2 \gg w_1 \), then \( \phi \to \delta \). Furthermore, this change is monotonic in \( \frac{w_2}{w_1} \), so the sinusoid with the larger weight will always have the bigger impact on the total phase. This behavior can be implemented in CMOS by routing signals to a shared node through a conductance proportional to the desired weight. By enabling the use of conductances as weights, it becomes possible to use emerging crossbar memories efficiently as the weights in the neural network.

In addition to providing an elegant solution for summed weighting of signals, using phase instead of voltage or current can relax the constraints on the design of the input to the neuron. When measuring the output of a resistive synaptic array in the current domain, it is necessary to design some form of current conveyor or transimpedance amplifier, as in [20]. When building such an amplifier, there is a trade-off regarding the size of the current to be measured, the power of the system, and the offset current of the amplifier. Smaller currents are, generally, more difficult to measure accurately, while a larger current means the system draws more power.

In a phase-based system, however, we are interested in measuring the total phase of the signal at the input node to the neuron. This can be done by measuring the zero-crossing point of the waveform, which requires a comparator to measure the summed signal relative to the mid-rail voltage. To do this accurately, a comparator with a small voltage offset is required. There are strategies (discussed in Chapter 5) that allow a comparator to achieve small offsets without costing significant power or area. Additionally, the impact of offset on phase can generally be reduced by using square waves to transmit the data in the system. The sensitivity to voltage offset when measuring the phase of a signal is reduced by the slope of the signal, as shown in Fig 2.11.
2.3.2 Existing ONN Theory

Recurrent ONNs and their applications in pattern storage were first studied in a rigorous theoretical sense in [10]. The structure of the proposed ONN in that work is shown in Fig 2.12. The neurons are composed of a phase locked loop (PLL) with a multiplier as the phase detector, and a phase shift of 90 degrees at the output. It is a fully connected network, and the output signal from the multiplier is given by

$$\sum_{j=1}^{n} s_{ij} V(\theta_i) V(\theta_j - \pi/2), \quad (2.4)$$

where $\theta_i$ is the total phase of the voltage controlled oscillator (VCO) in the $i^{th}$ PLL, and $s_{ij}$ are the synaptic weights. As specified in [10], $V$ must be a $2\pi$-periodic waveform that is “odd-even”, meaning $V(\theta)$ is an odd function while $V(\theta - \pi/2)$ is an even function. The total phase state of the system can be represented as $\theta_i(t) = \Omega t + \phi_i$, where $\Omega >> 1$ is the natural frequency and $\phi_i$ is the phase deviation of the $i^{th}$ PLL from the natural phase $\Omega t$. Then, using Fourier analysis and averaging, the ONN dynamics can be described as

$$\dot{\phi}_i = \sum_{j=1}^{n} s_{ij} H(\phi_j - \phi_i). \quad (2.5)$$
**Fig. 2.12**: The ONN as proposed in [10].

$H(\phi_j - \phi_i)$ is the averaged result of the loop filter and is defined as follows:

$$H(\phi_j - \phi_i) = \lim_{T \to \infty} \frac{1}{T} \int_0^T V(\Omega t + \phi_i)V(\Omega t + \phi_j - \pi/2)dt$$

$$= \sum_{m=1,3,5,...}^\infty \frac{a_m^2}{2} (-1)^{(m-1)/2} \sin m(\phi_j - \phi_i), \quad (2.6)$$

where $a_m$ is the Fourier coefficient of the $m^{th}$ harmonic of $V(\theta)$. Proof was shown in [10] that if the synaptic matrix is symmetric, then the system will converge and all neurons will be the same frequency with stable phase relationships based on the synaptic weights and the initial condition of the neurons. This property allows for the system to recover patterns, an interesting application of recurrent neural networks. An example of this image recovery is shown in Fig 2.13.

These networks have a few properties that make them attractive for efficient hardware implementation. For instance, global frequency convergence without a global clock simplifies the hardware design when increasing the number of neurons. Additionally, since the neurons settle to 0° or 180° phase to one another, the output of the system can be treated as a binary vector, avoiding the need for ADCs at the network interface. The signals at the input to the neurons are also summed without special circuitry by using the properties of periodic waveforms, which is efficient to implement in hardware.

It is important to note that [10] only analyzes these systems in a theoretical sense, and does not
describe a physical implementation. In Chapter 3, the theory of ONNs is extended to account for non-idealities that are introduced in a physical system. It reveals points where the theory breaks down, and introduces methods to fix the theory.

### 2.4 Conclusion

Given the recent success of neural inspired computing in solving big data problems, there has been increasing interest in building neural networks in hardware. Implementing these systems in hardware is a particularly attractive proposition due to the massive parallelism inherent to these architectures. Additionally, these hardware networks can potentially be implemented in a highly efficient way by taking advantage of the low required precision and noise immunity of neural networks. Solutions implemented in CMOS, however, tend to be limited by the quadratic scaling of the number of synapses in the network. These networks are only made possible by limiting the neural architecture, tending to mean that larger networks are required to solve a particular
problem.

Since many of the scaling challenges can be traced back to properties of CMOS itself, other work has explored the possibility of using post-CMOS technology to implement neural networks. Various emerging resistive memory technologies are capable of dense analog storage, and can overcome the synapse scaling challenge due to their small size and CMOS compatibility. Fully integrated networks, however, have not yet been demonstrated, and this is due to the challenge of building efficient CMOS neurons that can take advantage of the resistive memory.

By looking past traditional neural paradigms, however, it is possible to find neurons that are more amenable to implementation in scaled CMOS technologies. Oscillatory neural networks use phase as the system state variable instead of voltage or current. Time-based analog computing is particularly effective in scaled technology nodes, and it integrates well with a resistive synapse network. Therefore, this thesis explores the development of hardware-based ONNs that will integrate well with emerging resistive memory technologies.

Inspired by the previous work done in building hardware neural networks, the goal of this thesis is to build ONNs in hardware that can use resistive memories as their synapses. The first step in building these systems is to analyze the ONNs through the lens of hardware implementation. This is particularly important because much of the previous theoretical work on ONNs has not considered non-idealities introduced by hardware. The next chapter considers extensions to ONN theory developed to enable the construction of functional hardware ONNs.
Chapter 3

Oscillatory Neural Networks in Hardware: Theoretical Work

ONNs are a promising paradigm for hardware neural networks due to their synergy with resistive crossbar networks and their scaling outlook in advanced CMOS nodes. The previous theoretical work in ONNs in [10] proves many properties of ONNs that make them attractive for efficient system implementation (see Section 2.3.2). It does not, however, consider the impact of non-idealities that are introduced by hardware implementation. The most impactful overlooked non-ideality is the delay introduced by the finite speed of signal propagation in the ONN. This chapter will analyze the impact of delay on ONNs from a theoretical perspective and present numerical simulations to support the theory. In addition, the results will guide the design of a hardware ONN in chapters 4 and 5. Much of the work presented in this chapter was presented at the International Joint Conference on Neural Networks in 2016 [35].

3.1 Delay in Multiplier-based ONNs

Any system using continuous-time analog processes for computation must consider the impact of delay on the system. In this section, it is shown that the primary impact of transmission delays on
Fig. 3.1: A model of an ONN including delays [35].

An ONN is desynchronization of the neurons in the network. The original work on ONNs in [10] guarantees that all the PLLs in an ONN will oscillate at the same frequency in a delay-free network. The introduction of delay in the network, however, causes them to settle to different frequencies. The model of an ONN with delays used to study this effect is shown in Fig. 3.1. In this model, delays are lumped and placed before each neuron, and the delay vector $\delta\phi$ can be used to represent this accumulated delay over the entire network.

### 3.1.1 Theoretical Evidence

For the initial analysis, we consider the ONN as first proposed in [10], which has multipliers as the phase detectors. The dynamics around equilibrium of the ONN without delays is given by

$$\dot{\phi}_i = \sum_{j=1}^{n} s_{ij} H(\phi_j - \phi_i). \quad (3.1)$$

With the addition of the delay term, the differential equation becomes

$$\dot{\phi}_i = \sum_{j=1}^{n} s_{ij} H(\phi_j - \phi_i + \delta\phi_i). \quad (3.2)$$

The addition of the delay term in this differential equations means that memorized patterns may no longer be stable, and furthermore there may not even be an equilibrium near the memorized
Fig. 3.2: The $H$ function for various VCO waveforms (adapted from [10]).

pattern. To support this claim, we will start by considering a system with no delay that is in a stable equilibrium with each of the neurons either at 0 degrees relative phase or 180 degrees relative phase. In this case, the relative phase deviation as a function of time must be zero, so equation 3.1 must be equal to zero

\[ \dot{\phi}_i = \sum_{j=1}^{n} s_{ij} H(\phi_j - \phi_i) = 0 \quad (3.3) \]

This is true due to the form of the $H$ function, as illustrated in Fig. 3.2. In order for a state of the system to be an attractor (i.e. a stored pattern in this case), the above equation must be true. However, if a transmission delay $\delta \phi_i$ is introduced, the equation becomes

\[ \dot{\phi}_i = \sum_{j=1}^{n} s_{ij} H(\phi_j - \phi_i + \delta \phi_i). \quad (3.4) \]

Generally speaking, this means that $\dot{\phi}_i$ may be nonzero at the previously stable equilibrium, and therefore, the equilibrium is lost.

### 3.1.2 Simulation Results

Simulations of this network reflect the desynchronization suggested by the above analysis. The simulation results shown are of a 20 neuron version of the network in Fig. 3.1 with the patterns
shown in Fig. 3.3 stored in the synapse weights using the Hebbian learning rule:

\[ s_{ij} = \frac{1}{n} \sum_{k=0}^{p} \xi_k^i \xi_k^j \]  

(3.5)

where \( \xi^k = (\xi^k_1, \xi^k_2, \cdots, \xi^k_n) \) is the \( n \) dimensional vector representing the \( k \)th pattern stored in the network. In ONNs, one neuron is taken as the reference neuron, and the values of the other neurons are measured relative to it. For example, if \( \phi_i \) is the reference phase, \( \xi^k_j = 1 \Rightarrow \phi_i = \phi_j \), while \( \xi^k_j = -1 \Rightarrow \phi_i = \phi_j + \pi \). In order for the pattern retrieval to be considered successful, two conditions must be true:

1. The ONN must globally synchronize to one frequency. Another way to express this is that the control nodes of the VCOs in the network must all converge to the same voltage (or the same voltage trajectory).

2. The phase relationships between the neurons must converge to the correct pattern. This is the stored pattern closest to the initialization.

The output of a network with no delays and 20 neurons is shown in Fig. 3.4. This is the same network that was simulated in [10]. This solution meets both of our criteria. First, the frequency output (in this case the VCO input value) for all of the neurons synchronizes to the same values over the course of simulation. Looking at the relative phase of all of the neurons, they settle to either in-phase or anti-phase with one another, in the stored pattern closest to the initialization.
Consider, in contrast, the results shown in Fig. 3.5. These are the outputs of a network simulation with random delay on each input of less than 30 degrees. In this case, the neurons do not all synchronize to the same frequency, they instead cluster into a few distinct groups. As a result, they do not settle to a constant relative phase to one another, and it is therefore not possible to extract a meaningful image from these results.

An analysis of this system can lend further insight into its behavior. Notice that although the neurons do not all synchronize to the same frequency, they do cluster into two unique frequency groups. Specifically, the analysis of the frequency clustering behavior reveals interesting facets of multiplier-based ONNs with delay. Within each clustered group, the neurons are synchronous, while there is no synchrony between the groups. Therefore, we will recenter each neuron to have its phase represented by three terms: its value if it were not delayed \((\phi^*)\), the amount of excess phase shared by neurons in a cluster \((\phi''\text{)}\), and its particular delay \((\delta\phi)\):

\[
\phi_i = \phi''_i + \phi^*_i + \delta\phi_i.
\]  

(3.6)
Using this we can rewrite equation 3.2 as

\[
\dot{\phi}_i = \sum_{j=1}^{n} s_{ij} H(\phi''_j - \phi''_i + \phi'_j - \phi'_i + \delta\phi_j). \tag{3.7}
\]

Note that the delay term left in the equation is the transmission delay associated with the \(j^{th}\) neuron, not the neuron whose dynamics are being described.

By the construction of our network, the function \(H\) is a \(2\pi\)-periodic odd function, so equation 3.7 can be rewritten as

\[
\dot{\phi}''_i = \sum_{j=1}^{n} c_{ij} H(\phi''_j - \phi''_i + \delta\phi_j) \quad \text{where} \quad c_{ij} = s_{ij} e^{i(\phi'_j - \phi'_i)}. \tag{3.8}
\]

Furthermore, for the clusters at quasi-equilibrium, the value of \((\phi''_j - \phi''_i) = 0\), so

\[
\dot{\phi}_i = \sum_{j=1}^{n} c_{ij} H(\delta\phi_j). \tag{3.9}
\]

This equation yields interesting insight into the system. Any neurons that have the same value of \(\dot{\phi}_i\) will be synchronized in frequency, since frequency is the time derivative of phase. Therefore, it is clear that if the \(\delta\phi\) values are all zero, then the system will be synchronized. If, on the other hand, there is any non-zero \(\delta\phi\) value, the system will not synchronize. Worse, the desynchronization does
Fig. 3.6: The $\mathbf{C}$ matrix for the numerical simulation.

not come only from different delays, but also from different values of $c_{ij}$ for different neurons. This is inevitable unless the weights are very carefully selected, reducing the general application of the system.

This analysis is supported by numerical simulation of the system. Figure 3.6 shows the content of the matrix $\mathbf{C}$ for the weight matrix associated with the patterns shown in Fig. 3.3. In this case, the simulation kept the values of $\delta \phi$ relatively small, meaning the values of $\dot{\phi}_i$ in equation 3.9 are dominated by the values of $c_{ij}$ since the values of $H(\delta \phi_j)$ are all similar. In observing the $\mathbf{C}$ matrix, it can be seen that the neurons that cluster precisely correspond to those that have the same rows in $\mathbf{C}$, indicating that they have the same values of $\dot{\phi}_i$.

The conclusion of this analysis is that the ONN as initially proposed will not work when built in hardware. In a real system, there will always be some uncontrollable delay incurred by parasitic resistance and capacitance. Although the impact of delay can be reduced by making the delays small compared to the operating frequency, this will be an unnecessary limit on the system in terms of performance. Furthermore, since the desynchronization comes from the weight patterns themselves and not the delays alone, it is not possible to manipulate the delays in a way to provide system synchronization. If it were possible to remove the dependence of $\dot{\phi}_i$ on $\mathbf{C}$, a synchronous system could be built by controlling delay values carefully. In the next section, a different phase
detector is used to remove the dependence of $\dot{\phi}_i$ on $C$.

3.2 Delay in Zero-crossing-based ONNs

Next we analyze a different style of PLL, namely one that detects zero crossings at the input rather than using a multiplier. By considering the phase information alone, and not the amplitude information, it will be shown that the impact of the synapse array on the stable frequency of the neuron is eliminated. This is also an interesting architecture to consider as most modern PLL designs use a zero-crossing phase detector (PD) in place of a multiplier, as it is more efficient and has more attractive stability properties.

3.2.1 Dynamical Equation of Zero-crossing Phase Detector ONNs

The zero-crossing phase detector at the input of the PLL detects the phase difference between the input signal and the output signal by measuring the time at which both signals cross zero. The conceptual model of one of these PLLs is shown in Fig. 3.7. Inside the neuron, the phase detector detects the time difference between the rising zero crossing point of the input signal and the feedback signal. The PD generates an error signal, which is a rectangular wave with its width proportional to the time difference. The loop filter integrates this error and generates a control voltage for the VCO.

Define the zero-crossing phase of the input signal as

$$\theta_{\text{cross},i} = \theta_{\text{cross}} (\hat{s}_i, \hat{\theta})$$  \[(3.10)\]
where \( \hat{s}_i = (s_{i1}, s_{i2}, \cdots, s_{in}) \) and \( \hat{\theta} \) is the phase state variable composed of \( \theta_i \). The dynamics of the \( i \)th neuron can be written as

\[
\dot{\theta}_i = f_i(\hat{\theta}) = k [\theta_{cross,i} - \theta_i],
\]

(3.11)

where \( k \) is a positive constant. The averaging effect of the loop filter is simplified as an integral. Therefore, equation 3.11 constitutes a linear dynamical model with respect to \( \theta_{cross,i} \) and the linear relation holds for \( (\theta_{cross,i} - \theta_i) \in (-360^\circ, 360^\circ] \).

In the ONN system, each neuron processes the signals in a self-referential way. Since neuron \( i \) treats itself as the reference, the input zero-crossing phase observed by neuron \( i \) is \( \theta_{cross}(\hat{s}_i, \hat{\theta}_i \rightarrow 1) \). Therefore, the dynamics of the system are described as

\[
\dot{\theta}_i = k[\theta_{cross}(\hat{s}_i, \hat{\theta} - \theta_i \rightarrow 1)]
\]

(3.12)

For ease of analysis, consider the information carrier in the network \( (V(\theta)) \) to be the sine waveform. Therefore, the input summed signal at the PLL is

\[
\sum_{j=1}^{n} s_{ij} e^{i\theta_j} = \sum_{j=1}^{n} s_{ij} \cos \theta_j + i \sum_{j=1}^{n} s_{ij} \sin \theta_j.
\]

(3.13)

Because we care about the input signal relative to the neuron \( i \), the signal of interest to the phase detector is

\[
\sum_{j=1}^{n} s_{ij} \cos(\theta_j - \theta_i) + i \sum_{j=1}^{n} s_{ij} \sin(\theta_j - \theta_i).
\]

(3.14)

When the system is at a stable equilibrium with a memorized pattern, then

\[
\forall i : \theta_{cross} \left( \sum_{j=1}^{n} s_{ij} e^{i(\theta_j^* - \theta_i^*)} \right) = 0.
\]

(3.15)

In other words, there is no difference between the zero crossing phase and the phase of the \( i \)th neuron, and no error signal will be generated. As an effective approximation, the phase of the zero-crossing point of the input summed signal can be calculated using the atan2 function, which
is defined in terms of the arctan function as

$$\text{atan2}(y, x) = \begin{cases} 
\arctan(y/x) & \text{if } x > 0 \\
\arctan(y/x) + \pi & \text{if } x < 0 \text{ and } y \geq 0 \\
\arctan(y/x) - \pi & \text{if } x < 0 \text{ and } y < 0 \\
\pi/2 & \text{if } x = 0 \text{ and } y > 0 \\
-\pi/2 & \text{if } x = 0 \text{ and } y < 0 \\
\text{undefined} & \text{if } x = 0 \text{ and } y = 0 
\end{cases}$$  
(3.16)

Using this definition, the zero-crossing point can be written in terms of \( \text{atan2} \) as

$$\theta_{\text{cross}}(\hat{s}_i, \hat{\theta} - \theta_i \mathbf{1}) = \text{atan2} \left( \sum_{j=1}^{n} s_{ij} \sin(\theta_j - \theta_i), \sum_{j=1}^{n} s_{ij} \cos(\theta_j - \theta_i) \right).$$  
(3.17)

Equation 3.17 implies that in order for equation 3.15 to hold true, the statement

$$\forall i : \sum_{j=1}^{n} s_{ij} \cos(\theta_j^* - \theta_i^*) > 0$$  
(3.18)

is a necessary (but not sufficient) condition for a binary pattern \( \hat{\theta}^* \) to be successfully memorized by the network.

For the remainder of this discussion the following definition will be used:

$$\lambda_i = \sum_{j=1}^{n} s_{ij} \cos(\theta_j^* - \theta_i^*).$$  
(3.19)

Therefore, \( \forall i : \lambda_i > 0 \) is true for every valid memorized pattern.

When considering the dynamics near one of the memorized patterns, a small perturbation \( \tilde{\theta} \) is
applied to $\hat{\theta}^*$. Considering the perturbation, equation 3.17 becomes

$$\theta_{cross}(s_i, \hat{\theta}^* + \tilde{\theta} - (\theta_i^* + \tilde{\theta}_i)) = \text{atan2} \left( \sum_{j=1}^{n} s_{ij} \sin(\theta_{ji}^* + \tilde{\theta}_{ji}), \sum_{j=1}^{n} s_{ij} \cos(\theta_{ji}^* + \tilde{\theta}_{ji}) \right)$$  \hspace{1cm} (3.20)

where $\theta_{ji} = \theta_j - \theta_i$.

By plugging this definition into equation 3.11, and considering the fact that near the pattern point $\forall i: \lambda_i > 0$ we can get

$$\dot{\theta}_i = f(\hat{\theta}^* + \tilde{\theta}) = k \cdot \text{arctan} \left( \frac{\sum_{j=1}^{n} s_{ij} \sin(\theta_{ji}^* + \tilde{\theta}_{ji})}{\sum_{j=1}^{n} s_{ij} \cos(\theta_{ji}^* + \tilde{\theta}_{ji})} \right).$$  \hspace{1cm} (3.21)

To get an idea of the stability around this equilibrium point, one can approximate the nonlinear system given in 3.21 by linearizing it around the equilibrium point $\hat{\theta}^*$. To do this, the first order derivative of the function must be calculated at the equilibrium point:

$$\frac{\partial f_i}{\partial \theta_j} \bigg|_{\theta_j=0} = \frac{\partial}{\partial \theta_j} \text{arctan} \left( \frac{\sum_{j=1}^{n} s_{ij} \sin(\theta_{ji}^* + \tilde{\theta}_{ji})}{\sum_{j=1}^{n} s_{ij} \cos(\theta_{ji}^* + \tilde{\theta}_{ji})} \right) \bigg|_{\theta_j=0}
= \left( 1 + \frac{(\sum_{j=1}^{n} s_{ij} \sin(\theta_{ji})^2)}{(\sum_{j=1}^{n} s_{ij} \cos(\theta_{ji})^2)} \right)^{-1} \left( \frac{\sum_{j=1}^{n} s_{ij} \cos(\theta_{ji})}{\sum_{j=1}^{n} s_{ij} \cos(\theta_{ji})^2} \right) = \frac{c_{ij}}{\sum_{j=1}^{n} c_{ij}} = \frac{c_{ij}}{\lambda_i}.$$

Using this, we can approximate the system 3.21 by

$$\dot{\theta}_i = f(\hat{\theta}^* + \tilde{\theta}) \approx \left( k \sum_{j=1}^{n} \frac{c_{ij}}{\lambda_i} \theta_j \right) - k \tilde{\theta}_i = k \sum_{j=1}^{n} \frac{c_{ij}}{\lambda_i} (\theta_j - \theta_i).$$

Note that in equation 3.23 both the $c_{ij}$ term and the $\lambda_i$ term contain $s_{ij}$ terms. In this case, $\lambda_i$ acts as a normalization term, removing the amplitude data from the signal, as one would expect with a zero-crossing detector instead of a multiplier.
3.2.2 Stability of Memorized Patterns

In the ONN, what matters is the relative phase between the neurons, rather than the absolute phase on any given neuron, since the pattern that is stored is relative in terms of the neurons. Therefore, arbitrarily picking neuron 1 as the reference, the dynamics will be discussed with respect to each neuron relative to neuron 1. If \( y_i = \theta_i - \theta_1 \), \( y_{ij} = y_i - y_j \), then \( \dot{y} = \dot{\theta} - \theta_1 \mathbf{T} \). Additionally, \( \theta_{ij} = (\theta_i - \theta_1) - (\theta_j - \theta_1) = y_i - y_j = y_{ij} \). The dynamics of the system can be transformed to this relative space as follows:

\[
\dot{y}_i = \dot{\theta}_i - \dot{\theta}_1 = k \sum_{j=1}^{n} \frac{c_{ij}}{\lambda_i} (y_j - y_i) - k \sum_{j=1}^{n} \frac{c_{1j}}{\lambda_1} (y_j - y_1) = k \left( \sum_{j=1}^{n} \left( \frac{c_{ij}}{\lambda_i} - \frac{c_{1j}}{\lambda_1} \right) y_j \right) - y_i + y_1 .
\]  
(3.24)

By definition, \( y_1 = \theta_1 - \theta_1 = 0 \), thus the degree of freedom of 3.24 is \( n - 1 \), so we can write

\[
\dot{y}_i = k \left( \sum_{j=2}^{n} \left( \frac{c_{ij}}{\lambda_i} - \frac{c_{1j}}{\lambda_1} \right) y_j \right) - y_i , (i = 2 \ldots N).
\]  
(3.25)

The dynamics of the system described in equation 3.25 can be expanded as

\[
\begin{bmatrix}
\dot{y}_2 \\
\dot{y}_3 \\
\vdots \\
\dot{y}_n
\end{bmatrix} = k 
\begin{bmatrix}
\left( \frac{c_{22}}{\lambda_2} - \frac{c_{12}}{\lambda_1} \right) - 1 & \left( \frac{c_{23}}{\lambda_2} - \frac{c_{13}}{\lambda_1} \right) & \cdots & \left( \frac{c_{2n}}{\lambda_2} - \frac{c_{1n}}{\lambda_1} \right) \\
\left( \frac{c_{32}}{\lambda_3} - \frac{c_{12}}{\lambda_1} \right) & \left( \frac{c_{33}}{\lambda_3} - \frac{c_{13}}{\lambda_1} \right) - 1 & \cdots & \left( \frac{c_{3n}}{\lambda_3} - \frac{c_{1n}}{\lambda_1} \right) \\
\vdots & \vdots & \ddots & \vdots \\
\left( \frac{c_{n2}}{\lambda_n} - \frac{c_{12}}{\lambda_1} \right) & \left( \frac{c_{n3}}{\lambda_n} - \frac{c_{13}}{\lambda_1} \right) & \cdots & \left( \frac{c_{nn}}{\lambda_n} - \frac{c_{1n}}{\lambda_1} \right) - 1
\end{bmatrix}
\begin{bmatrix}
\dot{y}_i \\
\dot{y}_i \\
\dot{y}_i \\
\vdots \\
\dot{y}_i \\
\end{bmatrix} = k \mathbf{A} \dot{y}_i
\]  
(3.26)

\[
\dot{y}_i = k \mathbf{A} \dot{y}_i
\]  
(3.27)

Given a set of weights in the system and a given pattern, the determinant of \( \mathbf{A} \) can be used to compute whether or not the pattern is a stable equilibrium of the system as per stability theory [36]. For the patterns in Fig. 3.3 trained by the Hebbian algorithm, the determinant of \( \mathbf{A} \) is negative, indicating that those equilibria are stable equilibria of the ONN system. This is supported by the simulation results in Section 3.2.4.
3.2.3 Robustness against Uniform Transmission Delays

Consider a transmission delay of $\delta$ at the input of the neuron. The input signal becomes $\sum_{j=1}^{n} s_{ij}e^{i(\theta_j + \delta - \theta_i)}$.

Therefore, the dynamics near the memorized pattern become

$$\dot{\theta}_i = k \theta_{\text{cross}}(s_i, (\dot{\theta} + \delta \vec{1})) = k \cdot \text{atan2} \left( \sum_{j=1}^{n} s_{ij} \sin(\theta_{ji} + \delta), \sum_{j=1}^{n} s_{ij} \cos(\theta_{ji} + \delta) \right).$$  \hspace{1cm} (3.28)

Near the memorized pattern, the condition in equation 3.18 still holds, and if a small perturbation of $\tilde{\theta}$ is added to the stable pattern of $\theta^*$, then the resulting dynamics are

$$\dot{\theta}_i = k \left[ \text{atan} \left( \sum_{j=1}^{n} s_{ij} \sin(\theta_{ji}^{*} + \tilde{\theta}_{ji} + \delta), \sum_{j=1}^{n} s_{ij} \cos(\theta_{ji}^{*} + \tilde{\theta}_{ji} + \delta) \right) \right].$$  \hspace{1cm} (3.29)

In this system, $\frac{\partial}{\partial \delta} \theta_{\text{cross}} = 1$, which means that near the stored pattern, $\theta_{\text{cross}}$ has a linear relationship with $\delta$. Therefore, we can pull the $\delta$ term from the expression near equilibrium and have

$$\dot{\theta}_i = k \left[ \text{atan} \left( \sum_{j=1}^{n} s_{ij} \sin(\theta_{ji}^{*} + \tilde{\theta}_{ji}), \sum_{j=1}^{n} s_{ij} \cos(\theta_{ji}^{*} + \tilde{\theta}_{ji}) \right) \right] + k\delta.$$  \hspace{1cm} (3.30)

This indicates that the difference in frequency caused by delay is no longer affected by the weight pattern in the system. Therefore, in the case where all neurons see the same delay, all neurons will operate at the same frequency. This can be clearly seen by using the transformed space of $y$ in equation 3.24:

$$\dot{y}_i = \dot{\theta}_i - \dot{\theta}_1 = k \left[ \text{atan} \left( \sum_{j=1}^{n} s_{ij} \sin(\theta_{ji}^{*} + \tilde{\theta}_{ji}), \sum_{j=1}^{n} s_{ij} \cos(\theta_{ji}^{*} + \tilde{\theta}_{ji}) \right) \right] + k\delta - k \left[ \text{atan} \left( \sum_{j=1}^{n} s_{ij} \sin(\theta_{ji}^{*} + \tilde{\theta}_{ji}), \sum_{j=1}^{n} s_{ij} \cos(\theta_{ji}^{*} + \tilde{\theta}_{ji}) \right) \right] - k\delta$$

$$= k \left[ \text{atan} \left( \sum_{j=2}^{n} \frac{c_{ij}}{\lambda_i} - \frac{c_{1j}}{\lambda_1} y_j \right) \right] - y_i.$$  \hspace{1cm} (3.31)

The delay term gets cancelled if all of the neurons have the same dynamics and if the delay is uniform among all the neurons. Furthermore, the dynamics with respect to $y$ are unchanged,
meaning the patterns that were previously stable continue to be stable in this system. Therefore, the zero-crossing based PLL is robust to uniform delays instead of being sensitive to any type of delay, and this is a challenge that is best solved in hardware, as will be discussed in Chapter 4.

3.2.4 Simulation Results

A PLL with a zero-crossing PD was compared in simulation to the multiplier PLL under uniform delay conditions ($\delta = 7.2^\circ$). In the experiment, the target pattern is the 5 shown in Fig. 3.3. The initial condition for the neurons in the network are set in phase to match the target 5 pattern. The systems are both trained with the same weight pattern as was used in the previous section. The VCO control voltages of both systems as a function of time are shown in Fig. 3.8.

The normalization feature of the zero-crossing PD ensures that all neurons synchronize to the same pattern despite the uniform delay. On the other hand, for the multiplier PD, the neurons evolve into clusters of different frequencies, meaning there is no meaningful comparison of the phases of the neurons across clusters.

With uniform transmission delays, the PLL with the zero-crossing phase detector is capable of recovering stored patterns. An example of this is shown in Fig. 3.9. The only impact of the delay is a constant offset in the frequency of the neurons at the end of the evolution.
3.3 Conclusion

Previous theoretical analysis of oscillatory neural networks does not consider the impact of transmission delay on network properties. When considering transmission delay, the analysis in this Chapter shows that networks with delay do not necessarily synchronize in frequency, making phase comparisons between neurons meaningless. Indeed, numerical simulation of ONNs with delay demonstrates that the neurons in the network do not synchronize.

It was observed that one of the root causes of desynchronization is the interaction of the input waveform amplitude and the delay. Since different amplitude signals are inevitable at the inputs of the neurons (given an arbitrary weight pattern), a neuron architecture that ignores amplitude information was considered. The input multiplier of the PLL was replaced with a zero-crossing phase detector, and the dynamics of the new neurons were analyzed. It was shown that these networks share the same synchronization and pattern storage properties of the original ONN when used in a system without delay. Furthermore, the removal of amplitude information allows a network with a zero-crossing PD neuron to synchronize when the delay seen by each neuron is the identical. Therefore, it is possible to build a hardware system that synchronizes even with delay in the loop, as long as these delays can be controlled. The next chapter details the design and testing of such a system.
Chapter 4

Hardware Implementation of a Phase Locked Loop ONN

Using the theoretical developments in Chapter 3, an ONN was built in 28nm CMOS that can be integrated with emerging resistive memory technology. This chapter covers the detailed design of the network, as well as an evaluation of its performance. Analysis of the designed chip (see Fig. 4.1) revealed additional practical concerns beyond desynchronization that must be considered when designing a PLL-based ONN.

Fig. 4.1: A microphotograph of the PLL ONN test chip.
4.1 SPICE Simulations and ONN Theory

The theoretical work in Chapter 3 proved that desynchronization of the neurons in an unmodified hardware ONN is inevitable, but it makes no guarantees on the magnitude of the desynchronization. If the desynchronization is extremely slow on the scale of the system speed, then it may be negligible. However, in this design, the desynchronization in an unmodified ONN was found to have a large impact on the overall system behavior.

4.1.1 Phase Locked Loop Design

To measure the magnitude of the desynchronization effect before building the chip, the ONN was simulated in SPICE. The first step in building this ONN was designing the PLL used in the neuron. The theory in Chapter 3 uses Type-I PLL for ease of analysis. The Type-II PLL, however, has many properties that make it better-suited for hardware implementation. A Type-II PLL is so named because it has two integrators in its loop filter instead of one [37]. It uses an explicit integrator in the loop filter along with the VCO.

There are several practical reasons to use a Type-II PLL instead of a Type-I PLL. In a Type-I PLL there is an inevitable trade-off between loop stability and ripple in the output phase [37]. A more stable loop tends to have more ripple, while a loop with low ripple tends to be less stable. Neither of these non-idealities were considered in the theory developed in Chapter 3, and both can create practical issues in the hardware design. Additionally, the acquisition range of a Type-I PLL is low. If the center frequency of the VCO in a neuron is too far from the other neurons in the system, the PLL may lock to a harmonic of the target frequency. The theory in [10] assures synchronization in frequency when the system is free-running, but it is necessary to initialize the phase of the neurons in the system. Without consistent frequency locking, it is difficult to initialize the phase of the neurons reliably.

The solution to these problems is to lock both the frequency and phase of the oscillators by adding an integrator to the loop. This solves the issue of harmonic locking and provides additional parameters to allow the designer to decouple loop stability and phase ripple. The two types of
PLLs are shown in Fig. 4.2. Note that Fig 4.2b has a charge pump in the loop filter, integrating the phase difference generated by the phase detector.

### 4.1.2 Desynchronization in a Hardware ONN

To test the magnitude of desynchronization in the designed PLLs in a real technology, a network of 20 neurons was simulated in 28 nm Samsung. Each neuron was based on the PLL shown in Fig. 4.2b. The weight pattern was trained with Hebb’s rule (see equation 3.5) to store three different binary patterns shown in Fig. 4.3. The weights are stored using a resistive memory with XOR gates to provide phase inversion (see Section 4.2.2). The system is initialized to a distorted pattern, and then it is run until it settles to a pattern. Ideally, in this test case, the network should settle to the stored 4 pattern.

When testing this configuration, however, the system does not successfully recover the pattern. The system fails because the neurons do not synchronize, as shown in Fig. 4.4. The figure shows the phase of the neuron outputs as a function of time, relative to neuron 1. Before 200 ns, the PLLs are initialized to either 0° or 180° phase. The red lines represent neurons that should settle to 180°, while the black lines represent neurons that should settle to 0°. The lines labeled with the ‘x’ are the two neurons that should flip from 180° to 0° in correct operation. Instead of synchronizing in frequency, some of the neurons fail to synchronize, accruing negative phase relative to the reference neuron.
This simulation is necessary to identify the relative impact of desynchronization compared to the system speed. Both the correct operation and the desynchronization can be observed in the simulation output in Fig. 4.4. The two neurons which are supposed to shift from $180^\circ$ to $0^\circ$ (or equivalently, $360^\circ$) change faster than the desynchronization, initially heading towards $360^\circ$. This is highlighted with a blue circle in Fig. 4.4. Unfortunately, the process of frequency desynchronization happens on a fairly similar timescale, so the correct solution is quickly lost.

Similar to the numerical simulations in Chapter 3, the neurons synchronize in groups, as was observed with Type-I PLLs. These neurons appear in groups correlated to the rows of the weight matrix. This is because the delay seen by each neuron is, in simulation, purely a function of the RC time constant of its row in the weight matrix, and some rows in the weight matrix are the same. Chapter 3 showed that neurons with the same delay synchronize when using a zero-crossing phase detector.

An interesting contrast to the numerical simulations is the rate at which the desynchronization occurs. The desynchronizing neurons in Chapter 3 deviate from each other with a linear phase relationship, indicating a constant offset in frequency. These results, however, deviate with a super-linear relationship. This is due to the presence of a second integrator in the loop – the delay is integrated twice meaning the frequencies are continuously changing.
4.1.3 Fixing Desynchronization

In Chapter 3, it was discovered that PLLs with zero-crossing PDs will synchronize if all of the neurons in the system experience the same delay. To ensure this, input signals can be delayed to align with an incoming clock edge, a technique borrowed from PLL design known as re-timing [37]. If this clock is balanced between the neurons, and if the delay incurred by the loop is less than the period of the clock, all of the neurons will experience the same delay. This idea is illustrated in Fig. 4.5.

Re-timing is implemented in hardware with a clocked-comparator (see the neuron schematic in Fig. 4.7). The design of this comparator will be further discussed in Section 4.2. The clock must be designed so that it is operating at a higher frequency than the output of the neurons, but the frequency must be low enough that $\delta \phi_{con}$ is greater than any of the individual neuron delays. To avoid an external clock for the system when it is in evaluation mode, the comparators are all clocked from the direct VCO output of one of the neurons. The VCO output is a signal with a higher
frequency than the neuron outputs because it is sent through a frequency divider (see Fig 4.7). It was found in simulation that the VCO frequency is low enough to ensure the condition on $\delta \phi_{con}$ is also met. With a re-timing comparator in the neuron, the system synchronizes as predicted, and this is demonstrated in Section 4.3.1.

4.2 Detailed Design Overview

This section is a detailed overview of the design of the PLL-based ONN, implemented in the Samsung 28 nm process. Much of this work was published in [38]. A portion of the overall network can be seen in Fig. 4.6, which shows 5 neurons fully-connected with 25 synapses. The full network consists of 20 neurons fully-connected with 400 synapses, and is designed to have the VCOs operate at a center frequency of 1 GHz.

The system was designed to tolerate a divider in the feedback loop of the PLL which can take on a value $N = \{2, 4, 8, 16\}$, corresponding to output frequencies of 500 MHz, 250 MHz, 125 MHz, and 62.5 MHz respectively. The target with the design was to minimize the area and power with these specifications in mind.
4.2.1 Neuron Circuitry

A schematic of the designed neuron is shown in Fig. 4.7. It consists of a Type-II PLL with additional circuitry to help the network synchronize. The output of the neuron is taken after the divider, and it is buffered before being sent to the rest of the network.

The summed signal from the synaptic network enters at the left of the neuron. The summation occurs at the input node with no additional circuitry, by using the phasor-like properties of the input signals. This signal is passed through a clocked comparator that both re-times the signal for synchronization and also rectifies the input signal (which is generally not full-rail) for better interaction with the phase-frequency detector (PFD).

The phase-frequency detector outputs pulses to the charge pump that are proportional to the time difference between the rising edges of the two input signals. The charge pump uses current pulses to change the voltage on the VCO input. To ensure stability of the PLL, it is necessary to
filter the VCO input with a low-pass network.

The output of the VCO is passed through a frequency divider, and the output of that divider is fed back into the PFD. The divider allows the VCO output to be used as the re-timing clock. The divider output is used as the neuron output and as the feedback for the PLL. Before the feedback signal is input to the PFD, it is passed through a flip-flop clocked by the re-timing signal used by the comparator. This ensures the inner loop of the PLL sees the same amount of delay as the reference signal, which is important to ensure the PLLs don’t quickly run to their limit by continuously integrating a clock cycle of excess phase.

The neuron shown in Fig. 4.7 is the reference neuron; the neuron that all the other phases are measured against. It also provides the re-timing clock for the input comparators of each neuron. The VCO output of the reference neuron is distributed to all of the neuron flip-flops and comparators via a balanced clock tree.

The design and operation of each component in the neuron will be detailed in the following sections.

**Input Comparator**

The input to the neuron is fed into a clocked comparator, which amplifies the input signal to full rail and provides the re-timing functionality necessary for synchronization. The comparator architecture
used in this system is the StrongARM comparator [39]. The StrongARM comparator is a high-speed, low-offset comparator that consumes little power and area relative to other comparator designs. The comparison is done using an input pair of NMOS devices, and therefore the input offset is relatively insensitive to process corner variation. Additionally, the comparator consumes minimal static power since there are no bias currents. A schematic of the input StrongArm latch is shown in Fig. 4.8.

The StrongARM comparator consists of an input pair of transistors loaded by a latch that provides a regenerative feedback to sense the difference between the gate voltages on the input pair. It produces one result per clock period. When the clock is low, various PMOS devices pre-charge the nodes in the circuit to remove any hysteresis effects from a previous cycle. When the clock is high, the input pair begins to drain charge from both sides of the latch, which is metastable. The input leg with the higher voltage drains charge faster, and that half of the latch will be driven low, while the other half will be driven high.

These outputs are then latched at the falling clock edge by a pair of D-flip-flops. This ensures the output signal is only ever a valid, full-rail digital signal. Additionally, the outputs are buffered before the D-flip-flops to shield the internal components of the comparator from hysteresis effects.

In terms of design specifications, there are two key considerations for the input comparator in this ONN, the speed and the input offset voltage. The target operating frequency of the comparator is the same as the operating frequency of the VCOs, 1 GHz, since the VCO output will be clocking
the comparators. In 28 nm CMOS, this is not a challenging target speed, so the design was not heavily constrained by this specification. The input offset voltage, is a more relevant constraint in this design. The input offset defines the smallest observable signal on the input to the neuron. For this ONN, an input offset voltage of 5 mV was chosen, and Monte Carlo simulations were used to ensure the designed comparators had an acceptable yield. The drawn transistor sizes for the comparator are given in Table 4.1. The digital components are taken from a standard cell library.

### Table 4.1: Transistor sizes for the StrongARM comparator.

<table>
<thead>
<tr>
<th>Transistor</th>
<th>W (µm)</th>
<th>L (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>1.2</td>
<td>30</td>
</tr>
<tr>
<td>M2, M3</td>
<td>2.4</td>
<td>30</td>
</tr>
<tr>
<td>M4, M5</td>
<td>0.4</td>
<td>30</td>
</tr>
<tr>
<td>M6</td>
<td>0.8</td>
<td>30</td>
</tr>
<tr>
<td>M7, M8, M11, M12</td>
<td>0.4</td>
<td>40</td>
</tr>
<tr>
<td>M9, M10</td>
<td>1.6</td>
<td>60</td>
</tr>
</tbody>
</table>

The phase frequency detector (PFD) consists of a few digital standard cells. A schematic of the PFD is shown in Fig. 4.9. The inputs to the PFD are the signal from the synapse network after being re-timed and rectified by the comparator ($V_{in}$) and the feedback signal from the output of the neuron ($V_{FB}$). If the edge of $V_{FB}$ arrives first, it means the phase of the neuron leads the consensus, and the VCO control voltage is lowered proportional to the time between the input arrivals. The opposite happens if $V_{in}$ arrives first, advancing the VCO phase. When both signals have arrived, the outputs are set to zero, preserving the VCO input state until the next cycle.

### Charge Pump and Loop Filter

The charge pump shown in Fig. 4.7 is a simplified schematic of the implemented version. The difference between the simpler charge pump and the implemented charge pump is additional circuitry to take the variable frequency of the PLL into account. The near-lock dynamics of a Type-II PLL
with a charge pump and a frequency divider in the loop are

\[ H(s) = \frac{I_p K_{VCO}}{2\pi C_1} \left( \frac{RC_1 s + 1}{s^2 + \frac{I_p K_{VCO}}{2\pi} \frac{R}{N} s + \frac{I_p K_{VCO}}{2\pi C_1} \frac{1}{N} } \right) \quad [37]. \]  

(4.1)

In this equation, \( I_p \) is the charge pump current, \( K_{VCO} \) is the VCO gain, and the rest of the values come from Fig. 4.7. To preserve the stability and dynamics of the network, the denominator of equation 4.1 should not change under different frequency divider settings. The value of \( K_{VCO} \) is difficult to change, and it is more area efficient to generate different charge pump currents with the smallest possible \( R \) and \( C_1 \) values than to change \( R \) and \( C_1 \). Therefore, the charge pump current scales along with the setting on the frequency divider, providing the same poles for all frequency divider settings.

The values of \( R \), \( C_1 \) and \( C_2 \) were selected according to the guidelines outlined in [37]. The resistor is implemented with a poly resistor, which provides a reasonably accurate resistance in a relatively small area. The capacitors are implemented with gate capacitors. This causes some nonlinearity in the capacitance, but since these PLLs do not need to be extremely accurate, this nonlinearity was not found to adversely impact system behavior. The amount of capacitance needed is large enough that a MIM or MOM capacitor would be impractical in the target node when implementing 20 neurons. The specifications of the charge pump and the filter are given in Table 4.2. The value given for \( I_p \) is the value of \( I_p \) used for \( N = 2 \). The values for higher values of \( N \) scale proportionally to the number \( N \).
Table 4.2: The values of interest to the dynamics of the designed PLL.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>7.26 pF</td>
</tr>
<tr>
<td>$C_2$</td>
<td>180.9 fF</td>
</tr>
<tr>
<td>$R$</td>
<td>7.7 kΩ</td>
</tr>
<tr>
<td>$I_p$</td>
<td>14.6 µA</td>
</tr>
<tr>
<td>$k_{VCO}$</td>
<td>1.22 GHz/V</td>
</tr>
</tbody>
</table>

Voltage Controlled Oscillator

The VCO in the PLL is shown in Fig. 4.10. It is designed to operate at a 1 GHz center frequency. The specifications considered for this VCO design were the VCO gain ($k_{VCO}$) and the VCO phase noise. When considering the VCO in these PLLs, it was initially believed that the phase noise would not be too important since the neurons only need to be accurate within a margin to detect the difference between 0° and 180°, and the phase noise can be easily designed to meet that specification. Section 4.3.2, however, describes how phase noise ended up having a large impact due to details of the neuron design. The VCO gain is designed to be large enough that all 20 VCOs on the same chip can reach the same center frequency of 1 GHz, ideally with a relatively small difference in their control voltages (to mitigate VCO and loop filter nonlinearity). On the other hand, a larger VCO gain leads to a larger value of $C_1$ to ensure loop stability. Therefore the VCO gain was selected at a point that provides a good trade-off between area and reliability.

Fig. 4.10: The voltage controlled oscillator.
Table 4.3: Transistor Sizing for the Voltage Controlled Oscillator.

<table>
<thead>
<tr>
<th>Transistor</th>
<th>W (µm)</th>
<th>L (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>2.56</td>
<td>120</td>
</tr>
<tr>
<td>M2</td>
<td>4.00</td>
<td>120</td>
</tr>
<tr>
<td>M3</td>
<td>4.00</td>
<td>120</td>
</tr>
<tr>
<td>M4,M5</td>
<td>2.88</td>
<td>60</td>
</tr>
<tr>
<td>M6,M6</td>
<td>2.08</td>
<td>60</td>
</tr>
<tr>
<td>M8,M16</td>
<td>2.56</td>
<td>120</td>
</tr>
<tr>
<td>M9,M17</td>
<td>5.12</td>
<td>120</td>
</tr>
<tr>
<td>M10,M18</td>
<td>0.30</td>
<td>60</td>
</tr>
<tr>
<td>M11,M19</td>
<td>8.00</td>
<td>120</td>
</tr>
<tr>
<td>M12,M20</td>
<td>0.30</td>
<td>60</td>
</tr>
<tr>
<td>M13,M21</td>
<td>4.00</td>
<td>120</td>
</tr>
<tr>
<td>M14,M22</td>
<td>2.56</td>
<td>120</td>
</tr>
<tr>
<td>M15,M23</td>
<td>4.00</td>
<td>120</td>
</tr>
</tbody>
</table>

The ring oscillator was selected instead of an LC oscillator or a relaxation oscillator because it is compact in this technology, as it only consists of transistors and requires no passive analog components. The particular topology selected was a current-starved ring oscillator, and the sizing of the devices is given in Table 4.3. The design has five stages, with stages 2 and 4 as the current-starved stages. These stages also include additional transistors (e.g. M10 and M12) in parallel with the control transistors (e.g. M9 and M11) to reduce the gain of the VCO and reduce the size of $C_1$. Stages 3 and 5 are not controlled, to further reduce the gain of the VCO.

**Frequency Divider**

The frequency divider consists of four inverting D-flip-flops with their outputs attached to their own D input and also driving the clock of the next flip flop. This means each flip-flop outputs a signal with half the frequency of the previous stage. The four possible outputs are then passed through a MUX to pick the desired operating condition. This circuit is shown in Fig. 4.11.

**4.2.2 Synapse Circuitry**

The synapses in this ONN are implemented with silicon resistors combined with an XOR gate on every synapse, as shown in Fig. 4.12. The purpose of this ONN is to demonstrate a neural network
that can work with resistive memory devices. The conductances of the resistors in Fig. 4.12 are 66.7 \mu S, 33.3 \mu S, and 16.7 \mu S, meaning the weights can vary linearly from 0 to 116.7 \mu S in 8 steps, with an additional 8 negative weights.

The digital values of the synapses are stored in a scan chain which drives the transmission gates for each synapse. Additionally, the scan chain is used to store the sign which is driven into one input of the XOR. The other input of the XOR is the neuron output. Therefore, the output of the neuron is either passed through as-is, or inverted. An inverted signal in phase is the same as a negation, since an inversion is equivalent to adding 180° to the signal.

The synapse weights were designed to be values that can be achieved by demonstrated resistive memories. This is a fairly high range, however, so secondarily they were selected considering a trade-off between power and speed of the network. More power is drawn by smaller synapse resistors, since there is a constant voltage across them. On the other hand, if the resistors are too
large then the RC delay created at the input node of the neuron will affect the network dynamics. Although some delay can be tolerated due to the re-timing technique, if the delay is too close to the length of a clock cycle then random variations can cause different delays for different neurons.

### 4.2.3 Auxiliary Circuitry

There is some additional circuitry in the system to facilitate testing. There is additional output circuitry to equip the system with a digital interface. Instead of directly reading neuron outputs, each signal is passed to an XOR with the reference output neuron. Since the neurons all are either in phase or 180° out of phase, the outputs settle to either 0 or 1.

The system also has circuitry used to initialize the system. Although the neurons synchronize on their own during evaluation, it is necessary to initialize the phase of the neurons to use them as an associative memory. Each PLL contains a MUX on the reference input of the PFD to select between the initialization signal for each neuron and the consensus from the network. When the system changes from initialization to evaluation, the input MUX changes from the initialization signal to the synapse output signal (see Fig. 4.24). Four initial phases are supported in this network, and they are generated on-chip using an input reference clock. First, an input clock is frequency divided by two. This gives us access to a signal 90° offset from the initial signal. Then by using inversions, signals with a phase of 180° and 270° can be generated. A MUX for each neuron is used to select which of the four initial conditions to set in each neuron.

### 4.3 Results

This section will discuss the results of the testing of the PLL-based ONN. It includes the simulation results, and the post fabrication results. Both simulations and physical testing confirmed that the system is able to synchronize using an input comparator in each neuron. The physical simulation also revealed additional non-idealities that were not considered in the previous analysis, and are described in detail here.
4.3.1 Simulation Results

To demonstrate the functionality of the system, the three patterns shown in Fig. 4.3 were stored in the network with the same weight pattern as in Section 4.1. The demonstration works as follows: first, the weights and initialization are input via a scan chain. The system is initialized using the input reference clock so all of the PLLs are running at the same frequency and with the desired initial phase relationships. The initialization is run for 200 ns before the reference input is disconnected and the neurons are all connected to one another. The system is then run until all neurons settle to stable phase relationships. The simulations presented here were run with \( N = 4 \). All values of \( N \) were found to work similarly, although the \( N = 16 \) setting did not function correctly in all Monte Carlo runs. An example simulation result is shown in Fig. 4.13. The red lines in the figure represent neurons that should settle to \( 180^\circ \), while the black lines represent neurons that should settle to \( 0^\circ \). The marked lines are the two neurons that change from \( 180^\circ \) to \( 0^\circ \) during evaluations. In the plot, these neurons settle to \( 360^\circ \), which is equivalent to \( 0^\circ \).

![System Operation with Delay Correction](image)

Fig. 4.13: The phase of each neuron in the corrected architecture.
With the addition of the re-timing circuitry, the system synchronizes and the neurons all settle to stable phase relationships as originally predicted by the theoretical analysis of the PLL ONN. The network settles over the course of a few nanoseconds, which corresponds to just tens of cycles of the neuron outputs given the frequency of the system operation. The PLLs all show a critically-damped behavior in their phase response, which is necessary for Type-II PLL stability [37]. The digital output of four example neurons is shown in Fig. 4.14. The top two plots in Fig. 4.14 are the neurons that change from being out of phase to in-phase with the reference neuron. All neurons start with an output of “1” since all of the oscillators are initially in-phase.

![Network Output - Neurons 14-17](image)

Fig. 4.14: The digital output of four neurons in the network.

### 4.3.2 Post-Fabrication Results

The measured network performance is shown in Table 4.4, and it is compared to the performance of a digital CMOS network, the TrueNorth chip [11]. The results show that significant power savings are possible in a more analog system, as there is more than an order of magnitude energy saving per step in the PLL based ONN compared to TrueNorth. Although the ONN consumes more...
power, it is much faster (operating at 250 MHz instead of 1 kHz), leading to energy savings overall. The neurons are significantly larger, but with emerging resistive memory technology this can be compensated for with much smaller and more flexible synapses. Additional strategies for neuron scaling are discussed in Section 4.4.

<table>
<thead>
<tr>
<th>Design</th>
<th>PLL ONN (This work)</th>
<th>TrueNorth [11]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>28 nm</td>
<td>28 nm</td>
</tr>
<tr>
<td>Neurons</td>
<td>20</td>
<td>871936</td>
</tr>
<tr>
<td>Neuron Area</td>
<td>1000 µm²/Neuron</td>
<td>14.3 µm²/Neuron</td>
</tr>
<tr>
<td>Neuron Power</td>
<td>550 µW/Neuron</td>
<td>72.3 nW/Neuron</td>
</tr>
<tr>
<td>Time per Operation</td>
<td>4 ns</td>
<td>1 ms</td>
</tr>
<tr>
<td>Energy per Operation</td>
<td>2.2 pJ</td>
<td>72.3 pJ</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of power and area metrics for the PLL ONN and the TrueNorth [11] chip.

There are a few important caveats to consider when comparing these systems. The TrueNorth chip is significantly larger in scale than the ONN implemented here. There is some inevitable overhead in any system architecture when it is scaled to such a degree, so therefore the power numbers per neuron are optimistic for the ONN when compared to a hypothetical ONN on the scale of TrueNorth. In addition, the ONN does not consider the potential power overhead incurred by using emerging resistive memory instead of SRAM. The main reason for this is that there can be large variation in the resistance of emerging memory devices, and this will define the amount of power drawn by the chip. This is a trade-off that merits further study, but is outside the scope of this work. These caveats aside, the fact that the neuron power is over an order of magnitude less on the PLL ONN indicates that this is a promising architecture to pursue. This section will discuss the measured results of the network in detail, as well as analyzing the layout and some anomalous behavior in the system functionality.

**Synapse Power**

Table 4.4 does not discuss the synapse power consumed by the ONN, and this is due to a few factors. The synapse power is a function of the resistance of the synapses. The resistance is selected based on two factors, the resistance possible in the technology being used and the speed at which the
system is running. A high resistance value burns less power, but causes more potential RC delay on the input to the neurons. In the PLL-based ONN, however, the resistance was limited by the values achievable in the 28 nm process being used. Therefore, the power drawn by these synapses would not be representative of what is possible in a system with emerging memory devices, as these can provide significantly more resistance in a smaller area.

Another factor affecting the power draw of the synapses is that the power will be different for different work patterns. This can be seen by considering the best and worse case synapse power for a given neuron. In the best case, all of the inputs to a given neuron have the same phase after passing through the XOR gate on the input to the synapse. The model to understand the synapse power draw in this case is shown in Fig. 4.15. In this case, the parasitic capacitance is periodically charged and discharged, making the synapse power per neuron \( P = C_{in}V_{dd}^2f \) where \( C_{in} \) is the capacitance at the input to the neuron, \( V_{dd} \) is the supply voltage of the circuit, and \( f \) is the frequency of operation. This power is independent of the resistance feeding into the neuron, therefore it does not increase appreciably with larger networks.

![Fig. 4.15: The model for the best-case synapse power.](image)

The worst case synaptic power occurs when half of the inputs to a neuron have phase 0° while the other half have phase 180°, assuming all of those neurons are connected through the lowest resistance weight. In this case, the input to the neuron is modeled as shown in figure 4.16. With this configuration, there is a static power draw of \( \frac{V_{dd}^2}{4R_{min}/n} \) where \( V_{dd} \) is the supply voltage, \( R_{min} \) is the lowest possible resistance for the weight, and \( n \) is the number of neurons in the network. In the worst case, therefore, the power per neuron is higher with the number of neurons, meaning the synaptic network cannot scale indefinitely.
During system operation, the power in the synapse network will be bounded by the best and worst case scenarios outlined here. In a system implemented with RRAM devices, however, both of these power numbers will improve significantly. RRAM devices are capable of much higher resistance in a much smaller area, and the power draw in the worst case varies linearly with the minimum resistance. Additionally, RRAM devices have less parasitic capacitance than the capacitance introduced by the large synapse network in this ONN, therefore the best-case power will also be reduced.

**Chip Layout Analysis**

Observing the complete network in Fig. 4.17, it is clear that the synapses take up significantly more area in the network than any other component, even in a relatively small network. The number of synapses scales quadratically with the number of neurons in a fully connected network. This is the main reason for looking to alternative technologies for synapse implementations - even though these synapses are only 4 bits (3 weight bits and one sign bit), the CMOS components already consume about half of the synapse area (see Fig. 4.19). An emerging technology would be able to
fit in a much smaller area. Emerging memory devices require additional programming circuitry, but this can be shared among rows and columns, scaling with $O(n)$ rather than $O(n^2)$. The only CMOS component that would remain using a resistive crossbar is the XOR gate, and this is a small fraction of the CMOS block. Furthermore, such an XOR gate can be optimized depending on the synapse resistive values – the drive strength of the XOR gate must be enough to be faster than the RC time constant of the input node to the PLL. Therefore, a system could save synapse area by operating at a lower clock frequency.

The area of the PLL neuron (Fig. 4.18) is dominated by the analog loop filter. The primary reason for this is the size of the capacitor needed to stabilize the PLL. At the target frequency, this capacitor is about 7.2 pF, which is a very large capacitance in the target technology. Unfortunately,
the analog components will continue to scale poorly in advanced technology nodes. Section 4.4 will discuss some potential solutions to this scaling challenge.

**Functionality Testing**

First, it was confirmed that the PLLs were all able to synchronize successfully at various system settings. This was tested by running the chip in its initialization mode and measuring the outputs of the XOR output circuitry. All of the XOR outputs maintain a constant value (indicating frequency synchronization) and have the expected phase relationships for the programmed initialization conditions.

The next test was to store a single pattern in the weight network to see if the neurons synchronize and settle to the correct pattern. The testing revealed that the synchronization of the devices worked as expected in hardware. In a case where the synchronization is not working at all, it is expected that the desynchronization will happen quickly enough that there will be almost no meaningful data returned. The output of a typical neuron (that should change state) is shown in Fig. 4.20. This figure indicates that, at first, the neuron synchronizes successfully and remains
synchronized for a few microseconds. Then, it eventually desynchronizes after having been at the right value for a while. This is most likely caused by the VCOs reaching the end of their control range. Although the PLLs are guaranteed to synchronize, without an external reference they can follow the same frequency trajectory instead of synchronizing to a constant frequency. This behavior is difficult to observe in simulation since the windup of the VCOs happens on a much slower scale than the PLL dynamics, which are themselves much slower than the oscillator dynamics. Therefore, simulating 20 PLLs simultaneously for sufficient time to observe this behavior is challenging. Fortunately, since this behavior acts on a relatively slow scale to the network dynamics, it is possible to turn off evaluation after the network dynamics have had time to settle and before the VCOs reach the end of their control range. The output of this technique can be seen in Fig. 4.21.

This technique works, although it is inelegant. It is not clear if it is a scalable technique to all network sizes – it is conceivable that, given a large enough network the worst-case network dynamics will be slow enough that VCOs will overrun before the network dynamics settle. Section
4.4 will discuss some potential fixes to this problem.

The next step of testing was to program the synaptic network to store the patterns shown in Fig. 4.3 and test the pattern recovery capability of the system. This set of tests revealed an interesting issue in terms of system functionality. Although the system is intended to recover the closest stored pattern, the system instead returns an arbitrary stored pattern. Even worse, the pattern it returns is nondeterministic. That is, even with the same initial conditions, the network settles to a random stored pattern.

This result is somewhat interesting; the fact that the system returns one of the stored patterns indicates that some amount of the system functionality is preserved. Unfortunately it is not possible to measure the system state directly, and capturing non-deterministic functionality in simulation can be difficult, but the pattern of the outputs motivates a few hypotheses as to what is happening internally. Since the system is returning a stored pattern, a reasonable hypothesis is that some noise source is causing a disturbance to the state of the system that causes it to lose its initial condition.
One potential noise source is the phase noise of the PLLs, specifically the phase noise caused by noise on the power supply. It was observed in testing that output switching caused an unexpectedly large noise on the analog supply, even with the addition of decoupling capacitors on the test board. An example of this noise is shown in Fig. 4.22. To analyze the effect of noise of this magnitude on the phase-locked loop, noise simulations were run in SPICE. Fig. 4.23 shows the impact of white noise (with the same magnitude as the observed noise) applied to analog supply of the PLL. The impact of the noise is about $35^\circ$ of phase disturbance, which is fairly significant. Given the stable points of a given neuron are separated by $180^\circ$, however, it seems that this alone should not be enough to completely alter the system.

Fig. 4.22: Supply noise caused by output switching of the chip.

Another observation that indicates what might be happening in the physical system is that the system settles to a random point even when the initial condition is a stored pattern. In this case, the phase noise alone should not be enough to push the network to another random point. In further analyzing the circuit, another non-ideality was observed. In the transition between the
initialization of the system and the evaluation of the system, there is a race condition. The source of the race condition is shown in Fig. 4.24. The digital signal EVAL is used to select between the \(V_{\text{init}}\) signal and the \(V_{\text{syn}}\) signal to transition the system from the initialization phase to the evaluation phase. All of these signals are clocked using the same source. Therefore, nominally, all three signals change value at the same time. In reality, however, these signals will not change at precisely the same time. The order in which the signals change is a function of process variation, as well as noise in the system. Depending on the order, two very different signals may be observed at the node \(V_{\text{pfd}}\). These possibilities are shown in figure 4.25.

Depending on which signal is observed at the PFD input, different neurons will see a different
Fig. 4.24: A diagram showing the source of the race condition in the circuit.

Fig. 4.25: Internal signals due to the race condition.

Impulse noise at the transition point. Furthermore, the same neuron may see a different impulse on different measurements of the chip due to the impact of noise. This problem is exacerbated by the fact that the dynamic response of the phase of the PLLs is critically-damped. This is a necessary property of Type-II PLLs, as either excessively over-damped or under-damped PLLs are unstable. The combination of this feature and the non-negligible phase noise of the PLLs in the design is our best hypothesis for the nondeterministic nature of the system. Fig. 4.26 shows the output of two neurons on two consecutive tests of the PLL ONN with the same initial conditions and same weight matrix. They settle to different values, demonstrating the system-level effects of this race condition.
4.4 Analysis and Lessons Learned

Although the PLL-based ONN was not completely successful in testing, it did prove out some of the theoretical advances that were made to ONNs in Chapter 3, and provides insight regarding how to design future systems. This section discusses the future of this architecture.

4.4.1 Scaling Outlook

There are a few important thoughts when increasing the network size of this ONN architecture. Given that the neurons are relatively large compared to emerging synapse technology, they will likely be the limit of the size of the network that can be implemented on chip. As seen in Fig. 4.18, the analog loop filter components take up the majority of the area in the neuron. Since these components will not scale well at deeper technology nodes, this design will not be scalable with the architecture as-is. Therefore, one solution is to center the neurons around a digital PLL instead of an analog PLL, for example one of the architectures described in [40]. This will yield a system similar to the one described here that is more easily scaled to deep technology nodes. Another option is to move away from using PLLs entirely, as we do in Chapter 5.

One of the challenges of scaling in analog networks with resistive synapses is that the neurons must be able to drive many synapses effectively. This is known as “fan-out” in neural networks.
Since the outputs of the neurons in this network are square waves, they are straightforward to buffer with digital circuits accurately – despite containing analog information there is no need for an expensive analog buffer. Therefore, a single neuron can easily be scaled to drive many synapses at the relatively small cost of additional buffering.

A scaling challenge specific to oscillatory networks is the potential for skew across a large chip. The further a signal has to travel, the more its phase information will be distorted. Clock skew is a challenge that also exists in traditional synchronous digital design, and therefore many tools exist to analyze and control the skew of a signal as it travels long distances. This makes the issue of skew tractable in larger ONNs, but it is a challenge that must be considered when scaling up a network.

4.4.2 Functionality Challenges

There are two functionality issues that were noticed with this chip after it was manufactured. First, there is the challenge of VCOs running out of their control range. This is likely due to the neurons in the network not having a fixed reference to keep them within a certain range. All that the theory guarantees is the synchronization of these neurons to the same frequency trajectory, not necessarily that the frequency they lock to will be itself fixed. It is possible that this problem could be solved by replacing the first neuron in the network with a fixed frequency clock. This shouldn’t affect the functionality overall, since the entire network is measured relative to this neuron, and therefore its phase does not need to change. Alternatively, testing with this chip indicates that a successful work-around is to stop the network after the phase dynamics have settled, but before the VCOs hit their limits. This tactic seems to be effective with networks of this scale, but careful work would need to be done to ensure larger networks do not have slower phase dynamics that would cause this method to be ineffective.

The second problem is more concerning, and that is the non-determinism of the network when working with a weight pattern with multiple stable minima. This thesis presents a plausible hypothesis for the cause of this bug – a race condition in the transition between initialization and
evaluation exacerbated by phase noise in the PLL. These properties of this network cause the neurons to be hit by an impulse at the transition point, and the sensitivity of the PLLs means that the initial phase information is distorted to the point where the system returns the incorrect solution. The phase noise issue can be solved through more careful design of the PLL. The race condition must be considered slightly more carefully as it is somewhat structural in the neural network operation. The theory describes how the network behaves from a generic initial condition in the phase space, but for square waves with zero-crossing PLLs, not all points in the waveform are equivalent for the first cycle after the evaluation begins. Careful circuit design may be able to more accurately control precisely when in the square wave the network switches from initialization to evaluation, but this requires further exploration.

Another solution to the non-determinism of the system is inspired by looking at one of the root causes of the problem – the sensitivity of the PLLs. PLLs with sufficient damping would effectively ignore any high speed impulses due to their low-pass nature. Unfortunately, however, Type-II PLLs cannot be over-damped arbitrarily, as this will cause the PLL to be unstable [37]. Additionally, as discussed in Section 4.1, Type-I PLLs are not well suited to scaled architectures. However, PLLs are not strictly required to still use phase as the state variable in the network. In fact, the synchronization of the PLLs is only attractive if there is no need to route a global clock, but the re-timing circuitry already introduces a global clock to the system. Therefore, the ONN design that follows in this thesis avoids this whole problem by building a PLL-free ONN.

4.5 Conclusion

In this chapter, the theoretical developments of Chapter 3 were confirmed in SPICE simulation, and that theory was used to design a hardware PLL ONN. A re-timing technique using a comparator was used to ensure the neurons would synchronize. The ONN was fabricated in a 28 nm Samsung process, and its performance was measured. It was found to be more energy efficient than recent digital CMOS systems, indicating that there is promise to the idea overall. During functionality testing, however, it was found that the system did not work as expected based on simulations.
Further analysis suggests that this is due to a combination of a race condition in the circuit combined with PLL sensitivity to noise, and exacerbated by the dynamics of the Type-II PLL. This chapter also covered the lessons learned from the design of this chip, and the outlook for future systems of this type. Many of these lessons were applied to the fabrication of a second chip, which will be covered in the following chapter.
Chapter 5

Hardware Implementation of a PLL-free ONN

This chapter presents our improved ONN design based on our findings from the chip presented in Chapter 4. The nondeterministic operation of the chip from Chapter 4 was caused by a race condition and exacerbated by the sensitivity of the PLLs in the neurons. Our prior design also showed, however, that using phase to extract functionality from a resistive memory network is still a promising paradigm. Therefore, the ONN in this chapter has a similar synapse design with an improved neuron design. The neurons work by selecting phases defined by a global clock rather than being based around PLLs. This reduces the power and area of the chip, and the network has dynamics that make the operation of the network deterministic.

5.1 Detailed Design Overview

This section provides a detailed overview of the PLL-free ONN which was designed in a TSMC 28 nm process. Five neurons and 25 synapses of the network are shown in Fig. 5.1. The full network consists of 100 fully-connected neurons (10,000 synapses), and is designed to operate at a clock frequency of 1 GHz.
5.1.1 Neuron Circuitry

The neuron in this system was designed to be primarily digital in order to take advantage of digital synthesis tools and ensure scalability to deeper technology nodes. A schematic of the neuron is shown in Fig. 5.2.

Each component of this neuron is detailed in the following sections, and the general operation is described here. The summed signal from the synaptic network enters at the left of the neuron. The summation occurs at the input node with no additional circuitry, as in Chapter 4. A clocked comparator rectifies this signal to full rail and eliminates any delay difference seen by the neuron signals around the loop.
This resulting signal is passed to a phase detector that measures the arrival time difference between the input signal and the neuron state. This value is recorded in number of clock cycles, and the information along with a signal indicating the order of arrival is output to the next stage. The next stage is a low-pass filter that holds the state of the neuron and provides the desired damped behavior to ensure noise does not adversely affect the system, as was the case with our original PLL-based ONN. This signal is passed to a voltage controlled phase shifter (VCPS), which sets the phase of the neuron output signal according to the state of the neuron.

The step by step operation of this system is more observable than the previous design. The system state is stored in registers that can be shifted out after each clock cycle to inspect the system behavior. The clock signal can be driven one time step at a time, or connected to a high speed 1 GHz source to test the system at full speed.

**Input Comparator**

The input comparator is the only analog component in the neuron. The waveform at the input of the neuron is typically not a full-rail signal, and therefore, it does not interface well with digital circuitry. The comparator is used to measure that signal relative to the mid-rail voltage, and rectify it to the full-rail voltage for the next stage in the network. Since the comparators are all clocked, they also eliminate any delay differences caused by weight patterns in the synapse network, just like the comparators in the PLL-based ONN.

As the number of neurons in the network increases, the impact of a single neighbor on the neuron input decreases. Given neuron output voltages $V_i$ and neuron conductance values $g_i$, the voltage on the input node of the neuron is

$$V_{in} = \frac{\sum_{i=1}^{n} g_i V_i}{\sum_{i=1}^{n} g_i}.$$  \hfill (5.1)

Therefore, the impact of a single neuron $j$ is

$$\Delta V_{in} = \frac{g_j V_j}{\sum_{i=1}^{n} g_i}. \hfill (5.2)$$
Because of this, the design of this comparator requires some attention to ensure it has a relatively low offset voltage while still being fast enough to operate at the target frequency. Ideally, the network should not depend on a single neuron to be accurate, instead depending on the redundancy of many neurons. Therefore, this condition isn’t a strict constraint on the input offset voltage. It does, however, indicate that a network with larger fanout should have more accurate comparators. Therefore, the comparator in this ONN needs to have a lower offset voltage than the one described in Chapter 4.

To achieve a low offset voltage in a small area, a technique called statistical element selection (SES) is used to implement the comparators. The comparator at the input to the neuron was designed based on the comparators described in [41]. A schematic of the comparator is shown in Fig. 5.3. To apply SES, many copies of the differential pair are made, and a subset of these pairs are selected that best cancel each other’s input offset voltages to create a comparator with low input offset. For each comparator, \( k \) input pairs are selected of \( N \) possible input pairs.

To build a comparator using SES, the number of selected and possible input pairs must be selected to meet the specifications. The first step is to find the standard deviation of the input offset voltage of an individual input pair in this technology. For this design, 500 Monte Carlo trials were run on the entire comparator, and the input offset voltage was found to have a normal distribution centered around 0 V of \( \sigma_{\text{offset}} = 37.60 \text{mV} \). Next, the same number of trials was
run varying only the parameters on the input pair, and this yielded an input offset voltage of \( \mu_{\text{offset}} = 0 \text{ V} \) and \( \sigma_{\text{offset}} = 36.34 \text{ mV} \). This result indicates that the majority of input offset variation comes from the input pair. The sizing of the transistors in this comparator is given in Table 5.1.

<table>
<thead>
<tr>
<th>Transistor</th>
<th>Width (nm)</th>
<th>Length (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1,M2</td>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td>M3,M4</td>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td>M5,M6</td>
<td>1500</td>
<td>30</td>
</tr>
<tr>
<td>M7,M8,M11,M12</td>
<td>300</td>
<td>30</td>
</tr>
<tr>
<td>M9,M10</td>
<td>1500</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 5.1: Transistor sizing for the input comparator.

Once the standard deviation of the input offset voltage is found, that information can be used to select the number of input pairs to build \((N)\) and the number of those devices to select \((k)\). The target for this design was an input offset voltage of 1 mV with a yield of 70%. TODO: Fix this line This is a smaller yield than would be desirable for a production chip, but it was targeted since 1 mV is a particularly aggressive specification that was selected as a margin of safety. One of the challenges with achieving a high yield is that there are 100 comparators on every chip. Therefore, the chance of all of the comparators meeting the specification on a chip is given by

\[
p_{\text{pass,chip}} = (1 - p_{\text{fail,device}})^{100}
\]

Solving this equation for \( p_{\text{pass,chip}} = 0.7 \) returns a required probability of failure of \( p_{\text{fail,device}} \leq 0.35\% \).

The next step is to generate the “decision cube” described in [41]. It is used to select the optimal value of \( N \) and \( k \). To do this, one million Monte Carlo runs were run for each potential configuration of \( N \) and \( k \) to determine the probability of the existence of a combination of sub-comparators that meets the specification. This was done by drawing from a normal distribution matching that of the offset pairs \( \sigma_{\text{offset}} = 36.34 \text{ mV} \) \( N \) times, and considering all combinations of \( N \) choose \( k \). Then the input offset voltage of each combination was found by summing the input offset voltages of each
sub comparator. The number of comparators with no configurations that meet the specification is then normalized by the number of trials to estimate of the probability of failure.

Fig. 5.4: The results of the SES Monte Carlo runs.

The results of this decision cube are shown in Fig. 5.4. The horizontal line in Fig. 5.4 represents the target probability of failure, $p_{\text{fail,device}} = 0.35\%$. Each line represents a selection of $N$, with descending lines representing increasing values of $N$. Therefore, the optimal solution is to choose the value of $N$ that is smallest, but still below the target probability of failure. Once that $N$ is selected, the value of $k$ furthest to the right is selected to give the most drive strength to the differential pair, making the comparator more likely to overcome the parasitics of non-selected input pairs and meet the speed specification. The optimal point in this case was $N = 15, k = 5$. This chosen configuration was simulated in SPICE to ensure it would function correctly at 1 GHz.

**Phase Detector**

The phase detector is a counter with a small state machine to track the order of signal arrival. A schematic of the phase detector is shown in Fig. 5.5. Since the system is run on a global clock, the counter is sufficient to completely capture the phase difference between the signals. The state of the phase detector can be read out via scan chain for debugging.
Digital Low Pass Filter

The low pass filter was designed to reduce the neuron’s sensitivity to noise. Since there is a low pass filter in every neuron, it was also designed to be as simple as possible to conserve area and power. It consists of an adder, a shifter (acting as an inexpensive multiplier), and memory for the system state. A schematic of the digital low pass filter is shown in Fig. 5.6. The parameters for this design are $b = 4$ and $I = 3$. The signals $\Delta \phi$ and $\text{sgn}$ are supplied by the phase detector. The output of the phase detector is added (or subtracted, depending on which signal arrives first) from the neuron’s state. This is divided by a factor of $2^I$ before being output to the next stage, giving the neuron an over-damped characteristic.

The low pass filter is also used to set the initial condition of the network when using the network as an associative memory. The state of the system can be set directly using $\text{init}_i$ to initialize the network.

Voltage Controlled Phase Shifter

The final unit in the neuron is the voltage controlled phase shifter (VCPS). This block takes the state of the neuron and translates it into an output signal with a phase linearly related to the state.
of the neuron. It is implemented with a set of shift registers with the output of the last register feeding the input of the first register, shown in Fig. 5.7. The output phase is selected by using the neuron state as the selection bits of a MUX that selects the signal from one of the shift register outputs.

![Fig. 5.7: The voltage controlled phase shifter designed for the digital ONN.](image)

The number of shift registers in the VCPS determines the resolution of the neurons in the system. In this system, sixteen flip-flops are used to generate the waveform, providing 4 bits of resolution. The waveform can be arbitrarily set, so higher frequency waveforms can be tested at the expense of resolution.

### 5.1.2 Synapse Circuitry

As with the system in Chapter 4, this network is designed to be compatible with emerging resistive memory technologies. Therefore, the same technique is used to emulate resistive memory devices with silicon resistors and transistors. To provide this system with more flexibility for testing than the PLL-based ONN, 5-bit synapses were designed, as shown in Fig. 5.8.

Each synapse contains 5 bits of memory, and a sign bit. The total resistance of the synapse can range from about 645 Ω to 20 kΩ (50 μS to 1.55 mS). This is smaller resistance than the system in Chapter 4 due to the increased number of synapses. Larger resistances would have required more resistor area, and there was not sufficient space for this.
5.2 Results

This section presents the simulation and post-fabrication results of the PLL-free ONN. It shows the results of the SES configuration of the input comparators, and demonstrates the ONN behaving as an associative memory. The PLL-free ONN is able to complete the associative memory task successfully, and does so consuming less power and area than the PLL-based ONN.

5.2.1 Simulation Results

To demonstrate the functionality of this system, three patterns were stored in the synapses using Hebbian learning. The patterns are shown in Fig. 5.9. A behavioral model of the synapses and comparators was implemented in Verilog to allow for efficient simulation. The behavioral model takes the output of each neuron, sums them with weighted factors based on the synapse network, then outputs either high or low based on whether the overall sum is positive or negative. The output of two neurons is shown in Fig. 5.10. The output starts at an incorrect phase, but over the course of a few cycles it is corrected by the neighboring neurons.
5.2.2 Area Analysis

The complete chip layout can be seen in Fig. 5.11. The synapses consume a total area of 1.69 mm$^2$. A single synapse is shown in Fig. 5.12. These synapses are larger than the synapses in the PLL ONN because they are 5-bit instead of 3-bit, increasing the number of transmission gates needed as well as the number of storage elements needed.

The neurons consume a total area of 0.0275 mm$^2$. Showing an individual neuron is not possible, since the neurons were all simultaneously optimized using a physical synthesis tool. Since there are 100 neurons, each neuron has an approximate area of 275 $\mu$m$^2$. The neurons in this ONN were made smaller than the PLL-based neurons through the removal of the area-consuming analog circuitry of the PLL loop filter. Additionally, since the neurons were nearly completely digital, robust physical synthesis tools were used to size and place the digital circuitry efficiently. The comparator was the only manually-designed part of the neuron, and its layout is shown in Fig. 5.13. The comparator area is 54.6 $\mu$m$^2$; even with calibration to ensure a small input offset voltage the comparator only consumes a small portion of the neuron area.
5.2.3 Functionality Testing

SES Testing

The SES calibration was the first function tested on the PLL-free ONN. This was done with an exhaustive search through all possible comparator combinations to find the one with the lowest offset. The offset of the comparators was estimated through the following process. One input to the comparators was fixed, while the other input was swept from 430 mV to 470 mV in steps of 0.5 mV. At each of these input voltages, the comparator was run 20 times. Fig. 5.14 shows a typical run for one of the comparators. Note that when close to the reference voltage, some of the runs succeed while others fail.

Once this data was collected, the offset voltage of each configuration was estimated by fitting a normal curve to the data and using the mean of that fit as the offset voltage [41]. The SES technique was successful in achieving a small offset voltage on all of the comparators. Fig. 5.15 shows the spread of the voltage offset for all of the possible comparators on one of the chips. In this histogram, note that the highest and lowest bins are removed, since the comparators outside of
this range were not measured precisely. The mean offset is shifted for these comparators, likely due to a process corner variation on the chip.

The best configuration is found by searching through all of the possible configurations. Using SES, it is possible to select sub-comparators so every neuron input is a comparator with an input offset of less than 1.5 mV. A histogram of the comparators in the best configuration is shown in Fig. 5.16a, and a comparison of the best configuration with a randomly selected configuration is shown in Fig. 5.16b.

**Pattern Storage**

The next step in functionality testing was to test the ability of the system to settle to the correct pattern when only one pattern is stored in memory. The chip was found to successfully do this on repeated trials. For this test, the synapse network was trained to only store the $A$ pattern shown in Fig. 5.9. The system was then started from multiple distorted points and settled to this pattern regardless of initial condition, as expected in a working neural network. Examples of input/output pairs for the single-pattern test are shown in Fig. 5.17.

Next, the weight pattern was changed to store both the $A$ and $B$ patterns from Fig. 5.9. In
this case, when presented with a distorted input, the system correctly settled to the closest stored memory. The inputs were generated by randomly flipping 10-15 of the bits in the stored pattern. Examples of this are shown in figure 5.18.

The system was then retrained again using Hebbian learning to store all three patterns, A, B, and C. Using these patterns and this training method, a well-known artifact of neural network associative memories was observed – recovery of spurious memories. Generally speaking, a neural network used to store patterns can inadvertently store spurious patterns which, due to the training algorithm, are stronger attractors than the desired pattern. Details of spurious patterns in neural network associative memories are discussed in [42]. It is possible to use more complex training
algorithms to “unlearn” spurious memories [43], although these methods have not yet been applied to ONNs. Given that the PLL-free ONN consistently settles to these spurious states given the same input, we conclude that they are an artifact of the training algorithm. Some example input/output pairs when running the system trained on all three patterns are shown in Fig. 5.19.

The inputs derived from the $B$ pattern all correctly settle to the stored $B$ pattern, indicating that this memory was successfully stored in the system. The inputs derived from the $A$ pattern, on the other hand, consistently settle to a spurious pattern that is a mixture of the desired $A$ and $B$ patterns. This is a relatively strong spurious pattern, as it is the final result even when the
Fig. 5.17: Examples of input/output pairs with one stored pattern.

(a) Inputs derived from A.
(b) Inputs derived from B.

Fig. 5.18: Example input/output pairs when the ONN is used to store two patterns, A and B.

undistorted A is provided as the input to the system. Unlike the spurious memory associated with the A pattern, the memory associated with the C pattern is stored in the system, but its basin of attraction is small. This means that, while an input of an undistorted C stays at the undistorted C, there are many other spurious patterns close to the desired C pattern. These results highlight the importance of further research into ONN training, and this is discussed in Chapter 6.

Next, more detailed results are presented to understand some of the details behind the dynamics of the system. Fig. 5.20 shows the output of two of the neurons that change state in the example shown in Fig. 5.9. As with the previous ONN design, the “output” of the system is the neuron output XORed with the reference neuron. Notice that they start consistently either completely in or out of phase with the reference neuron, and then over the course of a few hundred clock cycles they change their phase.
(a) Inputs derived from A.  
(b) Inputs derived from B.  
(c) Inputs derived from C.

Fig. 5.19: Example input/output pairs when the ONN is used to store all patterns from Fig. 5.9.

(a) Neuron 44 Output.  
(b) Neuron 96 Output.

Fig. 5.20: Output of two neurons which change state over the network operation.
The output appears to be smooth transition from one state to the other, but the input to the VCPS of each neuron reveals that there is still some high frequency behavior that is not completely suppressed by the low pass filter. The VCPS inputs of the same two example neurons are shown in Fig. 5.21. It is important to note that due to the cyclical nature of phase, a VCPS input value of 16 is equivalent to a VCPS input of 0. Rather than monotonically increasing, there is some high frequency noise on the VCPS input. This noise is due to the phase measuring strategy used on the neuron inputs. The inputs to each neuron are a summed set of square waves, and the neuron measures the zero crossings of these waveforms. This assumes, however, that the zero crossings will correlate precisely to phase. While this is true for summed sinusoids of the same frequency, it is not necessarily true for summed square waves. Therefore, due to the nature of the waveforms at the input, there is a high frequency noise that comes from zero crossings at a higher frequency than the neuron output waveforms. With sufficient damping in the system, however, this can be accounted for, which is why the neurons still settle to the correct value.

5.3 Analysis and Lessons Learned

The power, performance, and area of the PLL-free ONN are shown in Table 5.2, and they are compared to the PLL-based ONN and the TrueNorth chip.
The PLL-free ONN outperforms the PLL-based ONN in terms of both power and neuron area. The area performance is improved over the PLL-based ONN design due to the removal of most of the analog components in the system, and by using automated digital optimization tools that are able to design with less margin for error. The power improvement comes from the lack of bias currents and analog components in the neuron. Overall, it indicates that moving to a more digital neuron that is still able to take advantage of resistive synapses is a good path forward for efficient ONN design.

Compared to the TrueNorth chip, there are a few interesting points to consider. First, as with the PLL-based ONN, the neuron power is higher in the PLL-free ONN than in TrueNorth. This is balanced by the fact that the system is operating at a much higher frequency. Therefore, the neuron power is normalized by the operating speed to estimate the energy per operation, and using this metric the PLL-free ONN is significantly better than the TrueNorth chip. It makes up for higher power by having much higher throughput.

It is also important to consider the scale of the networks in question. The TrueNorth system is significantly larger than the PLL-free ONN in terms of number of neurons. The power is normalized by this neuron count to get a power per neuron, but it is important to note that this does not take into account the inevitable overhead of system scaling. The larger the system, the more overhead will be needed for long distance communications and skew correction. Therefore, although the energy per operation numbers are very promising, they should be taken as optimistic. Despite this, since the energy per operation is an order of magnitude lower in the PLL-free ONN, it is still a promising path to consider.

<table>
<thead>
<tr>
<th>Design</th>
<th>PLL-free ONN (This work)</th>
<th>PLL ONN (This work)</th>
<th>TrueNorth [11]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>28 nm</td>
<td>28 nm</td>
<td>28 nm</td>
</tr>
<tr>
<td>Neurons</td>
<td>100</td>
<td>20</td>
<td>871936</td>
</tr>
<tr>
<td>Neuron Area</td>
<td>275 $\mu$m$^2$/Neuron</td>
<td>1000 $\mu$m$^2$/Neuron</td>
<td>14.3 $\mu$m$^2$/Neuron</td>
</tr>
<tr>
<td>Neuron Power</td>
<td>303 $\mu$W/Neuron</td>
<td>550 $\mu$W/Neuron</td>
<td>72.3 nW/Neuron</td>
</tr>
<tr>
<td>Time per Operation</td>
<td>4 ns</td>
<td>4 ns</td>
<td>1 ms</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison of neural network power and area metrics.
5.3.1 Synapse Power and Scaling

As mentioned in Chapter 4, the synapse power for this system is somewhat complicated to analyze due to its strong correlation with exact workload. We can, however, get an idea of the magnitude of the synapse power by considering the maximum observed current draw during the three pattern associative memory test. The peak current draw by the synapses alone for the network was 764 mA during the three pattern test. This translates to 76.4 $\mu$A per synapse, or 7.64 mA per neuron in our system. When this is added to the neuron power, it yields a total energy per operation of 31.8 pJ, which is much closer to the TrueNorth result.

This, however, is more a function of the technology chosen for the synapses rather than a feature of the system itself. As described in Chapter 4, the synapse power consumption is bounded on the lower end by the parasitic capacitance of the synapses and neuron input, and on the upper end by the minimum weight of the synapses. The synapses implemented in this chip were not the highest possible resistance, due to area limitations. Also, the parasitic capacitance of this synaptic network is particularly high because it consumes so much on-chip area. Emerging resistive memory devices, however, will have both higher minimum resistance and lower parasitic capacitance, reducing this power consumption significantly.

In terms of designing these devices, the same principles of system scaling from the PLL-based ONN apply to this system. In terms of target resistances for the weights, there is a trade-off between power and speed (beyond the typical speed/power trade-off in digital circuits). The higher the resistance values in the synapse network, the lower power consumed since there is a constant voltage across the resistors. On the other hand, with a high resistance the delay caused by the RC time constant at the summing node begins to become appreciable, and therefore, the neuron output must be slower.

The scaling of this network will be ultimately limited by skew and synapse power. Therefore, the likely target application would be as a densely connected node as part of a larger small world network, as is done in the TrueNorth chip (see Chapter 2). One benefit of creating a more digital network than the PLL-based ONN is that this network can be designed with physical synthesis.
tools. This helps mitigate the challenge of cross-chip skew since this is a well-understood problem in digital circuit design. The worst case delay of the synapse network can be estimated with SPICE simulations, and this can be entered as a delay in the synthesis tools, which can then determine if the system can be physically synthesized with enough slack to accommodate the expected process variations.

5.3.2 Potential Design Improvements

There are two areas in this design where improvements can be made with additional research, the digital low pass filter and the input comparator. For the digital low pass filter, the results of measuring this system indicate that it may be possible that a better filter could be used to more aggressively filter the high frequency noise seen in the neuron state. There is also a potential to improve the filtering by including more complex logic in the phase detector so that it is insensitive to high frequency changes. A more complex filter, while requiring more area, may allow the network to settle accurately in fewer cycles.

For the input comparator, the offset voltage value of 1 mV was selected to be very conservative in case offset voltage was the limiting factor in the efficacy of the design. However, with many work vectors the swing on the input of a neuron will be much larger than 1 mV, as this is a corner case where the consensus is very weak among the neighbors. With further research, it may be possible to avoid these situations with careful weight training, or feedback-based training. This would allow for a more relaxed input offset voltage specification for the comparator. A simpler comparator design would save neuron area, and more importantly significant design and calibration time.

5.4 Conclusion

In this chapter, a PLL-free ONN is designed and fabricated in 28 nm CMOS based on the lessons learned from the chip designed in Chapter 4. With smaller neurons, and neurons that can be optimized using digital synthesis tools, a larger network was built containing 100 neurons and 10,000 synapses. The neurons in the network are more area and power efficient than those in the PLL-
based ONN, and more importantly the overall system can perform pattern recovery successfully. This chip demonstrates that the phase-based paradigm is useful for efficient neural networks in hardware that can take advantage of resistive memory for design of the synapses.

The detailed analysis of the behavior of this chip reveals that there is still some room for improvement in neuron design to provide a faster system with a less noisy neuron state. By continuing to focus on primarily digital neurons, it is possible to take advantage of digital signal processing techniques to even further improve the performance of a phase-based ONN. This neural paradigm provides a path forward for building neurons that can scale along with emerging synapses to build efficient neural networks in hardware.
Chapter 6

Conclusion and Suggestions for Further Research

We conclude with some ideas for further research on ONNs integrated with resistive memories are discussed. In this thesis, an open-loop training algorithm was used to set the weight matrix, but there are many more interesting training algorithms. Also, it is interesting to consider the path forward for monolithic integration of emerging technology. There is also benefit to further study of ONN dynamics, as this may enable even more efficient systems. Finally, this chapter wraps up by summarizing the contributions of this thesis.

6.1 Training Algorithms for ONNs

In this work, the Hebbian learning algorithm was used to select the synapse values of the network. The Hebbian algorithm is one of the most simplistic neural network training algorithms. Other algorithms have proven to be able to train a network that has higher classification performance than a network trained with Hebbian learning. A good discussion of the current state-of-the-art of learning algorithms is given in [44]. There is interesting work in applying these algorithms to ONNs due to the nature of phase as a representational system. Unlike real numbers or integers,
phase wraps around, making $360^\circ$ and $0^\circ$ equivalent. The previous work on training algorithms can be analyzed under this paradigm to see how their performance translates to phase-based systems.

Another path for further research in network training is developing efficient ways to implement training algorithms on-chip. Training in hardware is an interesting problem because the relative efficiency of an algorithm can be different when performed on a general processor versus dedicated hardware. For example, the work in [45] suggests that, when training a network in hardware, it is more efficient to use an optimization method that takes more steps which are less complex, rather than minimizing the number of steps. In that work, it is demonstrated that, although a random descent optimization takes more steps than a back-propagation descent (see Fig. 6.1), it takes less time overall due to the complexity of the back-propagation algorithm in hardware versus a random descent. Such work could be particularly important for efficient training of ONNs, now that the proof of concept of the network operation has been demonstrated. There is ample space in devising novel training algorithms that take advantage of the inherent advantages of hardware computation that will bring these systems closer to real-world utility.

Fig. 6.1: An illustration comparing random weight change training to back propagation [45].
6.2 Monolithic Integration of Emerging Technologies

This work shows that resistive memories can be used as synapse networks in an on-chip ONN. However, this still has not been demonstrated by using these devices in a monolithically integrated chip. Monolithic integration of RRAM devices has been used for other non-neural systems, such as the processor shown in [46]. The ONNs in this work are ready as-designed to be the functional neurons of a system with synapses implemented in emerging memory technology. As mentioned in Chapter 4 and Chapter 5, there is additional research to be done in picking the target resistance value for these emerging memories. Lower resistance synapses are able to charge the input node to the neurons faster, enabling a higher clock speed, but this comes at the cost of burning more power through the synapses. The scaling of this power/speed trade-off is an interesting problem that can be studied in more detail.

Another interesting topic for research in heterogeneous integrations and ONNs is analyzing how programming circuitry and weight training circuitry can be combined. The networks in this thesis depend on digitally-defined weights that are set in an open loop configuration. In a more advanced network, it may be possible to train the synapses in real time, to achieve this the network training algorithm hardware can be combined with the emerging memory technology programming hardware.

6.3 Further Study of ONN Dynamics

The work in chapter 3 is just a start in fully analyzing the dynamics of ONNs implemented in hardware. There is significantly more work that can be done to understand the synchronization properties of networks with delay in the loop. This is of particular interest because there is an isomorphism between all types of oscillatory networks [47]. Further study of the theory behind these networks with particular emphasis on the impact of real world non-idealities on these ONNs could improve the understanding of the impact of non-idealities on all types of oscillatory networks. Directly coupled networks, which use free-running oscillators instead of PLLs, are significantly more
efficient than PLL-based networks, but ways to practically use them are less clear. Despite this, it is likely that many of the conclusions drawn from the analysis of PLL based networks could help develop hardware implementations of directly coupled free-running oscillator based networks as well.

6.4 Conclusion

Neural networks have been a useful tool for solving big data problems in the past few years. Hardware neural networks in particular are also promising solutions to efficient data processing in energy constrained environments. These networks are massively parallel in their structure, but most solutions to date are run on non-parallel processors, a source of significant inefficiency in neural network operation. Additionally, the hardware that has been created thus far for neural networks have not consistently taken advantage of neural network features, like noise tolerance. One of the biggest challenges in hardware implementation of these networks is the large number of synapses needed, which scales quadratically. Most previous designs have tackled this through the use of restricted neural network architectures. This work presented an alternative to restricted topologies – using emerging resistive memory technology combined with mixed signal techniques to build efficient networks in hardware.

Emerging resistive memory technologies, such as RRAM and PCM, have been proposed as a solution to the synapse scaling problem in neural networks. There have, however, been no full hardware systems that use these devices. These partial system demonstrations tend to ignore implementation challenges that come from implementing neurons in scaled technologies. One of the biggest challenges in implementing analog neurons in a scaled technology is the relatively high variability and low rail voltage available. Scaling traditional current and voltage based neurons to the size where variability is well-controlled eliminates much of the efficiency gained by compact synaptic devices. Therefore, this work investigated an alternative neural paradigm better suited to deeply scaled technologies – oscillatory neural networks.

Oscillatory neural networks centered around PLLs have not previously been implemented as
integrated circuits, therefore, the first step was to analyze the theory of PLL-based ONNs with regard to real-world non-idealities. ONNs have a few properties that make them attractive for hardware implementation, for instance their ability to synchronize in frequency without a global reference. When analyzing these networks considering transport delay, however, it was discovered that they no longer synchronize. Further analysis revealed that multiplier-based PLLs with any amount of delay integrate a combination of their input waveform amplitude and delay into the frequency of the PLL. Therefore, unless every neuron sees the same amplitude and delay, the neurons will not synchronize. Unfortunately, delay and amplitude differences are intrinsic to the system design and are largely inevitable.

The theoretical work went on to analyze ONNs with PLLs based on zero-crossing phase detectors. These phase detectors strip amplitude information from the input waveforms, leaving only the different delays seen by each neuron. It was demonstrated through simulation that a network using zero-crossing phase detectors will synchronize in frequency if all of the neurons see the same delay. This indicated that there could be a path forward with the implementation of these networks in hardware.

The next step taken by this work was to build an ONN in hardware and demonstrate the theoretical contributions. A chip was designed in a Samsung 28 nm process and was simulated to confirm the principles seen in the theoretical and numeric simulations. A PLL-based ONN with 20 neurons and 400 synapses was built. A clocked comparator was used on the input of each neuron to “re-time” the signals and prevent desynchronization by ensuring each neuron saw the same delay. Once the theory was confirmed in simulation, the chip was manufactured and measured to observe stochastic elements that were prohibitively complex to capture in simulation.

The chip testing confirmed the re-timing circuitry was effective in causing the neurons to synchronize. Additionally, the system was shown to be capable of storing a single pattern in memory and successfully recovering it. The testing also revealed that there was non-determinism in the network when considering multiple patterns. After more thorough testing and analysis, it was hypothesized that the non-determinism was caused by a combination of a race condition and noise causing a disturbance to the network on the transition between initialization and evaluation. This
disturbance is amplified by the sensitivity of the PLLs, which require high sensitivity to achieve the system dynamics specification.

The knowledge gained in the first chip was used to inform the design of a second chip. Since the non-determinism is hypothesized to be caused by the sensitivity of the PLLs, a system that avoid PLLs altogether was designed. Although this removed some of the elegance of a self-synchronizing system, it did not incur significant clocking overhead compared to the PLL-based network, since a global clock was needed in that network for re-timing. This network was also built in a 28 nm process, this one provided by TSMC. A network with 100 digital neurons and 10,000 resistive synapses was built.

The PLL-free neural network chip worked as simulated, and provided a functional network at the cost of slightly longer operating time. Both of these networks compare favorably to a digital CMOS design at the same technology node, TrueNorth [11], especially when considering that they are more flexible systems overall. The area per neuron is greater in the designs presented in this thesis, but this will be compensated for by significantly smaller synapses implemented with emerging memory. They consume less energy per operation per neuron, although they consume more power because they operate at a much higher frequency. Also, the TrueNorth chip has significantly more synapses and neurons than these systems. To scale the networks in this thesis to the size of TrueNorth, additional power and area overhead would be incurred, therefore the performance of these networks should be considered an optimistic estimate. Since our networks consume over an order of magnitude less power per neuron, however, it is clear that the mixed-signal ONN paradigm merits further research.

Overall, the use of emerging memory technology and mixed signal techniques provides a promising path forward for deeply scaled, efficient neural networks. There remain many interesting challenges in the field, including some additional theoretical work and practical demonstrations before these systems are ready for real-world use. That being said, the work here represents a solid foundation and a few proofs of concept as to the path forward for hardware-based neural networks that can take advantage of emerging technologies and low precision computing.
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