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ABSTRACT

During a synaptic signal, NMDA receptors are the only ionotropic glutamate receptor subfamily that besides glutamate require glycine and membrane depolarization to allow ion permeation. The depolarization is necessary to release Mg$^{2+}$ of the channel of NMDA receptors. Of the ions that permeate these ion channels, Ca$^{2+}$ is of importance because it is essential for learning and memory. Furthermore, NMDA receptor dysfunction has been associated with several nervous system disorders, and thus understanding NMDA receptor functions and dysfunctions are relevant for rational drug design.

The mechanisms by which NMDA receptors select Ca$^{2+}$ for permeation over all other physiological ions, while binding Mg$^{2+}$ and restricting other ions’ permeation, are not well understood. We hypothesize that the slightly different atomic properties of Mg$^{2+}$ and Ca$^{2+}$ result in different mechanisms for how each divalent ion moves across the channel.

To create a more complete picture of the permeation mechanism and prove our hypothesis, we performed a multi-level computational chemistry approach. Our research methods consisted of three main steps. The first step was to perform quantum chemical and molecular dynamic calculations to quantitatively predict ion interactions with solvents that mimic the heterogeneous environment of the protein. The second step consisted of modeling, refining, and equilibrating a homology model of the NMDA receptor transmembrane domain. The final step consisted of using the equilibrated transmembrane domain NMDA
receptor model to study the actual ionic environment in the protein and simulate the energy involved in the permeation process.

For the first step, we found that the solvents mimic the behavior of the residues in the core of our NMDA receptor model because in both set of systems Ca$^{2+}$ is more permissive than Mg$^{2+}$ to exchange ligands. As the conclusions in second and third steps, we also observed that the asparagines in the NMDAR model provide the ideal cage environment, that functions like branches and capture the each divalent ion. Hence, an equilibrated TMD NMDAR model was built, the presence of each divalent ion in the protein was simulated, and the permeation mechanism was better understood.
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INTRODUCTION

Our brain function is carried out by an intricate network of excitable cells that communicate via electrical and chemical signals. Neurons are the brain’s excitable cells, and the molecules that carry chemical signals between neurons are called neurotransmitters. Synapses are connecting regions that permit a neuron to pass a neurotransmitter to another excitable cell. The region in the cell that releases neurotransmitters is the presynaptic membrane, while the region that receives these signaling molecules is the postsynaptic membrane. In the postsynaptic membrane, neurotransmitters bind to proteins called synaptic receptors, which initiate a set of physiological responses. In other words, neurotransmitters are synaptic receptor’s agonists.

The predominant neurotransmitter in our central nervous system is glutamate (Cowan et al., 2001; Curtis et al., 1960, 1959). During a synaptic signal, glutamate activates synaptic receptors named ionotropic glutamate receptors (iGluRs)* (Abraham and Williams, 2003; Malenka and Nicoll, 1999). These synaptic receptors can be classified into subfamilies according to their affinities for non-physiological agonists, such as α-Amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and N-methyl-D-aspartate (NMDA), and thus

* A list of the acronyms can be found on pp. xv
are called AMPA receptor (AMPAR) and NMDAR receptor (NMDAR), respectively. Both AMPAR and NMDAR are permeable to Na\(^+\) and K\(^+\). NMDARs are permeable to Ca\(^{2+}\) while most of AMPAR types are impermeable to it. Moreover NMDAR and AMPAR are both impermeable to Mg\(^{2+}\). Ion selectivity is extremely important for brain functioning and each ion has its own role as will be discussed in the next sections.

**NMDARs are Ligand-Gated and Voltage-Dependent Receptors**

When no active signal passes from neuron to neuron, the postsynaptic membrane is at its resting potential, typically around -75 mV. This resting potential changes on the order of a mV when a synaptic signal stimulates the presynaptic neuron to release glutamate. The membrane potential changes because, in a healthy brain, glutamate molecules bind to iGluRs and induce an inward ionic current through AMPARs, leading to a slightly positive depolarization of the membrane. At the same time, most of NMDARs are blocked by Mg\(^{2+}\) (Dingledine et al. (1999); Traynelis et al. (2010) - see Fig. 1.1).

When there is a sufficiently strong or frequent stimulus that leads to more inward Na\(^+\) current through AMPARs, the membrane may be positively depolarized in a few more mV, like to -50 mV. When this depolarization happens, NMDARs release Mg\(^{2+}\), which results in Ca\(^{2+}\) influx through NMDARs while they have bound agonists (Hille, 2001; Nowak et al., 1984). This Ca\(^{2+}\) influx can lead to either increases or decreases in synaptic efficacy through multiple mechanisms that are essential for many forms of learning and memory (Abraham and Williams, 2003; Cooke and Bliss, 2006; Dingledine et al., 1999; Traynelis et al., 2010).
Figure 1.1: Schematic representation of a synaptic signal in a healthy brain tissue. 
(a) Neurotransmitters, like glutamates represented as red dots, are released from the pre-synaptic axon terminal and bind to the receptors after a synaptic signal. Before the stimulation, the post-synaptic membrane is at resting potential. An NMDAR is represented as the heteromeric blue ion channel, and an AMPAR is represented as the homomeric purple ion channel. The lightning strikes represent a synapse signal. (b) Low-frequency transmission activates an inward Na\(^+\) current through AMPAR, while NMDAR is mostly blocked by Mg\(^{2+}\) (not all the ions and molecules present in a synapse are represented in this figure). Despite the presence of glutamate and glycine (agonists), NMDARs still conduct poorly. (c) When there is a pre-synaptic stimulus of sufficient strength or frequency, AMPAR inward current leads to the membrane being depolarized positively to -50 mV, and then NMDARs release Mg\(^{2+}\). (d) Ca\(^{2+}\) influx through NMDAR at postsynaptic sites after Mg\(^{2+}\) is released.
NMDARs are Targets of Therapeutic Interest

NMDAR dysfunction has been associated with many nervous system disorders such as schizophrenia, depression, bipolar disorder, post-traumatic stress disorder, cerebral ischemia, and epilepsy, as well as Alzheimer’s, Parkinson’s and Huntington’s disease (Javitt, 2004; Kullmann et al., 2000; Paoletti and Neyton, 2007; Paul and Skolnick, 2003). According to the latest issue of the *Heart Disease and Stroke Statistics* journal (Go et al., 2013), there is a fatality approximately every four minutes due to a stroke, and about 87% of the strokes are ischemic. (Doyle et al., 2008; Go et al., 2013). During cerebral ischemia and in neurodegenerative disorders, excessive glutamate release causes over-activation of NMDARs which results in an acute influx of Ca$^{2+}$ and eventually neuron death† (Dingledine et al., 1999; Janardhan and Qureshi, 2004; Káradóttir et al., 2005; Traynelis et al., 2010).

One possible technique to control cerebral ischemia is to block the acute influx of Ca$^{2+}$. Therefore NMDARs blockers, also called antagonists, have a therapeutic potential. However, the NMDAR blockers tested in human clinical trials in stroke and traumatic brain injury have failed to show neuroprotective efficacy (Kemp and McKernan, 2002). In addition, NMDAR antagonists have also produced adverse side effects such as agitation, hallucination, increased blood pressure, and catatonia (Albensi et al., 2004; Hardingham, 2009; Hoyte et al., 2004; Janardhan and Qureshi, 2004; Káradóttir et al., 2005; Kemp and McKernan, 2002; Kiss et al., 2012; Micu et al., 2006; Paoletti and Neyton, 2007; Salter and Fern, 2005). Understanding NMDAR function is critical to drug design efforts to provide an effective drug without adverse side effects (Dingledine et al., 1999; Traynelis et al., 2010).

† These are hypotheses for neurodegenerative diseases.
NMDAR Divalent Ion Selectivity Mechanism is a Brainteaser

NMDAR channels allow permeation of Ca^{2+}, while Mg^{2+} binds in the core of the channel and restricts permeation of all other physiological ions (Dingle-dine et al., 1999; Traynelis et al., 2010). The mechanisms by which NMDARs differentiate these two similar divalent ions are not well understood.

Our goal in this work is to create a realistic atomic level model of the NMDAR region that directly controls divalent ion permeation and use this model to understand, reproduce, and predict selectivity properties of the real system. One can better understand this mechanism at the atomic level by studying the energetic and kinetic behaviors of ion transfer between water and the channel (Kollman, 1993). Hypothetically, a higher positive free energy of an ion solvated in water compared to the association of the same ion inside the protein indicates that the ion would likely never go into the channel because it is energetically unfavorable. On the other hand, a higher positive ion-channel free energy association compared to water indicates a strong ion-channel association, and therefore the ion would likely never leave the channel. For the NMDAR, our initial hypothesis is that a slightly negative free energy value is expected for both ions to maintain the reversibility of association with the channel. Moreover, our hypothesis is that the slow substitution of ligands is which keeps Mg^{2+} in the channel, causing blockage of the NMDAR channel due to kinetic effects, and not due to strong binding energy at the binding site. Furthermore Mg^{2+} release also involve voltage change detection.

Our General Research Approach Combines Multi-Level Computational Methods

Many preliminary steps were taken to calculate the free energies involved in the permeation and selectivity mechanism, each of which required a differ-
ent computational chemistry approach. Such approaches are instrumental in understanding the selectivity mechanism, by allowing the calculation of properties such as solvation free energies, rate of exchange, transition state energy etc. With the support of experimental data, these methods have led to a better understanding of the mechanism. More details of each of the methods that were used are explained in the next chapters.

In this thesis, Chapter 2 discusses how different solvents were used to mimic the protein environment. Chapter 3 demonstrates how the NMDAR channel model was constructed and refined using experimental data, homology modeling, and extensive molecular dynamics simulations. In Chapter 4, this refined model is used in combination with umbrella sampling and thermodynamic integration to compute free energy transitions between ions and for each ion from the binding site to water in the protein cavity. Finally, Chapter 5 summarizes our findings and suggests future research. See Fig. 1.2 for an schematic overview of the research design and general approach.

In short, we used theoretical methods to gain insight into the molecular mechanisms of Ca\(^{2+}\) permeation and Mg\(^{2+}\) block of NMDARs. The goals were to build a NMDAR model, to use this model to understand the divalent ion selectivity processes, and to learn about NMDAR’s function. Most importantly, we are contributing to understanding of a mechanism of immense physiological and pathological importance.
Figure 1.2: Schematic overview of the thesis.
2

USING SOLVENT TO UNDERSTAND ION’S ENVIRONMENT

2.1 Introduction

The protein NMDAR forms a channel in the neuron membrane that is blocked by Mg$^{2+}$, but allows an ion with similar chemical properties, Ca$^{2+}$, to permeate. The first step toward understanding how the channel differentiates between similar ions is to study the ions’ environment and how the ions’ interactions change while traversing the channel. There are several levels of calculations that could be applied to this study. Unfortunately the more sophisticated simulation methods, such as *ab initio* quantum methods, cannot be applied to the full protein due to their prohibitive computational cost. Therefore before studying the actual ionic environment in the protein, we needed a simple yet reliable model that mimics ligands for divalent ions inside the protein. Here we chose solution systems as this simpler models to mimic the protein environment for divalent ions. The details of how we constructed these simplified models are the subject of this chapter.
Figure 2.1: The ion interactions change from the outside to the core of the protein. 
(a) On the top of the figure, a generic divalent positively charged ion $M^{2+}$ is surrounded by water molecules that are going to be substituted by asparagines. In this figure, two of the four subunits are represented in red and blue. The narrowest part of the NMDAR is the portion being depicted, and ASNs are asparagines that surround the ion in this narrow part of the channel. (b) The same substitution is represented as an exchange reaction of one water molecule to one asparagine. When an asparagine coordinates a divalent ion, there are two possible oxygen-donor interactions. (c) The model of two subunits is showed in which the asparagines are represented as sticks.
**Ions Interchange Oxygen Interactions While Crossing the Channel**

When an ion permeates from the solution into the channel, its environment changes from water to protein residues. The core of the protein transmembrane domain is where the interchange happens, and thus is the focus of our study. In this region, only one permeant ion can be found at a time (Zarei and Dani, 1994), and the residues that closely interact with the ion are believed to be six asparagines from a protein region called M2 (Kuner et al. (1996); Wollmuth et al. (1998a) – see also Fig. 2.1). Therefore, as an ion moves toward the neuron cytoplasm, oxygen atoms from water molecules that directly interact with this ion are replaced by the asparagine oxygen atoms in the narrowest part of the NMDAR pore.

![Figure 2.2: Oxygen donor interactions with a divalent positively charged ion $M^{2+}$. The possible interactions are represented as dotted red lines. (a) The asparagine (ASN) is a protein residue. (b) N,N-dymethyl-formamide (DMF). (c) N-methyl-acetamide (NMA)](image)

In this chapter, we study this replacement of ion-oxygen interaction in various oxygen donor solutions. The solvents that we used to mimic the asparagine effect on divalent ions are amide solvents because ion-asparagine interactions resemble ion-amide interactions (Fig. 2.2). Therefore, we used this smaller systems to have a preliminary understanding of the bigger protein system. Furthermore, we studied ion-solvent systems because we believe that the majority
of the ion-protein interaction will be captured in this toy model system. Ion’s properties in solutions and how the interactions change as they pass through a channel have been discussed in the literature in other ion channels such as potassium channels (Bostick and Brooks, 2007; Corry, 2006; Thomas et al., 2007; Varma and Rempe, 2007; Yu et al., 2009), as well as in other classical ion permeation studies (Mullins, 1959).

Solvent Exchange Reaction is Key to Understanding Ion Interaction

![Figure 2.3: Ion-water coordinated complex. Six water molecules are in the first solvation shell, represented within the inner dashed circle. One water molecule of the second solvation shell is represented within the inner and the outer dashed circle. The radius of the first and second coordination shell are d1 and d2, respectively.](image)

When an ion is in solution, the closest solvent molecules that surround this solute species form the first solvation shell, also called coordination shell (Fig. 2.3). The number of molecules in this shell is called coordination number, which depends on the nature of the solvent and the solute molecules. The solvation shell may have a broader definition than the typical definition in solution, as any chemical species that surrounds a solute is considered to act as a solvent.
For example, the asparagines may act as a solvent in the core of NMDAR for Ca$^{2+}$ and Mg$^{2+}$.

In solution, the Ca$^{2+}$ coordination numbers for oxygen donor ligands range from six to nine (Katz et al., 1996), but for Mg$^{2+}$, octahedral six-coordination is found to be most prevalent (Bock and Glusker, 1993; Bock et al., 1994; Katz et al., 1996; Pavlov et al., 1998). The coordination flexibility of Ca$^{2+}$ compared to Mg$^{2+}$ gives important insights about the permeability of each ion in the NMDAR pore because it provides grounds for selectivity by the channel.

A reaction in which a molecule that is part of the coordination shell leaves and is replaced by another molecule is called solvent exchange reaction. The examination of the exchange of a water molecule in the first solvation shell can be used to approximate the difficulty in exchanging water for another oxygen donor, e.g. the asparagines.

The simplest investigation of an ion-oxygen coordination exchange reaction that can be measured in an experiment is the ion-water ligand exchange reaction, in which one water molecule in the first solvation shell is substituted by another from the second shell. The shared number of water molecules in the first solvation shell for both ions is six, in which the Ca$^{2+}$ coordination can be higher and the Mg$^{2+}$ can be lower. Hence, the minimal common system to investigate the exchange of one water molecule by another in the coordination shell of Ca$^{2+}$ and Mg$^{2+}$ is a system that consists of seven water molecules and one ion (Aakesson et al., 1994; Helm and Merbach, 2005), represented by the following reaction:

$$ [\text{M(H}_2\text{O)}_6]^{2+} \rightleftharpoons \text{H}_2\text{O}^{\ast} - \text{H}_2\text{O} + \text{M(H}_2\text{O}^{\ast})(\text{H}_2\text{O})_5]^{2+} $$  (2.1)
where * differentiates the approaching from the leaving water molecule, and M is the metal with a 2+ charge.

Figure 2.4: A pictorial representation of associative (A) and dissociative (D) mechanisms. A1 and D1 represent the intermediates, while A2 and D2 represent the final systems. The approaching entity is represented in blue. In the intermediate system A1, the approaching molecule and the leaving one are part of the first solvation shell, while in D1 the leaving molecule needs to leave the first solvation shell before the approaching one associates. Both final systems are the same.

This exchange can happen via an associative or dissociative mechanism. The associative mechanism occurs when the approaching ligand coexists in the complex system with the leaving ligand. In a dissociative mechanism, the leaving molecule dissociates as the new ligand approaches it (Fig. 2.4).

The transitional complex system with the lowest energy besides the final one is called an intermediate complex. Each mechanism can be related to a different coordination number of the intermediate complex: in an associative mechanism, an intermediate of increased coordination number with respect to the initial structure can be detected, while in a dissociative mechanism there is a
reduction in the coordination number for the intermediate state (Langford and Gray, 1965).

When explicitly including the intermediate complex in our minimal water exchange reaction (Eq. 2.1), we have the following equation for an associative mechanism:

\[
[M(H_2O)_6]^{2+} + H_2O^* \rightleftharpoons [M(H_2O^*)(H_2O)_5]^{2+} \quad (2.2)
\]

And for a dissociative mechanism:

\[
[M(H_2O)_6]^{2+} - H_2O \rightleftharpoons [M(H_2O^*)(H_2O)_5]^{2+} \quad (2.3)
\]

Here, the mechanisms by which Ca^{2+} and Mg^{2+} exchange a water molecule are investigated on a quantum level of calculation. Various experimental and computational oxygen-donor interactions with Ca^{2+} and Mg^{2+} investigations have been done (Akesson et al., 1994; Dudev et al., 1999; Gilson, 1995; Helm and Merbach, 1999, 2005; Ikeda et al., 2007; Lightstone et al., 2001; Rao et al., 2008; Schwenk et al., 2004) and their findings support our discussions in this chapter.

In summary, the water exchange energy calculated using quantum mechanics describes how each ion interacts with the oxygens around them. We now shift our focus to the exchange at water with asparagine-like interactions in condensed matter.
Amide-Ion Systems Mimic Asparagine-Ion Interactions

Amides are protein-like solvents that have ion-oxygen interactions similar to ion-asparagine interactions, and thus can approximate the effect of asparagines in our system. The study of the energy differences and barriers of each ion in water and each ion in amides gives a quantitative approximation of the interaction changes across the channel (Fig. 2.5). N-methyl-acetamide (NMA) and N,N-dimethylformamide (DMF) are the amides that we used to represent the asparagine interactions (Fig. 2.2).

Computational Tools Provide a Better Understanding of our Studied Systems

Since quantum-level calculations are computationally expensive, they cannot be easily applied to big systems (Becker et al., 2001; Leach, 2001). A way of simplifying calculations involving big systems consists of ignoring electronic
motion, where we consider the interactions within parts of a system as represented by simple functions, e.g. Hooke’s law. The collection of the parameters that are used in these functions, as well as the functions themselves, are called empirical force fields. These force fields are the standard tool used to simulate large systems like proteins in a membrane. The force fields that have been widely used for biological simulations are the fixed charge force fields such as AMBER (Cornell et al., 1995), CHARMM (MacKerel Jr. et al., 1998), and OPLS (Jorgensen and Tirado-Rives, 1988) force fields. When the force field is used to predict how the system changes with time, the simulation is called molecular dynamics (MD).

Various time averages of properties can be calculated using MD methods. An example is solvation free energy. This is the energy necessary to solvate a solute, i.e., to transfer a solute from a fixed position in the solvent ideal gas phase or vacuum into a fixed position in the liquid solvent phase (Marcus, 1998). The solvation free energy describes the thermodynamic stability of an ion in a solution, and thus may be used to understand the interactions involving each ion.

The solvation free energy can be calculated using Thermodynamic integration (TI) (Chipot and Pohorille, 2007; Leach, 2001). TI is used to compute a free energy difference ($\Delta G$) between two systems by running a set of individual equilibrium MD simulations in which an initial system is gradually transformed into a final system, e.g. from ion-free solvent to an ion in solvent. The essence of free energy calculations is to record and analyze fluctuations in energies of the initial and final systems as the simulation progresses using the following equation:

$$V(\lambda) = (1 - \lambda)V_0 + \lambda V_1$$

(2.4)
where \( \lambda \) is a coupling parameter used to interpolate between the initial (with a potential energy \( V_0 \), in which \( \lambda = 0 \)) and the final (with a potential energy \( V_1 \), in which \( \lambda = 1 \)) systems and \( V \) is the final potential energy of each combined system.

The difference in free energy is computed by:

\[
\Delta G = \int_{0}^{1} \langle \frac{\partial V}{\partial \lambda} \rangle_{\lambda} d\lambda
\]  
(2.5)

where \( \langle \frac{\partial V}{\partial \lambda} \rangle_{\lambda} \) is the ensemble average of \( \frac{\partial V}{\partial \lambda} \) for each \( \lambda \)-value. Here, gaussian quadrature is used to calculate the above integral:

\[
\Delta G = \sum_{i} w_i \langle \frac{\partial V}{\partial \lambda} \rangle_i
\]  
(2.6)

where \( w_i \) are the weights chosen according to the \( \lambda \) quadrature points. See Appendix A for the \( \lambda \) values and their respective weights.

Thus, in the bulk solvent environment, TI is an appropriate tool to estimate the solvation energy for both Ca\(^{2+}\) and Mg\(^{2+}\) in water and amides.

Another suitable tool used for checking the solvent-ion interactions is the study of the radial distribution function (RDF). The RDF calculates radial probabilities of a given type of atom or molecule at a certain distance around an atom of interest. We can also calculate the rate at which the molecules from the first solvation shell exchange with the other solvent molecules; this is done by using the frequency at which the molecules in the coordination shell exchange with the bulk solvent in a standard MD simulation.
Potential of mean force $A(\xi)$ is the free energy along a certain coordinate direction $\xi$. This free energy can be calculated using the following function:

$$A(\xi) = -k_B T \ln P(\xi)$$  \hspace{1cm} (2.7)

where $P(\xi)$ is the probability of the conformation correspondent to each point along the coordinate $\xi$, obtained by evaluating the empirical frequencies in the simulation. This kind of calculation assumes that every possible state will be sampled.

In simulations where there is a high barrier along the coordinate $\xi$, it is very likely that a standard MD will rarely or never sample some of the states, resulting in wrong empirical probability values, and therefore unreliable $A(\xi)$. In these situations, it is necessary to use techniques that will enforce the system to simulate regions that would otherwise be poorly sampled. For example, a harmonic potential can be added along $\xi$ to enforce certain $\vec{r}_{eq}$ positions to be sampled:

$$V'(\vec{r}) = \frac{1}{2} k (\vec{r} - \vec{r}_{eq})^2$$  \hspace{1cm} (2.8)

where $\vec{r}$ is a vector position within the coordinate reaction $\xi$, and $V'$ is the added potential energy. This technique, called *umbrella sampling* (US), is used to obtain accurate relative free energy differences between macrostates (Souaille and Roux, 2001; Torrie and Valleau, 1977). Once all the coordinates are sampled, one needs to unbias the probabilities, otherwise the free energy will still be inaccurate because of the extra potentials added to the system.

In this work, this is done by applying the weighted histogram analysis method (WHAM), in which weights are given to the probabilities of the bias that min-
imizes the statistical error (Becker et al., 2001; Chipot and Pohorille, 2007; Kumar et al., 1992; Leach, 2001; Souaille and Roux, 2001; Tuckerman, 2008). As a result, a free energy profile is calculated. This profile might have an energy barrier \( \Delta G^\ddagger \) between states (or conformations). The rate to change from one state to another may be calculated using:

\[
 k = A \exp\left(-\frac{\Delta G^\ddagger}{RT}\right)
\]  

(2.9)

where A is the pre-exponential factor, R is the energy constant, T is the temperature.

In the next sections the methodologies we used for the solvent-ion interaction studies are presented.

2.2 Methodology

2.2.1 Water exchange Using Ab Initio Quantum Chemical Calculations

The water exchange reactions for Mg\(^{2+}\) and Ca\(^{2+}\) were investigated using \textit{ab initio} quantum chemical calculations using Hartree-Fock and MP2 levels with different basis set (6-31G up to 6-31++G**) (Leach, 2001). The simulations, performed with GAUSSIAN (Frisch et al., 2003, 2009), were composed of a single ion and seven water molecules. Each system was optimized while keeping the distance (d1) between the oxygen of one water molecules and the ion at a desired value. This distance was increased by 0.1 Å incrementally up to 5 Å, and the optimization was repeated for each system while maintaining d1 fixed (Fig. 2.3). The distance between the ion and the oxygen of the approaching water molecule (d2) was measured and the total energy was recorded.
2.2 Methodology

Figure 2.6: Amide solvent charges used in the simulations. Red atoms represent negative partial charges. Atoms with the same presented name have the same partial charge. (a) NMA. (b) DMF.

2.2.2 Solvation Free Energy Using Thermodynamic Integration

Condensed matter MD simulations for Mg$^{2+}$ and Ca$^{2+}$ in TIP3P water (Jorgensen et al., 1983), DMF, and NMA were carried out using HARLEM (Kurnikov, 1999) and AMBER packages (Case et al., 2012) under periodic boundary conditions. Partial charges and all other force field parameters were available for water and NMA in the software packages, but not for DMF, and thus parameters for DMF needed to be generated.

The parameter development process was aided by the ANTECHAMBER (Wang et al., 2001) component of the AMBER suite, using the well-established protocol by Cornell et al. (1995). Initial geometries were obtained by optimizing the DMF molecule at the Hartree-Fock level of theory with the 6-31G* basis set. Partial charges were then derived from the HF/6-31G* electrostatic potential grid using the restrained electrostatic potential method (RESP). The commands used to obtain the partial charges are listed in Appendix B.1. The optimized geometries and force field potentials match well with both empirical data and previous calculations. See Fig. 2.6 for NMA and DMF final partial charges.
After obtaining an appropriate set of parameters for the solvents, TI was used to compute the solvation free energy difference of Ca$^{2+}$ and Mg$^{2+}$ in water, NMA, and DMF. The ion parameters were obtained from Aqvist (1990).

![Figure 2.7](image.png)

Figure 2.7: Scenarios used to calculate the solvation free energy. Here the solvent is water. The central atom is absent in the first system - it is equivalent to having the atom in an infinite position. The second system is an uncharged atom solvated by water. The third system is the solvated charged atom. We need two steps to calculate the solvation free energy for each divalent ion: (1) change the system from the solvent without solute to the solvated uncharged atom. (2) change the charge of the solvated atom from zero to $2^+$. Because of the strong interaction between ions and either water or amide, the solvation represents a very strong interaction change in the solvent system. To avoid a drastic change that causes either termination of the process or unreliable results, we split the calculations in two scenarios for each of the coupling parameter $\lambda$ so as to have a smoother transition: the solvation of the neutral atom, and the transition from the neutral atom to the ion (Fig. 2.7). The simulations were performed for 5 up to 12 ns for solvation of each ion in each of the solvents.

The analysis was performed for the last 4 ns of simulation for each set. Hence for every set there is at least 1 ns of equilibration. For comparison, independent simulations were performed using three, five, seven, and nine $\lambda$-values.
for water and up to seven for NMA. The $\lambda$-values were chosen to follow the quadrature method for numerical calculation of the integral (see Appendix A). For water, we used a box with approximate volume of $8 \times 10^3 \text{Å}^3$ with 195 water molecules; for the other solvents, the boxes were $3 \times 10^3 \text{Å}^3$, with 80 molecules. Langevin temperature control (Adelman and Doll, 1976), TIP3P water (Jorgensen et al., 1983), and AMBER force field (Cornell et al., 1995) were used. Particle Mesh Edwald (PME) (Darden et al., 1993) method was applied for the long range electrostatic potential interactions.

2.2.3 Rate of Solvent Exchange in Molecular Dynamic Simulations

To study the rate of exchange, simulations were done with the same solvent boxes used in the TI calculations, and also with bigger sized boxes, for comparison of results (with 160 solvent molecules for NMA and DMF and 300 for water). It is possible to use bigger boxes because straightforward MD simulations are not as expensive as MD simulations for TI calculations. RDFs of the solvent oxygens around the cation were calculated from the trajectories over 25 ns with a bin size of 0.1 Å (from 0 Å up to 8 Å in total).

All MD simulations were carried out using AMBER package under periodic boundary conditions. Long-range electrostatic interactions were treated with PME (Darden et al., 1993) method. First the solvent boxes were equilibrated until each system acquired the experimental density. The simulations were performed using isothermal-isobaric ensemble at a pressure of 1 atm and temperature of 300 K using a Langevin thermostat (Adelman and Doll, 1976). Then we calculated the exchange of the first solvation shell of water, NMA, and DMF. This was done by counting how often each solvent molecule from first solvation shell exchanges with a molecule from the second solvation shell.
2.2.4 Transition Energy of Exchange of Water in the Solvation Shell of Mg$^{2+}$

Additionally, the transition energy and rate of exchange were calculated using umbrella sampling (Kästner, 2011; Torrie and Valleau, 1977) with the same solvents. The procedure used the same AMBER force field, Langevin thermostat control (Adelman and Doll, 1976). One of the water molecules had distance harmonically constrained in 1.6 Å. This constrained distance was increased by increments up to 8.0 Å and the simulation was repeated for each system for 10 ns. The distance between the constrained water molecule and Mg$^{2+}$ was recorded. The harmonic force constant $k$ as represented in Eq. 2.8 was 60 kcal.mol$^{-1}$Å$^{-2}$ for all restrained distances by increments of 0.25 Å, 20 kcal.mol$^{-1}$Å$^{-2}$ for distances between 5.2 Å and 6.0 Å by increments of 0.1 Å, and 150 kcal.mol$^{-1}$Å$^{-2}$ for distances between 1.5 Å and 3.2 Å by increments of 0.1 Å.

The PMF was obtained by a weighted sum over the extracted data, with a tolerance of $10^{-3}$. A fast and memory efficient implementation of the WHAM by Grossfield (2012) was used to perform these analyses.

Such PMF has to be corrected to include the 3D motion of the ligand that is exchanging. Thus we subtracted the entropic effect $S' = ST = 2RT\ln(\xi)$ (Allnér et al., 2012) from the PMF obtained with WHAM. We calculated the rate of exchange based on the free energy barrier by using Equation 2.9 with the pre-exponential factor of $1.3 \times 10^{13}$ s$^{-1}$ (Allnér et al., 2012).
Table 2.1: Normalized Energies in kcal/mol for *ab initio* quantum chemical calculations. The system had seven water molecules and one Ca^{2+}.

<table>
<thead>
<tr>
<th>d1 (Å)</th>
<th>d2 (Å)</th>
<th>HF</th>
<th>MP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>2.46</td>
<td>7.10</td>
<td>4.32</td>
</tr>
<tr>
<td>3.3</td>
<td>2.46</td>
<td>6.35</td>
<td>4.06</td>
</tr>
<tr>
<td>3.4</td>
<td>2.46</td>
<td>5.64</td>
<td>3.86</td>
</tr>
<tr>
<td>3.5</td>
<td>2.45</td>
<td>4.79</td>
<td>3.44</td>
</tr>
<tr>
<td>3.6</td>
<td>2.45</td>
<td>3.85</td>
<td>2.88</td>
</tr>
<tr>
<td>3.7</td>
<td>2.45</td>
<td>2.88</td>
<td>2.30</td>
</tr>
<tr>
<td>3.8</td>
<td>2.45</td>
<td>1.96</td>
<td>1.70</td>
</tr>
<tr>
<td>3.9</td>
<td>2.46</td>
<td>1.95</td>
<td>1.66</td>
</tr>
<tr>
<td>4.0</td>
<td>2.46</td>
<td>1.95</td>
<td>1.66</td>
</tr>
<tr>
<td>4.1</td>
<td>2.46</td>
<td>1.95</td>
<td>1.66</td>
</tr>
<tr>
<td>4.2</td>
<td>2.46</td>
<td>1.95</td>
<td>1.66</td>
</tr>
<tr>
<td>4.3</td>
<td>2.46</td>
<td>1.95</td>
<td>1.66</td>
</tr>
<tr>
<td>4.4</td>
<td>2.46</td>
<td>1.95</td>
<td>1.66</td>
</tr>
<tr>
<td>4.5</td>
<td>2.46</td>
<td>1.95</td>
<td>1.66</td>
</tr>
<tr>
<td>4.6</td>
<td>2.45</td>
<td>1.30</td>
<td>0.66</td>
</tr>
<tr>
<td>4.7</td>
<td>2.45</td>
<td>1.30</td>
<td>0.66</td>
</tr>
<tr>
<td>4.8</td>
<td>2.44</td>
<td>1.30</td>
<td>0.66</td>
</tr>
<tr>
<td>4.9</td>
<td>2.45</td>
<td>1.30</td>
<td>0.66</td>
</tr>
<tr>
<td>5.0</td>
<td>2.45</td>
<td>1.30</td>
<td>0.66</td>
</tr>
</tbody>
</table>

Note: The energies are normalized to the reference level of the calculations.
Table 2.2: Normalized Energies in kcal/mol for *ab initio* quantum chemical calculations. The system had seven water molecules and one Mg$_{2+}$.

<table>
<thead>
<tr>
<th>d1</th>
<th>d2</th>
<th>Normalized Energies (kcal/mol)</th>
<th></th>
<th>MP2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>HF</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6-31G</td>
<td>6-31G*</td>
<td>6-31+G*</td>
<td>6-31+G**</td>
</tr>
<tr>
<td>2.0</td>
<td>3.97</td>
<td>0.61</td>
<td>0.78</td>
<td>0.78</td>
<td>0.83</td>
</tr>
<tr>
<td>2.1</td>
<td>3.98</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2.3</td>
<td>3.96</td>
<td>1.60</td>
<td>1.18</td>
<td>1.07</td>
<td>0.99</td>
</tr>
<tr>
<td>2.5</td>
<td>3.95</td>
<td>4.32</td>
<td>3.63</td>
<td>3.41</td>
<td>3.24</td>
</tr>
<tr>
<td>2.6</td>
<td>3.94</td>
<td>5.60</td>
<td>4.84</td>
<td>4.57</td>
<td>4.37</td>
</tr>
<tr>
<td>2.8</td>
<td>3.95</td>
<td>7.42</td>
<td>6.72</td>
<td>6.41</td>
<td>6.18</td>
</tr>
<tr>
<td>2.9</td>
<td>3.96</td>
<td>7.72</td>
<td>7.22</td>
<td>6.71</td>
<td>6.73</td>
</tr>
<tr>
<td>3.0</td>
<td>3.97</td>
<td>7.49</td>
<td>7.34</td>
<td>7.03</td>
<td>6.90</td>
</tr>
<tr>
<td>3.2</td>
<td>3.97</td>
<td>5.94</td>
<td>6.63</td>
<td>6.38</td>
<td>6.40</td>
</tr>
<tr>
<td>3.3</td>
<td>3.97</td>
<td>4.98</td>
<td>6.05</td>
<td>5.82</td>
<td>5.89</td>
</tr>
<tr>
<td>3.4</td>
<td>3.97</td>
<td>4.09</td>
<td>5.46</td>
<td>5.25</td>
<td>5.35</td>
</tr>
<tr>
<td>3.5</td>
<td>3.97</td>
<td>1.08</td>
<td>3.89</td>
<td>4.02</td>
<td>4.23</td>
</tr>
<tr>
<td>3.6</td>
<td>3.96</td>
<td>-0.30</td>
<td>2.71</td>
<td>2.84</td>
<td>3.06</td>
</tr>
<tr>
<td>3.7</td>
<td>3.95</td>
<td>-1.27</td>
<td>1.76</td>
<td>1.89</td>
<td>2.09</td>
</tr>
<tr>
<td>3.8</td>
<td>3.94</td>
<td>-1.78</td>
<td>1.14</td>
<td>1.24</td>
<td>1.41</td>
</tr>
<tr>
<td>3.9</td>
<td>3.93</td>
<td>-1.84</td>
<td>0.88</td>
<td>0.92</td>
<td>1.07</td>
</tr>
<tr>
<td>4.2</td>
<td>3.90</td>
<td>0.30</td>
<td>2.07</td>
<td>1.89</td>
<td>1.87</td>
</tr>
<tr>
<td>4.3</td>
<td>3.90</td>
<td>1.50</td>
<td>2.98</td>
<td>2.72</td>
<td>2.62</td>
</tr>
<tr>
<td>4.4</td>
<td>3.91</td>
<td>2.42</td>
<td>4.05</td>
<td>3.68</td>
<td>3.51</td>
</tr>
<tr>
<td>4.5</td>
<td>3.92</td>
<td>3.24</td>
<td>5.00</td>
<td>4.38</td>
<td>4.24</td>
</tr>
<tr>
<td>4.6</td>
<td>3.92</td>
<td>4.09</td>
<td>5.75</td>
<td>4.97</td>
<td>4.79</td>
</tr>
</tbody>
</table>
2.3 Results and Discussion

2.3.1 Divalent Ion Water Exchange Energies Accurately Calculated

Figures 2.8 and 2.9 and Tables 2.1 and 2.2 show the ab initio calculation results. The global minimum in each of the graphs occur at $d_1 = 4.2$ Å for
Figure 2.9: Energy of the water exchange reaction. Results from the Mg$^{2+}$-water ab initio quantum calculations. (a) Schematic representation of Mg$^{2+}$-water exchange mechanism; $d_1$ is the fixed distance of the leaving water molecule and $d_2$ is the distance of the approaching water molecule. (b) The graph shows the energy with respect to the lower energy among all sets of energies after the optimization for each fixed $d_1$.

Ca$^{2+}$ and at $d_1 = 2.1$ Å for Mg$^{2+}$. These were the most stable system in each of our set of simulations. Visual inspection of each final optimized system at these fixed $d_1$ shows that the systems in this global minimum corresponded to
an ion with six water molecules in the coordination shell and the seventh water molecule was part of the second solvation shell.

The second most stable system in each set of simulations corresponds to the intermediate structure. For Ca\(^{2+}\) the intermediate is found at 2.5 Å and for Mg\(^{2+}\) at 3.9 Å. For Ca\(^{2+}\), the local minimum corresponds all seven water molecules symmetrically surrounding the ion.

For Mg\(^{2+}\), the local minimum occurs when five water molecules are symmetrically located at the first solvation shell. From the results in Fig. 2.9 notice that polarizability functions have an important effect on the position and on barrier energy value of the local and global minima. For the Mg\(^{2+}\) system, the absence of polarizability could lead a completely different structure being interpreted as the global minimum, in which the five water molecules in the coordination shell would be mistaken as the most stable structure.

![Figure 2.10: Combined Mg\(^{2+}\) and Ca\(^{2+}\) ab initio calculation results. \(\Delta d\) corresponds the difference between the distances relative to each ion of the approaching and the leaving water molecules.](image)

To compare both graphs in the same x-axes, the energies were plotted against \(\Delta d\), the difference between the fixed distance \(d1\) and the distance of the ap-
proaching water molecule $d_2$. This shows that the energy of the intermediate state is slightly lower for $\text{Mg}^{2+}$ than for $\text{Ca}^{2+}$ (see position $\Delta d = 0$ in Figure 2.10). In the intermediate state of $\text{Mg}^{2+}$, there are fewer atoms in the coordination shell, and this leads to a lower local energy. However, the barrier to achieve this conformation from the most stable system is higher for a $\text{Mg}^{2+}$ than for a $\text{Ca}^{2+}$ system (for a visualization of the barrier see the vicinity of $\Delta d = 1$ Å in Figure 2.10 and for the most stable system in each set see the vicinity of $\Delta d = 2$ Å in the same figure). Notice that the water exchange barrier for $\text{Mg}^{2+}$ is approximately $4 \text{ kcal.mol}^{-1}$ bigger than that for $\text{Ca}^{2+}$.

Inspection of system’s visual representation indicates the mechanism by which the water molecules exchange - dissociative for $\text{Mg}^{2+}$ and associative for $\text{Ca}^{2+}$ (Aakesson et al., 1994; Akesson et al., 1994; Brancato and Barone, 2011; Helm and Merbach, 1999, 2005). Therefore, for our systems, dissociative mechanism leads to an increased energy barrier, and associative mechanism leads to a smaller energy barrier.

2.3.2 Solvation Free Energy Of Divalent Ions in Water and Amides Solvents

The solvation free energy was calculated for $\text{Mg}^{2+}$ and $\text{Ca}^{2+}$ in different oxygen-donor solvents. Figure 2.11 shows the comparative results for different number of $\lambda$. When five $\lambda$-values or higher are used in the simulation, the calculated solvation free energy remains about the same compared to using other total number of $\lambda$-values (Table 2.3 and 2.4). The solvation free energies for each ion in amide is greater than in water. This indicates a higher stability of both ions in amides than in water (Fig. 2.12). The absolute experimental values for solvation free energy of $\text{Mg}^{2+}$ and $\text{Ca}^{2+}$ in water vary from $435.0 \text{ kcal.mol}^{-1}$ to $441.9 \text{ kcal.mol}^{-1}$ and $356.8 \text{ kcal.mol}^{-1}$ to $361.2 \text{ kcal.mol}^{-1}$ respectively.
Figure 2.11: Solvation free energy calculated for different number of $\lambda$s. (a) The experimental solvation free energies for each divalent ion in water (Gomer and Tryson, 2008) is represented by the red line. (b) The solvation free energy of each divalent ion in NMA.
(Gomer and Tryson, 2008; Marcus, 1991; Schmid et al., 2000), giving an error smaller than of 1% and 1.7% respectively. AMBER is essentially parametrized for water interactions. Therefore a good agreement with the experimental values used for the parametrization of the force field shows that the simulation was successful.

Table 2.3: Energy (kcal/mol) for each number of $\lambda$-values for the solvation of each ion in water, for each set of simulations.

<table>
<thead>
<tr>
<th></th>
<th>3 $\lambda$s</th>
<th>5 $\lambda$s</th>
<th>7 $\lambda$s</th>
<th>9 $\lambda$s</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solvation of Neutral Ca</td>
<td>-1.18</td>
<td>-0.94</td>
<td>-0.79</td>
<td>-0.60</td>
<td></td>
</tr>
<tr>
<td>Ca $\Rightarrow$ Ca$^{2+}$</td>
<td>-363.13</td>
<td>-361.49</td>
<td>-362.13</td>
<td>-361.41</td>
<td></td>
</tr>
<tr>
<td>Solvation of Neutral Mg</td>
<td>-1.43</td>
<td>-1.24</td>
<td>-1.18</td>
<td>-0.98</td>
<td></td>
</tr>
<tr>
<td>Mg $\Rightarrow$ Mg$^{2+}$</td>
<td>-439.07</td>
<td>-441.01</td>
<td>-441.11</td>
<td>-441.56</td>
<td></td>
</tr>
<tr>
<td>$\Delta G_{\text{water}}^{\text{Ca}^{2+}}$</td>
<td>-364.31</td>
<td>-362.43</td>
<td>-362.92</td>
<td>-362.01</td>
<td>-361.2*</td>
</tr>
<tr>
<td>$\Delta G_{\text{water}}^{\text{Mg}^{2+}}$</td>
<td>-440.50</td>
<td>-442.25</td>
<td>-442.29</td>
<td>-442.55</td>
<td>-441.9*</td>
</tr>
</tbody>
</table>

* Gomer and Tryson (2008)
Table 2.4: Solvation free energies in kcal/mol of each divalent ion in NMA. These results are represented in 2.11b

<table>
<thead>
<tr>
<th></th>
<th>3 $\lambda$s</th>
<th>5 $\lambda$s</th>
<th>7 $\lambda$s</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta G_{NMA}^{\text{Ca}^{2+}}$</td>
<td>-384.33</td>
<td>-383.31</td>
<td>-379.15</td>
</tr>
<tr>
<td>$\Delta G_{NMA}^{\text{Mg}^{2+}}$</td>
<td>-442.60</td>
<td>-466.28</td>
<td>-464.61</td>
</tr>
</tbody>
</table>

The smaller radius size of Mg$^{2+}$ when compared to Ca$^{2+}$ results in stronger electrostatic interactions with oxygen donors. This is confirmed by the calculated and experimental 80 kcal/mol difference in solvation free energies of these two ions in water. Different ion radii result in different steric conditions for interactions with the ion ligands. For NMA, the values obtained were −466.28 kcal/mol for Ca$^{2+}$ and −383.31 kcal/mol for Mg$^{2+}$. For DMF, the values obtained were −450.10 kcal/mol for Ca$^{2+}$ and −382.97 kcal/mol for Mg$^{2+}$. This results in a solvation free energy difference ($\Delta\Delta G$) of about 21 kcal/mol in solvation of Ca$^{2+}$ and Mg$^{2+}$ from water to NMA and about 24 kcal/mol and 8 kcal/mol for Ca$^{2+}$ and Mg$^{2+}$ from water to DMF, respectively. The difference in energy between ions in each solvent gives more insights than their magnitudes, because it provides grounds for stability conclusions. Thus the more negative energy in amides than in water shows a higher stability of each ion in these solvents that mimic the asparagines in our actual NMDAR model. The energy $\langle \frac{\partial V}{\partial \lambda} \rangle_{\lambda}$ was plotted against each time step for each $\lambda$. The running average window, calculated for every 100ps for each $\lambda$, was also plotted to confirm whether the calculations converged and to evaluate the results. This average removes high frequency fluctuations and emphasizes a longer time-scale run. The simulation is considered to have converged if the running average reaches a constant value, or it has a small fluctuation. For an example of a typical graph in which the energies converged, Figure 2.13 shows the time versus energy for
2.3 Results and Discussion

Figure 2.13: $\langle \frac{\partial V}{\partial \lambda} \rangle_\lambda$ at each time step in DMF with each of the five-$\lambda$s. The simulation was carried for 10 ns but only the last 4 ns are shown here. The red line shows a rolling window average where the window size is 100 ps. This means at each point we take a 100 ps window around it and compute the average of $\langle \frac{\partial V}{\partial \lambda} \rangle_\lambda$ of all the points within the window. (a) $\langle \frac{\partial V}{\partial \lambda} \rangle_\lambda$ at each time step for Mg$^{2+}$ in DMF for five $\lambda$-values. (b) $\langle \frac{\partial V}{\partial \lambda} \rangle_\lambda$ at each time step for Ca$^{2+}$ in DMF for five $\lambda$-values.
each of the five $\lambda$s used in the DMF simulations. The results obtained with NMA and water also converged.

One deviation when comparing ion in the protein and ion in solution is that the molecules in solution are free to move, but in the channel the asparagines are less mobile. Mg$^{2+}$ almost always has six ligands in its first solvation shell, while Ca$^{2+}$ is much more permissive: six, seven, or eight Ca$^{2+}$-ligand complexes are common (Helm and Merbach, 2005). In the ion exchange between water and asparagines, Ca$^{2+}$ can interact with more sites, and can therefore exchange from water to the protein with more freedom than Mg$^{2+}$. This was clear in the simulation of the protein itself, which is discussed in Chapter 4.

Table 2.5: Solvation free energies in kcal/mol calculated using thermodynamic integration with five $\lambda$-values. These values are represented in Figure 2.12.

<table>
<thead>
<tr>
<th></th>
<th>Water</th>
<th>NMA</th>
<th>DMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta G_{\text{Ca}^{2+}}^{\text{solvent}}$</td>
<td>-362.43</td>
<td>-383.31</td>
<td>-382.97</td>
</tr>
<tr>
<td>$\Delta G_{\text{Mg}^{2+}}^{\text{solvent}}$</td>
<td>-442.25</td>
<td>-466.28</td>
<td>-450.10</td>
</tr>
<tr>
<td>$\Delta \Delta G_{\text{water} \rightarrow \text{amide}}^{\text{Ca}^{2+}}$</td>
<td>-20.88</td>
<td>-24.03</td>
<td></td>
</tr>
<tr>
<td>$\Delta \Delta G_{\text{water} \rightarrow \text{amide}}^{\text{Mg}^{2+}}$</td>
<td>-20.54</td>
<td>-7.85</td>
<td></td>
</tr>
</tbody>
</table>

2.3.3 Rate of Exchange

The analysis of straightforward MD simulations of each ion in different solvents complete the discussion about ligand exchange. Figure 2.16 shows the RDF results in which the distance that corresponds to the peak of the solvent-Mg$^{2+}$ graphs are approximately at 2.0 Å and for solvent-Ca$^{2+}$ are approximately at 2.2 Å. The position of the solvents when there is a peak in the RDF graph represents the distance of the molecules in the first solvation shell. The
integral of the RDF shows how many molecules surround the ion given a specific distance from it. Notice that it is six for Mg$^{2+}$ and eight for Ca$^{2+}$.

The exchange of the first solvation shell in bulk water was simulated using AMBER force field by monitoring how often each water molecule was exchanged in the first solvation shell. The exchange for Ca$^{2+}$ was 50 per nanosecond, giving an exchange rate of $5 \times 10^{10}$ s$^{-1}$ and the exchange for Mg$^{2+}$ was zero in the time of the simulation The simulations with Mg$^{2+}$ were extended for over 100 ns, and still no exchange was observed. Experimental values of rate of exchange $6.2 \times 10^5$ s$^{-1}$ (Bleuzen et al., 1997; Neely and Connick, 1970) and bigger than $10^9$ s$^{-1}$ (Helm and Merbach, 2005) for Mg$^{2+}$ and Ca$^{2+}$ in water respectively. The rate of exchange for Ca$^{2+}$ was closer to experimental values than for Mg$^{2+}$. 

Figure 2.14: Cumulative exchange of water molecules in the first solvation shell of Ca$^{2+}$. This is obtained by counting for every picosecond whether there was a change in the molecules present in the first solvation shell of Ca$^{2+}$.
2.3 Results and Discussion

Figure 2.15: Potential of mean force of the exchange of a water molecule from the first solvation shell of Mg$^{2+}$. The x-axes corresponds to the distance in Å between the restrained water molecule and Mg$^{2+}$. This water molecule was gradually pulled from the first solvation shell. This distance was increased by applying harmonic retrains between the leaving molecule and the ion.

Figure 2.16: Radial distribution function of oxygen from water, NMA, and DMF with Mg$^{2+}$ and Ca$^{2+}$. 
Because we did not observe exchange for Mg\(^{2+}\) for any of the solvents during over 100 ns of simulation, we calculated the transition energy and rate of exchange calculated using umbrella sampling (US) (Kästner, 2011; Torrie and Valleau, 1977) unbiased by the weighted histogram analysis method (WHAM) (Chipot and Pohorille, 2007; Kumar et al., 1992, 1995; Souaille and Roux, 2001). After correcting the entropic contribution, the \(\Delta G^\ddagger\) free energy barrier was 12.37 kcal/mol. Using the Equation 2.9 with the pre-exponential factor of \(1.3 \times 10^{13} s^{-1}\) (Allné\(r\) et al., 2012), the rate of exchange was \(1.25 \times 10^4\) - which means that the energy barrier was higher than the expected experimental one - see table 2.6.

Table 2.6: Divalent ion properties in bulk solvent.

<table>
<thead>
<tr>
<th>Ion</th>
<th>method</th>
<th>(\Delta G^\ddagger) (kcal/mol)</th>
<th>k((s^{-1}))</th>
<th>(r_1) (Å)</th>
<th>CN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg(^{2+})</td>
<td>Standard MD</td>
<td>infinite</td>
<td>1.98</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Umbrella S.</td>
<td>12.37</td>
<td>1.25 \times 10^4</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>experimental</td>
<td>10.0</td>
<td>6.7 \times 10^5</td>
<td>2.07 (\pm)2.11^‡</td>
<td>6^†</td>
</tr>
<tr>
<td>Ca(^{2+})</td>
<td>Standard MD</td>
<td></td>
<td>5 \times 10^{10}\§</td>
<td>2.42</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.43 \times 10^{10}</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>experimental</td>
<td></td>
<td>(&gt; 10^9) |</td>
<td>2.39(\pm)2.44^†</td>
<td>7^†</td>
</tr>
</tbody>
</table>

2.4 Conclusion

In this chapter, we discussed that polarizability is an important ion property which should be included in the calculation of properties of Mg\(^{2+}\) and Ca\(^{2+}\). On the other hand, the molecular dynamic simulations using empirical force fields

---

\(^\dagger\) Ohtaki and Radnai (1993)
\(^\ddagger\) Caminiti et al. (1979)
\(^\§\) Direct count in the MD simulations
\(^\&\) Average using ptraj tool from AMBER
\(||\) Helm and Merbach (2005)
yield reasonable free energy results. One explanation is that a total free energy calculation is not a dynamic one-to-one exchange; it averages all exchanges which makes the results more nearly reliable.

Therefore we conclude that the calculation of free energies using TI and standard force fields in bigger systems such as our NMDAR model result in reliable values. We did not find as good agreement for the rate of exchange for Mg\(^{2+}\) in water as we found for the total solvation free energy which confirms that the dynamic exchange mechanism needs a correction. We will explore possible corrections in a future paper.

The smaller size of Mg\(^{2+}\) when compared to Ca\(^{2+}\) results in stronger electrostatic interactions. We believe that this influences the NMDAR permeation model, in which the faster exchange of ligands and the more flexible coordination number in the coordination shell of Ca\(^{2+}\) compared to Mg\(^{2+}\) allows the permeation of Ca\(^{2+}\).
3

MODELING NMDA RECEPTORS

3.1 Introduction

In the previous chapter, we discussed our findings on how Ca$^{2+}$ and Mg$^{2+}$ interact with an environment similar to what these ions encounter when crossing an NMDAR channel. Although this discussion sheds some light on the NMDAR permeation mechanism, accurately simulating the actual channel environment is crucial for a fuller understanding of the selectivity between Ca$^{2+}$ and Mg$^{2+}$. To simulate an ion in the channel, it is best to work from the complete all-atom protein structure. However, the detailed atomic architecture of an intact NMDAR is currently unknown. This chapter focuses on the non-trivial task of creating a realistic model of the domain of the protein that controls ion permeation: the transmembrane domain (TMD).

AMPAR and NaK are possible Templates for NMDAR Model

In order to build an atomic model of the NMDAR TMD, we used Homology modeling, a tool for 3D model prediction. Homology modeling is widely used when the crystal structure of a protein is not available (Becker et al., 2001). A calculated 3D model can be obtained by comparing an unknown structure (the
target) with one or more related proteins with known structures (the templates). First, this comparison begins by aligning similar residues within the two or more primary structures. Then, once the corresponding residues are aligned, the 3D model of the target is obtained by minimizing the difference between the spatial position of these residues in the target and the template(s).

![Figure 3.1: Schematic representation of the NMDAR transmembrane domain subunits.](image)

(a) An schematic top view of the four subunits arranged as GluN1-2A-1-2a is represented. (b) Two of the NMDAR subunits, GluN1 and GluN2A, are represented. The regions M1, M2, M3, and M4 are represented.

Proteins that are likely evolutionarily related are homologous. The shared evolutionary ancestors usually reflect structural similarity (Becker et al., 2001). Therefore, a homologous protein with known structure may act as a template for 3D structure modeling of an unknown structure. Among iGluR subfamilies, an x-ray AMPAR structure published by Sobolevsky et al. (2009) is available and could be used as a template to NMDAR model. These two iGluR subfamilies share a common structural design: both have four subunits, each one with at least four domains. One of these domains is the transmembrane domain (TMD), that has four transmembrane helices (M1, part of M2, M3 and M4 –see Fig. 3.1). The extended region that lines the pore is the non-helical por-
whereas NMDARs are obligate heterotetramers: they form channels containing two glycine-binding GluN1 subunits and two other subunits, either from the glutamate-binding GluN2 (2A, 2B, 2C, 2D) or the glycine-binding GluN3 (3A
Figure 3.3: The overall NMDAR model color coded according to how the model overlaps NaK and AMPAR templates. An ion is represented in the core of the protein as a cyan sphere. (a) Green corresponds to the regions that exist in the three structures and were well resolved in AMPAR and NaK structures, yellow to the regions that exist only in NMDAR and AMPAR, red to the regions that exist in the three structures but were not well resolved in AMPAR published crystal structure (Sobolevsky et al., 2009). The gray loops were not based in any template. (b) This figure shows the M3 and M2s of GluN1 only. The magenta regions are the M2s from the AMPAR published crystal structure after the M3s from AMPAR and NMDAR model were superimposed. Notice that the selectivity filter is missing and how the M2s would be lower in space compared to the M2s in red. The positioning represented in magenta does not allow the selectivity filter to form a binding cage that can surround an ion.
Figure 3.4: NaK and NMDAR equivalent helices. (a) A cartoon that represents the narrowest part of a NaK channel. A generic divalent ion $M^{2+}$ is represented in the center of the figure. (b) The side view of NaK is equivalent of an inverted NMDAR. (c) A cartoon that represents the narrowest part of a NMDAR channel. A generic divalent ion $M^{2+}$ is represented in the center of the figure. (d) Representation of the NMDAR overall structure side view without the M4s.
### Table 3.1: Percentage of similarity and identity between NaK channel, AMPAR (GluA), and NMDAR (GluN1 and GluN2A).

The identity percentages correspond to the proportion of identical residues identified in Figure 3.2 and the similarity percentage corresponds to the residues identified as similar in the same alignment.

<table>
<thead>
<tr>
<th></th>
<th>NaK</th>
<th>GluA2</th>
<th>GluN1</th>
<th>GluN2A</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaK</td>
<td>—</td>
<td>41.0</td>
<td>41.7</td>
<td>32.5</td>
</tr>
<tr>
<td>GluA2</td>
<td>15.3</td>
<td>—</td>
<td>61.5</td>
<td>54.2</td>
</tr>
<tr>
<td>GluN1</td>
<td>17.7</td>
<td>37.6</td>
<td>—</td>
<td>59.7</td>
</tr>
<tr>
<td>GluN2A</td>
<td>12.5</td>
<td>29.2</td>
<td>29.4</td>
<td>—</td>
</tr>
</tbody>
</table>

or 3B) subfamilies. Despite their difference in terms of being homomeric or heteromeric, the residue similarity is sufficient for modeling the TMD region. The TMD of GluA2 is about 62% and about 54% similar with GluN1 and GluN2A, respectively – see the alignment in Fig. 3.2 and the percentages in Table 3. See also reviews about AMPAR, NMDAR, and other iGluRs by Dingledine et al. (1999); Traynelis et al. (2010). The alignments presented here were discussed by Sobolevsky et al. (2009) and Retchless et al. (2012).

Despite AMPAR and NMDAR sequence similarities, part of the available AMPAR crystal structure is poorly resolved and thus this region is unreliable to be used as a template for our NMDAR 3D modeling. The poorly resolved region corresponds to M2 helix and selectivity filter. **Selectivity filter** is the ion channel region in which ion selection happens. In NMDARs, the selectivity filter corresponds to the loops that connect M2 and M3 helices - see Fig. 3.1. The helical region of M2 AMPAR crystal structure (Sobolevsky et al., 2009) had a weak electronic density and perhaps an incorrect positioning (Retchless
More importantly, the extended region of M2, which lines to pore, was not resolved at all. The M2 unreliable placement means that even if one models the selectivity filter loops using available software, these loops would be questionably placed due to their position being based on an uncertain M2 helical positioning. Although a recent work has used AMPAR as the NMDAR template (Dai and Zhou, 2013), the overall goal of that work was to simulate the gating mechanism, and not to carefully model the ion channel selectivity region as it is in our work. On the other hand, in order to study the physiology of the channel, we needed to build a TMD NMDAR model that agrees with
experimental results for the positioning of the region involved in the selectivity mechanism.

An alternative that we used was to search for another template from another family of ion channels. Cyclic nucleotide-gated channel and potassium channels (that from now on will be refereed as non-iGluR) have an overall TMD structure which is very similar to an inverted iGluR: the side of the NMDARs where the M2 enters and exits the membrane faces the inside of the cell, while equivalent site in the K+ and cyclic nucleotide-gated channel’s pore face the outer part of the cell, as an inverted tepee or an upside-down NMDAR (Doyle et al. (1998) – see Fig. 3.4). These structural similarities occur because these non-iGluR channels are probably evolutionary related to iGluRs (Kuner et al., 2003; Shi et al., 2006; Wood et al., 1995). The previous discussed non-iGluR channels are less similar to NMDARs than among iGluRs (Table 3.1) and correspond to M1, M2, and M3s only, with no correspondent M4. Nevertheless, one of the non-iGluR subfamilies stand out: NaK is permeable to Ca2+, and thus the most similar to NDMAR in terms of permeation features (Alam et al., 2007). Moreover, NaK has a well-resolved crystal structure (at 2.8 Å resolution - Shi et al. (2006)). The overall structure and functional similarities make the NaK channel a reasonable alternative basis for the template of M1, M2, and M3, while using AMPAR for the M4s – see Fig. 3.5.

SYTANLAAF is an Important Conserved iGluR Motif

An important iGluR region in our homology model that also deserves careful attention is a conserved sequence of residues: SYTANLAAF. This motif is located at the extracellular region of M3, and is involved in gating (Murthy et al., 2012). When studying this motif or nearby residues, a convention is to
number the residues relative to the initial motif residue (S). For example, the first alanine in the SYTANLA AF motif is A+3, the second is A+6, and the third is A+7. In this motif, there is a mix of polar and non-polar residues, whereas most of the TMD NMDAR residues are hydrophobic. This larger proportion of hydrophilic residues on the extracellular region of M3s is expected because this is a region that is exposed to the hydrophilic aqueous environment.

Lurcher Mutations Shift Equilibrium Toward Open State

Multiple studies show the effect of mutations in the SYTANLA AF conserved motif in different iGluR subfamilies (Blanke and VanDongen, 2008; Jones et al., 2002; Kohda et al., 2000; Murthy et al., 2012; Yuan et al., 2005). These mutations are called Lurcher mutations (Jones et al., 2002). When A+7 is mutated to a residue that adds a bulky side chain, the channel equilibrium shifts toward an open state (Kohda et al., 2000; Murthy et al., 2012; Taverna et al., 2000). For example, when A+7 is mutated from alanine to tyrosine (Zuo et al., 1997), the side chains are changed from hydrophobic to a bulkier uncharged polar (hydrophilic) side chain. This observation was key to resolving stability problems within our TMD NMDAR model, which will be discussed later. The site A+7 corresponds to the sites A635 in GluN1 and A632 in GluN2A when the residues are numbered from the first aminoacid in the full protein (see Traynelis et al. (2010) for a review on iGluRs including their numbering).

This chapter focuses on the simulation approach used to reproduce this realistic standalone TMD NMDAR model and its equilibration in the presence of explicit membrane and water. In Chapter 4, we use this model to study the behavior of Ca$^{2+}$ and Mg$^{2+}$ in the channel.
3.2 Methodology

In summary, first, M1, M2, and M3 regions of NMDAR were previously modeled using a combination of experimental studies and homology modeling (Retchless et al., 2012). Then, M4s were built and added to the M1-M2-M3 model. Finally, this full TMD NMDAR model was inserted in membrane and water. The protein was then mutated in a position that guaranteed the stability of the model without affecting the ion binding site. The details of each step are described in the following subsections.

3.2.1 Modeling the Transmembrane Domain

The Initial M1-M2-M3 TMD NMDAR Homology Model was Based on NaK

A structural homology model of the NMDAR M1-M2-M3 region was created by Retchless et al. (2012) based on the crystal structure of a closed NaK channel (PDB: 2AHY - Shi et al. 2006). Their primary sequence alignment agreed with previous published alignments (Beck et al. (1999); Panchenko et al. (2001); Tikhonov (2007); Tikhonov et al. (2002) – see Fig. 3.2). That model had a GluN1-2A-1-2A subunit arrangement, in agreement with the most recent literature (Sobolevsky et al., 2009).

For further modeling, we used HARLEM (Kurnikov, 1999) using AMBER 10 force field (Li and Brüschweiler, 2010; Lindorff-Larsen et al., 2010). For equilibration and production runs we used the same force field in the AMBER 12 package (Case et al., 2012) using the GPU accelerated code (Gootz et al., 2012; Salomon-Ferrer et al., 2013).
M4s Based on AMPAR Were Added to Our Initial NMDAR Model

The Mg\(^{2+}\) was positioned among the asparagines from the selectivity filter with the same distance between ion and each side chain oxygen. These distances were constrained to reproduce the 2 Å Mg\(^{2+}\)–oxygen donor distance obtained in Chapter 2.

We minimized the energy of this initial Mg\(^{2+}\)-homology model without M4 helices to find a stable structure. The M4 region was then modeled based on the published alignment and structure of the AMPAR (Sobolevsky et al., 2009), using HARLEM (Kurnikov, 1999). The M4 backbone positions corresponded to the ones in AMPAR (3KG2 pdb file). Each M4 AMPAR residue side chain was regrown to the ones in GluN1 and GluN2A, creating 2 different targets. An energy minimization followed every three residue change.

To position the M4s, AMPAR and NMDAR helices were overlapped following Sobolevsky et al. (2009) suggestions: A/C AMPAR chains are equivalent to GluN1s and B/D to GluN2As. M1 and M3 helices were used to 3D overlap AMPAR and the NMDAR model and then M4s were positioned. We minimized the energy of the complete model from 10,000 steps to remove any bad contacts between residue side chains. Thereafter we ran 1.2 ns of MD simulation while restraining the α-carbon using harmonic potential \(V(\vec{r}) = \frac{1}{2}k(\vec{r} - \vec{r}_{eq})^2\) with force constant 2 kcal.mol\(^{-1}\) Å\(^{-2}\). After this procedure was performed, we confirmed the stability and equilibration of the full TMD NMDAR model by checking the values for root mean square fluctuation (RMSF) and root mean square deviation (RMSD). Both measure the average distance between selected atoms and a reference model. For RMSF, the reference is the average position of each residue. For RMSD, the reference structure was the full TMD NMDAR homology model.
The Full TMD NMDAR Model was Placed in Membrane and Water

This full, wild-type, TMD NMDAR model was placed in a well-equilibrated lipid membrane and in water. The parameters for the membrane lipids (Berendsen and Tieleman, 1998; Kukol, 2009) were obtained from GROMACS force field. These parameters were recomputed in our group to be used in AMBER force field. A patch of water molecules was added to the cavity of the NMDAR model. Any membrane or water molecules that overlapped the protein were erased. After placement, 300,000 steps of energy minimization and no more than 2 ns of constant pressure MD simulations were carried out in which the water molecules and protein backbone were harmonically restrained with a force constant of 20 kcal.mol$^{-1}$Å$^{-2}$. The final full system had 10159 water molecules, 108 DMPC membrane lipds, and 534 protein residues.

3.2.2 Equilibration and Production Run

Any further simulations in this chapter and in Chapter 4 were all-atom molecular dynamics simulations in explicit TIP3P water solvent (Jorgensen et al., 1983), using AMBER 10 force field (Li and Brüschweiler, 2010; Lindorff-Larsen et al., 2010) in the AMBER 12 package (Case et al., 2012). We performed these simulations using the GPU accelerated code (Gootz et al., 2012; Salomon-Ferrer et al., 2013) with an integration time step of 1 fs with all temperatures maintained at 300K by a Langevin thermostat (Adelman and Doll, 1976). Periodic boundary conditions and all atom wrapping were also imposed for all simulations. Long range electrostatics were calculated with Particle Mesh Ewald (PME) (Darden et al., 1993). The Van der Waals cutoff distance was 12 Å.

The initial equilibration attempt was of the wild-type TMD NMDAR model acquired from previous section steps. To equilibrate this model, the hydrogen
bonds and the dihedral angles of the helices were harmonically restrained with a force constant of 20 kcal.mol\(^{-1}\)Å\(^{-2}\) for 25 ns. The strength of the restraints was gradually reduced to 6 kcal.mol\(^{-1}\)Å\(^{-2}\) for 25 ns, and 2 kcal.mol\(^{-1}\)Å\(^{-2}\) for 100 ns. The production run was performed without restraints for 100 ns. Therefore, a total of 250 ns of constant pressure and temperature simulations were performed. See Fig. 3.6 for a pictorial representation of the restrained distances and angles, and Appendix B for the restraining scripts for AMBER.

![Figure 3.6](image)

Figure 3.6: A pictorial representation of the restrained distances and angles. (a) The \(\psi\) and \(\phi\) dihedral angles were harmonically restrained. (b) The h-bonds were also restrained in the helical regions of the TMD NMDAR model. Here an h-bond is represented as a red dotted line.

This initial model of the wild type of GluN1/GluN2A simulation unfolded after 200 ns of simulation. This happened very likely because the model does not have the ligand binding domain that stabilizes the M3 regions as it does in nature. Due to the remaining hydrophobic residues on the extracellular region
of the M3s, these helices bent because they were in direct contact with water with no upper structure to stabilize them, leading the protein to unfold.

This issue led us to use a Lurcher mutation that changes the residues to hydrophilic ones, and hence stops the collapse of the simulation. The A+7 residues were mutated in all subunits to tyrosine to decrease the hydrophobicity in the extracellular region of the M3s. This Lurcher mutation increases probability of the channel to be in open state, allowing ions to permeate. If the M3 part of the TMD structure strongly depends on the ligand binding domain, by making the mutant we obtained a more stable structure. The mutant NMDAR is functional. See Fig. 3.8 for a visualization of the hydrophobic/hydrophilic regions on the extracellular region of the M3s after the mutation.

Figure 3.7: Alignment of the residues present in our TMD NMDAR model. Identical residues are blue shaded. The Lurcher mutation A+7T is marked by an up arrow.
Figure 3.8: Representations of the conserved SYTANLAAM motif mutated to A+7T.  
(a) In this wheel representation, hydrophilic residues are circles and hydrophobic residues are diamonds. Hydrophobic residues are green, and the amount of green is decreasing proportionally to the hydrophobicity, with zero hydrophobicity coded as orange, and pure red being the most uncharged hydrophilic residue. (b) One of the M3 helices and the four M2 helices are represented as cartoon. The purple circle is the ion placed relatively to these helices in the selectivity filter. The SYTANLA(A+7T)F motif is the orange portion of the represented M3 helix. The mutated A+7T residue is marked.
Figure 3.9: The NMDAR model placed in the membrane and water. Here the water is not represented. (a) The side view of our TMD NMDAR model in the membrane shows the position of the protein model with respect to the membrane. The nitrogen atoms in the lipid molecules are represented as dark blue spheres. (b) The mesh representation of the top view of our system. GluN1s are represented in red, GluN2As in blue, and everything else is the membrane. This figure corresponds to the last snapshot at 250 ns of simulations and shows that our model was well-packed against the membrane.
Two structures of the mutated TMD NMDAR model with either Mg\(^{2+}\) or Ca\(^{2+}\) were equilibrated following the same protocol described for the wild-type model. The overall size of the resulting systems was approximately 90 Å × 70 Å × 90 Å.

To analyze the structure fluctuation during the MD simulations and assess the relative mobility of the residues we computed the RMSF for the α-carbons for each residue. We also computed the RMSD with respect to the α-carbon position in our initial non-equilibrated homology. RMSDs show how a structure evolves and changes in time, and hence whether the equilibration of the protein was achieved. Additionally, we computed the helicity of the NMDAR helices. Helicity is a percentage of the residues in the helical regions that stayed as helices throughout the simulation. In summary, RMSD, RMSF, and helicity show the stability of the model and allow for comparison of the protein behavior with the different ions in its core, as it will be discussed in the next section.

3.3 Results and Discussion

3.3.1 TMD NMDAR Model in Vacuum

We first ran a short equilibration of the standalone TMD NMDAR model in order to avoid over-equilibration of the system in vacuum, but still eliminate steric clashes due to the positioning of M4s. These simulations were analyzed using root mean square deviation (RMSD) with respect to the initial step, as well as root mean square fluctuation (RMSF). The calculated RMSF shows that the simulated TMD NMDAR model has a higher flexibility average on the loops and on the terminal residues, as expected. This flexibility is shown in
Figure 3.10: NMDAR RMSF for the equilibration in vacuum. The backbone is colored according to RMSF value: green is for RMSF < 1.0Å, yellow is for 1.0 Å < RMSF < 2.0Å, and red is for RMSF > 2.0Å. (a) NMDAR (b) Chain D of NMDAR
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Figure 3.11: RMSD for 1.2 ns of equilibration of the homology NMDAR model in vacuum.

Figure 3.10, where the protein backbone is colored according to the degree of the exhibited motion. The RMSD, shown in Figure 3.11, indicates that the deviation of the structure from its initial configuration during the vacuum simulation is not extreme, being at most 1 Å. Therefore the RMSF and RMSD of the TMD NMDAR model, before being inserted in the membrane and water, indicate that the model is stable.

3.3.2 TMD NMDAR Model in Membrane and Water

Stability of the Model

In this section we discuss the simulations on the full TMD NMDAR model placed in membrane and water. The total \( \alpha \)-carbon RMSDs evaluate how much the full structure with either \( \text{Ca}^{2+} \) or \( \text{Mg}^{2+} \) in its binding site deviates from the initial homology model in each time step. They indicate that the initial full TMD NMDAR model placed in the membrane and water deviates from the initial homology model by 1.4 Å (Fig. 3.12). This total RMSD increases up to
at most 3 Å, becoming stable with only a few fluctuations. Therefore, the data show that the initial structure changes, but it quickly becomes stable. Figure 3.14 shows the average RMSD compared to the homology model conformation before any equilibration. This figure confirms the overall stability of the structure, and the deviation of about an Å.

The RMSFs in Figure 3.13 show the motion of each residue within an average position in the last 100 ns of simulations. As in the case of the equilibration in vacuum, the RMSFs indicate that the loops and the terminal residues of the structure exhibit greater average flexibility than the other residues. The RMSFs also indicate a very stable structure for each of the subunits, in each of the simulations with different divalent ions.

In the simulation where Ca\textsuperscript{2+} is present in the channel binding site, we also observe a faster conformational change of the protein model when compared to the simulation with Mg\textsuperscript{2+}. However, both simulations achieved the same overall final RMSD (3 Å– see Figure 3.12). Thus the data indicate a faster
(a) Ca$^{2+}$ in the core of the model

(b) Mg$^{2+}$ in the core of the model

Figure 3.13: NMDAR RMSF for the production run in the membrane and water. The backbone is colored according to RMSF value: green is for RMSF < 1.0Å, yellow is for 1.0 Å < RMSF < 2.0Å, and red is for RMSF > 2.0Å.
(a) Ca$^{2+}$ in the core of the model

(b) Mg$^{2+}$ in the core of the model

Figure 3.14: Average RMSD per residue for 250 ns of the simulations. The residues are colored according to the degree of motion: blue for smaller or equal than 1.5 Å, green for between 1.5 Å and 3 Å, yellow between 3 Å and 5 Å, red for bigger than 5 Å
Figure 3.15: RMSDs for $\alpha$-carbons of the helices in the simulation in which $Ca^{2+}$ was in the core of the NMDAR model. The blue curves indicate GluN1 and the red curves indicate GluN2A. (a) RMSD for M1 $\alpha$-carbons. (b) RMSD for M2 $\alpha$-carbons. (c) RMSD for M3 $\alpha$-carbons. (d) RMSD for M4 $\alpha$-carbons.
Figure 3.16: RMSDs for the α-carbons of the helices in the simulation in which Mg$^{2+}$ was in the core of the NMDAR model. The blue curves indicate GluN1 and the red curves indicate GluN2A. (a) RMSD for M1 α-carbons. (b) RMSD for M2 α-carbons. (c) RMSD for M3 α-carbons. (d) RMSD for M4 α-carbons.
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Figure 3.17: Helicity ratio for each set of 250 ns of simulations. (a) Helicity ratio for the helices in the simulations in with Ca$^{2+}$ was in the pore. (b) Helicity ratio for the helices in the simulations in with Mg$^{2+}$ was in the pore.

relaxation time of the protein model with Ca$^{2+}$ than for the model with Mg$^{2+}$. This is possibly because Ca$^{2+}$ has a higher ligand rate of exchange than Mg$^{2+}$ (as discussed in Chapter 2) and thus the presence of Ca$^{2+}$ leads the structure to move more and achieve equilibration faster than when Mg$^{2+}$ is in the protein.

Figure 3.15 and Figure 3.16 show the RMSDs for the $\alpha$-carbons in each of the individual helices. These graphs show that the two types of subunit relax differently in the simulations with Ca$^{2+}$ in the binding site: GluN1s are more stable than GluN2As for M1, M2, and M3 helices. This is probably because the selectivity filter of NaK is more similar to GluN1s than to GluN2As (see alignment in Fig. 3.2). Hence NaK is perhaps a better template for GluN1 than for GluN2A. Both subunits behave similarly when Mg$^{2+}$ is in the model binding site, which suggests that the presence of Mg$^{2+}$ attenuates drastic conformational changes. In the case of M4 helices, for both ions in the core of the
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protein, we observe a greater stability of GluN2A when compared to GluN1. Once again the similarity between subunits and the chosen template is perhaps the explanation for this phenomenon: the M4 helices of AMPAR are more similar to GluN2A than to GluN1.

The stability of the secondary structure is shown in the calculation of the helicity of M1, helical part of M2, M3, and M4 as a function of time (Fig. 3.17). There are only minor changes in the secondary structure. During the simulation, the alpha and 3-10 helices maintained a helicity greater than 90%.

Pore Shape and water in the Pore Show that the Channel is Well-formed

Figure 3.18 shows the pore for the NMDAR model simulations with Ca$^{2+}$ and Mg$^{2+}$ in the channel. In this figure, the asparagines fill the region surrounding each ion. The asparagine oxygens form a cage that surrounds each ion, and thus these aspargines provide the ideal environment that function like branches that capture the ions.

Our Model Agree with Experimental Data

Another approach for checking the quality of the model is to compare its properties with known experimental data. According to experiments from (Retchless et al., 2012), GluN2A(S632) is likely near GluN1(W608). Figure 3.21 shows that our simulations endorse this proximity by having these residues at an average distance shorter than 5 Å for the simulations in which Ca$^{2+}$ is in the core of the protein, and on average shorter than 3.6 Å for the simulations in which Mg$^{2+}$ was in the core of the protein model. Then distances were measured from an oxygen in the serines to a carbon in the cycle in the tryptophans. Retchless et al. (2012) also discuss the distance between GluN2A(S632) and GluN1(W611), however their results are inconclusive. In our simulation in which Ca$^{2+}$ is in the core of the protein we observe a distance smaller than 4.6 Å, while for that
Figure 3.18: Pore at 150 ns of simulation. The meshed red regions correspond to the pore volume. The protein is the green spring. The asparagines are represented as space filling atoms in the center of each figure, surrounding each ion. (a) Ca\(^{2+}\) is in the center of the protein. (b) Mg\(^{2+}\) is in the center of the protein.
in which Mg$^{2+}$ is in the core of the protein the distance is on average 4.2 Å for one of the subunit pairs, but around 6 Å for the other one. The consistently close pairs in the simulation in which Ca$^{2+}$ was present indicates that perhaps the intersubunit interact would also be confirmed for all four distances in the simulation in which Mg$^{2+}$ if we allow a longer simulation. The distances of equivalent residues in AMPAR structure (see Fig. 3.2) were of the order of 20 Å or higher, which corroborates the good choice of NaK as the template for the M2-M3 regions.

3.4 Conclusion

We used homology modeling to develop structural models of a mutated TMD GluN1/GluN2A receptor based on NaK channels for the M1, M2, M3 regions and AMPAR for the M4 helices. This model was first equilibrated in
Figure 3.20: Distances measured from an oxygen in the serines GluN2A(S632) to a carbon in the cycle in the tryptophans GluN1(W608) and GluN1(W611). (a) GluN1 M2 (blue) and GluN2A M3 (red) are represented. (b) Two of the helices are hidden for a better visualization. The serine and tryptophans are represented as sticks. (c) The serine and tryptophans are zoomed in. (d) The measured distances are shown in red.
Figure 3.21: Distances measured during 250 ns of simulations from the oxygen side chain in the serines to a carbon in the cycle in the tryptophans GluN1(W608) and GluN1(W611). See Fig. 3.20 for a description of the atoms used for the comparative distance. (a) Simulation in which Ca$^{2+}$ was present. (b) Simulation in which Mg$^{2+}$ was present.
vacuum. Thereafter two structures of the mutated TMD NMDAR model with either $\text{Ca}^{2+}$ or $\text{Mg}^{2+}$ in a protein binding site were equilibrated in membrane and water. The model with $\text{Ca}^{2+}$ has a greater initial change in the overall structure, but both sets of simulations achieved the same overall change from the initial homology model to the final equilibrated structure. GluN2A was the least homologous to the NaK channel, and thus has a greater contribution to the overall change in the backbone RMSD than the GluN1 subunits for the M1, M2, and M3 helices. Experimental observations such as the distance between M2 (GluN1(W608) or GluN1(W611)) and M3 GluN2A(S632) are in agreement with our model. Therefore, our analyses showed our TMD NMDAR model is stable and is consistent with experimental data.
**4**

**SIMULATING DIVALENT ION INTERACTIONS IN TRANSMEMBRANE DOMAIN OF NMDAR**

4.1 Introduction

In Chapter 3, we developed a well-behaved TMD NMDAR model. In the present chapter, we perform simulations using this model to study ion interactions through protein environment. An important facet of understanding Ca$^{2+}$ permeation and Mg$^{2+}$ block of NMDAR is accurately calculating how the free energy changes when each ion interacts with the protein binding site, as well as the free energy barrier along the permeation coordinate.

As discussed in Chapter 2 and Chapter 3, the selectivity filter of a NMDAR is the extended region of the reentrant loop where the divalent ion permeation is mainly controlled (Dingledine et al. (1999); Traynelis et al. (2010) - see also Fig. 2.1). In the top part of the NMDAR selectivity filter there are six asparagines. It is believed that the interaction between these six asparagine residues and each divalent ion plays a critical role in the permeation because this is the most likely ionic binding site (Burnashev et al., 1992; Dingledine et al., 1999; Kuner et al., 1996; Wollmuth et al., 1998b).
In this chapter, we use umbrella sampling and thermodynamic integration to model the free energy involved in Mg\(^{2+}\) and Ca\(^{2+}\) explicit behaviors in the channel. Both methods have been successfully used to understand ion permeation in other ion channels (Allen et al., 2006), as well as to calculate other ion channel properties and ion binding sites (Jiao et al., 2008; Kumar and Mayer, 2013; Mamonov, 2006; Mamonova and Kurnikova, 2006; Yonkunas, 2010).

4.2 Methodology

All simulations described in this chapter are all-atom molecular dynamics simulations in explicit TIP3P water solvent (Jorgensen et al., 1983), using AMBER 10 force field (Li and Brüschweiler, 2010; Lindorff-Larsen et al., 2010) in the AMBER 12 package (Case et al., 2012). The integration time step was 1 fs with the temperatures maintained at 300K by a Langevin thermostat (Adelman and Doll, 1976). Periodic boundary conditions and all atom wrapping were also imposed for all simulations. Long range electrostatics were calculated with Particle Mesh Ewald (PME) (Darden et al., 1993). The Van der Waals cutoff distance was 12 Å. Except for the thermodynamic integration calculations, we performed these simulations using the GPU accelerated code (Gootz et al., 2012; Salomon-Ferrer et al., 2013). We performed the TI calculations in this chapter using HARLEM (Kurnikov, 1999).

4.2.1 Number of Oxygen Ligands

The frequency of exchange of oxygen atoms within 2.5Å of each ion was recorded for every ns of the 250 ns of each simulation from the previous chapter.
4.2.2 Free Energy of Ca\textsuperscript{2+} in the Binding Site Compared to Mg\textsuperscript{2+}

The equilibrated full TMD NMDAR model in membrane and water was used to calculate the free energy difference between Mg\textsuperscript{2+} and Ca\textsuperscript{2+} placed in the protein binding site. This free energy was calculated using TI (see Chapter 2 for more details). Three independent set of TI MD simulations were performed: for the gradual substitution of Mg\textsuperscript{2+} by Ca\textsuperscript{2+}, sets of three and five \( \lambda \)-values were used, and for the substitution of Ca\textsuperscript{2+} by Mg\textsuperscript{2+} the total number of \( \lambda \)-values was three. The time of the MD simulation for each \( \lambda \)-value was 500 ps.

4.2.3 Permeation of Each Divalent Ion: Exchange Between Water and Protein Residues

We calculated the PMF using umbrella sampling (Kästner, 2011; Torrie and Valleau, 1977). MD-PMF simulations with standard empirical force fields have been successfully used in the literature to study ion channels and predict properties in agreement with experimental data (Allen et al., 2006). In this study, we use a similar approach to study NMDAR with Ca\textsuperscript{2+} or Mg\textsuperscript{2+}. We used our realistic mutated NMDAR-membrane-water system and chose a reaction coordinate that captures the permeation process.

We used harmonic umbrella potentials \( V(\vec{r}) = \frac{1}{2}k(\vec{r} - \vec{r}_{eq})^2 \) with force constant to gradually increase the distance from the vicinity of the binding site and ion at 0.25 Å increments from \(-10.0\) Å to \(+10\) Å along the y-axis (Fig. 4.1). Thus the ion was moved throughout the channel until the cavity in the protein, that is filled with water. The harmonic potentials had a force constant of 6 kcal.mol\textsuperscript{-1}Å\textsuperscript{-2} and 20 kcal.mol\textsuperscript{-1}Å\textsuperscript{-2} for the simulations in which Ca\textsuperscript{2+} was in the core of the protein, and a force constant of 20 kcal.mol\textsuperscript{-1}Å\textsuperscript{-2} and 60 kcal.mol\textsuperscript{-1}Å\textsuperscript{-2} for the simulations using Mg\textsuperscript{2+}. The force constants were chosen to ensure overlap of neighboring windows. We plotted the PMF for
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Figure 4.1: Representation of the calculated umbrellas for chosen reaction coordinate. The positioning of the ion (in magenta) is represented relative to our model. Each divalent ion was gradually moved across the channel in the y direction.

this y coordinate (see Fig. 4.1). For each of the windows, minimization was performed for 400,000 steps before at least 2 ns of trajectory generation. The set of windows were unbiased using the weighted histogram analysis method (WHAM) (Chipot and Pohorille, 2007; Kumar et al., 1992, 1995; Souaille and Roux, 2001), which consists of solving coupled equations for the optimal estimate for distribution of states.
4.3 Results and Discussion

4.3.1 Water and ASN exchange in the Protein Environment

![Graph showing the total number of oxygen ligands around Ca2+ for the time of the simulation. The total number from asparagine side chains, from asparagine backbones, and from water are in yellow, green, and blue, respectively.]

Figure 4.2: Total number of oxygen ligands around Ca\(^{2+}\) for the time of the simulation. The total number from asparagine side chains, from asparagine backbones, and from water are in yellow, green, and blue, respectively.

In Chapter 3 we started the full homology model with a symmetric formation of the oxygens around the Mg\(^{2+}\) in the binding site, equilibrated with fixed distances from side chain oxygens to Mg\(^{2+}\). Then, we removed these restraints in the full protein-membrane-water system. After that, we allowed the protein to find its energy minimum, regardless of symmetry. In this chapter, the analyses of the simulations show that after the Mg\(^{2+}\)-oxygen restraints were released, the structure was persistently non-symmetric. Moreover, this asymmetry was an arrangement of with five oxygen donors from asparagines and one from water around Mg\(^{2+}\). The presence of a persistent arrangement around Mg\(^{2+}\) indicated that the exchange of ligands around Mg\(^{2+}\) requires more energy and thus is more likely to be dissociative than associative. For the simulation in
which Ca\(^{2+}\) was in the core of the protein, we calculated a changing number of oxygen donor ligands surrounding this divalent ions. This simulation with Ca\(^{2+}\) had mostly from six to eight oxygen ligands, rarely five (Table 4.1). This indicates an associative mechanism for Ca\(^{2+}\), because there is an increased number of ligands for the simulation with Ca\(^{2+}\) when compared to the arrangement of six ligands around Mg\(^{2+}\). Figure 4.2 and 4.3 show that the ligands are oxygens that vary from asparagine backbone, asparagine side chain, and water molecules.

There may exist other arrangements for Mg\(^{2+}\) besides the one we found. Overall these results show that Ca\(^{2+}\) is more permissive than Mg\(^{2+}\) to exchange ligands in the protein, which is also the case in solvent simulations.
Table 4.1: Number of oxygen ligands in the solvation shell of Ca\(^{2+}\) in 250 ns of simulation.

<table>
<thead>
<tr>
<th>Number of oxygen-ligands</th>
<th>Total</th>
<th>From ASN</th>
<th>From water</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>71.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>15.6</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>21.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.8</td>
<td>41.2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>17.2</td>
<td>35.6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>44.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>35.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

4.3.2 Free Energy Cycle

The divalent ions change their oxygen donor interactions when they move from solution into the channel and then back to solution. By studying how the free energy for these interactions change, we can better understand the NMDAR selectivity mechanism (Fig. 4.4).

Table 4.2: Free energy (in kcal/mol) calculated from Mg\(^{2+}\) to Ca\(^{2+}\) using three \(\lambda\)-values. These are calculations for ions at binding site in the channel.

<table>
<thead>
<tr>
<th>(\lambda_i)</th>
<th>0.11271</th>
<th>0.50000</th>
<th>0.88729</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_i)</td>
<td>0.27777</td>
<td>0.44444</td>
<td>0.27777</td>
</tr>
<tr>
<td>(\frac{\partial V}{\partial \lambda}) (\lambda) (500 ps)</td>
<td>161.45</td>
<td>53.69</td>
<td>31.17</td>
</tr>
<tr>
<td>(\frac{\partial V}{\partial \lambda}) (\lambda) (last 400 ps)</td>
<td>161.22</td>
<td>52.75</td>
<td>30.67</td>
</tr>
<tr>
<td>(\frac{\partial V}{\partial \lambda}) (\lambda) (last 300 ps)</td>
<td>161.45</td>
<td>52.39</td>
<td>30.55</td>
</tr>
<tr>
<td>(\lambda_i \times w_i) (400 ps)</td>
<td>44.78</td>
<td>23.44</td>
<td>8.52</td>
</tr>
<tr>
<td>(\lambda_i \times w_i) (300 ps)</td>
<td>44.85</td>
<td>23.29</td>
<td>8.49</td>
</tr>
</tbody>
</table>
### Table 4.3: Free energy (in kcal/mol) calculated from Ca\(^{2+}\) to Mg\(^{2+}\) using three \(\lambda\)-values. These are calculations for ions at binding site in the channel.

<table>
<thead>
<tr>
<th>(\lambda_i)</th>
<th>(w_i)</th>
<th>(\langle \frac{\partial V}{\partial \lambda}\rangle_{\lambda}(500 \text{ ps}))</th>
<th>(\langle \frac{\partial V}{\partial \lambda}\rangle_{\lambda}(\text{last 400 ps}))</th>
<th>(\langle \frac{\partial V}{\partial \lambda}\rangle_{\lambda}(\text{last 300 ps}))</th>
<th>(\Delta G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.11271</td>
<td>0.27777</td>
<td>-33.43</td>
<td>-33.50</td>
<td>-33.53</td>
<td>-77.82</td>
</tr>
<tr>
<td>0.50000</td>
<td>0.44444</td>
<td>-52.05</td>
<td>-51.80</td>
<td>-51.29</td>
<td>-77.57</td>
</tr>
<tr>
<td>0.88729</td>
<td>0.27777</td>
<td>-164.22</td>
<td>-163.80</td>
<td>-163.65</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4.4: Free energy (in kcal/mol) calculated from Mg\(^{2+}\) to Ca\(^{2+}\) using five \(\lambda\)-values. These are calculations for ions at binding site in the channel.

<table>
<thead>
<tr>
<th>(\lambda_i)</th>
<th>(w_i)</th>
<th>(\langle \frac{\partial V}{\partial \lambda}\rangle_{\lambda}(500 \text{ ps}))</th>
<th>(\langle \frac{\partial V}{\partial \lambda}\rangle_{\lambda}(\text{last 400 ps}))</th>
<th>(\langle \frac{\partial V}{\partial \lambda}\rangle_{\lambda}(\text{last 300 ps}))</th>
<th>(\Delta G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04691</td>
<td>0.11846</td>
<td>210.43</td>
<td>210.00</td>
<td>209.47</td>
<td>79.18</td>
</tr>
<tr>
<td>0.23076</td>
<td>0.23931</td>
<td>112.21</td>
<td>112.16</td>
<td>112.06</td>
<td></td>
</tr>
<tr>
<td>0.50000</td>
<td>0.28444</td>
<td>52.44</td>
<td>52.10</td>
<td>52.27</td>
<td></td>
</tr>
<tr>
<td>0.76923</td>
<td>0.23931</td>
<td>37.45</td>
<td>37.49</td>
<td>37.39</td>
<td></td>
</tr>
<tr>
<td>0.95308</td>
<td>0.11846</td>
<td>31.01</td>
<td>31.00</td>
<td>31.01</td>
<td></td>
</tr>
</tbody>
</table>
4.3 Results and Discussion

We ran three different TIs for the protein. TI is very time-consuming, hence we simulated each $\lambda$ for no more than 500 ps (Fig. 4.5). During the simulation time, the values are reasonably stable.

The TI solvation free energy difference from $\text{Ca}^{2+}$ to $\text{Mg}^{2+}$ in water and protein are very similar. The difference in free energy between substituting divalent ions shows a higher stability for $\text{Mg}^{2+}$ when compared to $\text{Ca}^{2+}$ in the likely binding site. This agrees with the discussion in Chapter 2, in which we concluded that $\text{Mg}^{2+}$ is more stable than $\text{Ca}^{2+}$ in an amide-like environment.

The solvation free energy shows whether the channel residues bind to $\text{Mg}^{2+}$ more strongly than $\text{Ca}^{2+}$, it is a static energy. It does not give information on the energy necessary for each ion to cross the channel. Nevertheless, although we do not know the independently $\Delta G_{\text{Mg}}^{(P-W)}$ and $\Delta G_{\text{Ca}}^{(P-W)}$, we can conclude from the energy cycle calculation that the difference in binding energy in the core of the channel compared to the one in water indicates is also small when comparing $\text{Ca}^{2+}$ and $\text{Mg}^{2+}$, and thus that the asparagines provide a similar

![Free energy cycle diagram](image-url)
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Figure 4.5: \( \langle \frac{\partial V}{\partial \lambda} \rangle_{\lambda} \) at each time step for the exchange between Ca\(^{2+}\) and Mg\(^{2+}\) in a binding site of the TMD NMDAR model. Each point in the running average (the red line in the graphs) corresponds to the average of \( \langle \frac{\partial V}{\partial \lambda} \rangle_{\lambda} \) of 50 ps of vicinal points of each time step. (a) The \( \Delta G \) is calculated from Ca\(^{2+}\) to Mg\(^{2+}\) using 3 \( \lambda \)-values. The final \( \Delta G \) value is \(-77.60 \text{ kcal/mol}\) when we use only the last 300 ps and \(-77.8 \text{ kcal/mol}\) when we use only the last 400 ps. (b) The \( \Delta G \) is calculated from Mg\(^{2+}\) to Ca\(^{2+}\) using 3 \( \lambda \)-values. The final \( \Delta G \) value is \(76.62 \text{ kcal/mol}\) when we use only the last 300 ps and \(76.74 \text{ kcal/mol}\) when we use only the last 400 ps. (c) The \( \Delta G \) is calculated from Mg\(^{2+}\) to Ca\(^{2+}\) using 5 \( \lambda \)-values. The final \( \Delta G \) value is \(79.12 \text{ kcal/mol}\) when we use only the last 300 ps and \(79.18 \text{ kcal/mol}\) when we use only the last 400 ps.
Figure 4.6: Ensemble average $\langle \frac{\partial V}{\partial \lambda} \rangle_{\lambda}$ versus $\lambda$-values to calculate free energy results using thermodynamic integration. The upper x-axes correspond to the $\lambda$-values for the transformation from Ca$^{2+}$ to Mg$^{2+}$ and the lower x-axes correspond to the opposite transformation. The results for the for the transformation from Ca$^{2+}$ to Mg$^{2+}$ were multiplied by $-1$ to show that for all simulations the final calculated free energy corresponds to almost the same value. The value for the solvation free energy is calculated by integrating the area under the extrapolated graph.

Water environment for these divalent ions (see Eq. 4.1). This is likely due to the similarity in reaction fields between water and the binding site of the protein. Water has a high dielectric constant, leading to a high reaction field. Though the protein is overall hydrophobic because of its presence in the lipid membrane, the likely binding site consists of asparagines, which are hydrophilic, and therefore raise the local dielectric. This in turn increases the reaction field, in the binding site, to a level comparable to that of water.

$$\Delta \Delta G = \Delta G_{Mg}^{(W-P)} - \Delta G_{Ca}^{(W-P)} =$$

$$= \Delta G_{Mg-Ca}^{(W)} - \Delta G_{Mg-Ca}^{(P)} =$$

$$= 79.8 - 79.2 =$$

$$= -0.6 \text{ kcal/mol} \quad (4.1)$$
In summary, based on the energy cycle of Fig. 4.4, we can get the value for $\Delta \Delta G$ (see Eq. 4.1), and thereby conclude that the energy difference between being in water on the outside of the channel and being at the binding site is about the same for Mg$^{2+}$ and Ca$^{2+}$ even though we cannot calculate the actual energy difference for either one independently using TI.

*Potential of Mean Force (PMF)*

![Potential of Mean Force Graph](image)

Figure 4.7: Potential of mean force for each divalent ion being placed along the permeation reaction coordinate.

Figure 4.7 shows the PMF results. Here we can see the minima as a function of the positions in which each of the asparagines detached the ion. Overall the PMF is flat for Ca$^{2+}$ and it shows a higher barrier for Mg$^{2+}$. The multiple local minima show the kinetic effect, and confirms the trend in the exchange reaction, in which for each minimum each ion has at least one less oxygen donor from asparagines. One should be careful when interpreting this graph.
though: there are limitations intrinsic to the slow substitution of exchange in the first solvation shell of $\text{Mg}^{2+}$. The energy profile is not complete until all possible configurations around $\text{Mg}^{2+}$ are sampled for each simulated position, but in the case of the presented graph, only one configuration was found per position.

4.4 Conclusion

Our study shows the subtle differences between the NMDAR model when $\text{Ca}^{2+}$ and $\text{Mg}^{2+}$ are in its core. Energetically, $\text{Mg}^{2+}$ is more stable in the core of the protein than $\text{Ca}^{2+}$, as expected from our results in Chapter 2, in which $\text{Mg}^{2+}$ was more stable in amides than $\text{Ca}^{2+}$ as well. The binding free energy in the channel is at the same order of magnitude of the binding free energy in water, showing that the water environment for each ion is similar to the protein environment for the same ions.

The comparison between the exchange of ligands for $\text{Mg}^{2+}$ and $\text{Ca}^{2+}$ in our NMDAR model, as well as the local and global conformation changes discussed here and in the previous chapter, indicates that different ions will accommodate different local arrangements. Nevertheless, the RMSDs calculated in Chapter 3 suggested that both models converged to the same structure. In this chapter we reproduced a permeation path for each of the ions. For both ions, the channels represent a similar type of cage, but $\text{Mg}^{2+}$ accommodates the six-ligands more strongly than $\text{Ca}^{2+}$ does. Moreover, $\text{Ca}^{2+}$ exchanged ligands in water and in the channel, while for $\text{Mg}^{2+}$ no exchange was observed.

For the simulation in which $\text{Mg}^{2+}$ was in the core of the protein, we found a persistent arrangement of six oxygen atoms in the ion coordination shell: one from a water molecule, four from asparagine side chains, and one from a as-
paragine backbone. For the simulation of the model with Ca\(^{2+}\) in its core, the number of oxygen ligands varied from six to eight, and they were a mix of oxygen from water molecules, and from asparagine side chains and backbones. This indicates that the exchange of ligands in the solvation shell of Ca\(^{2+}\) happens more often than for the solvation shell of Mg\(^{2+}\) in the protein, as it is also true in a solvent environment such as water and amides.

Mg\(^{2+}\) exchanges its ligands at a slower rate than Ca\(^{2+}\), and we believe this leads Mg\(^{2+}\) to block the channel and allows Ca\(^{2+}\) to cross it. The binding site is not rigid, and not all six asparagines bind the ions at the same time. Moreover, the channel is narrow enough to have oxygens from the asparagine backbones and side chains involved in the binding cage in the presence of the ions. These asparagines provide the ideal environment that functions like branches that capture the ions.

The PMF results confirm that Ca\(^{2+}\) crosses the channel with more ease than Mg\(^{2+}\). PMF also confirmed that there is not a well defined binding site for Ca\(^{2+}\) in the selectivity filter region (Premkumar and Auerbach, 1996; Watanabe et al., 2002). PMF indicates an overall interpretation of how the ion moves through the selectivity filter. The region of the binding site is inferred based on experimental data, because if asparagines in the selectivity filter are mutated, the channel loses the ability to be blocked by Mg\(^{2+}\). However the exact position of the binding site is unknown. Nevertheless, our free energy profile allows the characterization of possible binding sites, gives a semi-quantitative interpretation, and reproduces the permeation trend correctly.
CONCLUSIONS AND FUTURE WORK

In this thesis, we showed how computational chemistry methods can be used to give insights into a poorly understood complex biological system, the divalent ion selectivity in NMDARs. This goal was achieved by (i) using solvents to mimic the protein environment, (ii) building a realistic model of a TMD NMDAR in membrane and water, and (iii) using this model to predict the mechanisms of Mg$^{2+}$ block and Ca$^{2+}$ permeation in NMDARs.

Amide Solvents Reasonably Mimic Asparagine Interactions

The number of oxygen donors surrounding each divalent ion is an indication of the mechanism by which Ca$^{2+}$ permeates NMDARs while Mg$^{2+}$ blocks the channel. We used different solvents to mimic how the divalent ions interact with oxygen donors while these ions cross the channel. In this study, we performed a series of ab initio calculations of Ca$^{2+}$ and Mg$^{2+}$ in water to evaluate the mechanism of exchange of oxygen donor ligands with these divalent ions. We also performed MD simulations using water, and the amides NMA and DMF. This was done to mimic how the interactions of each ion with water are replaced by interactions with asparagines.
The *ab initio* calculations showed a higher barrier for solvation shell exchange in Mg$^{2+}$ when compared to Ca$^{2+}$. The calculations of the total solvation free energy in solution yield accurate results. These results show the higher stability of Ca$^{2+}$ and Mg$^{2+}$ in NMA and DMF when compared to water, a trend that confirms the higher stability of these divalent ions in the core of the protein compared to the solvation of water.

The MD simulations using amide and water solvents reasonably reproduce experimental data for energy calculations, as well for the kinetic barrier calculations for Ca$^{2+}$. Hence these calculations can be used in the protein simulations. The kinetic barrier calculations for Mg$^{2+}$ are not in complete agreement with experimental results, but the simulation is able to reproduce the barrier energy trend. The kinetic studies can provide a semi-quantitative interpretation of the mechanisms involving Ca$^{2+}$ and Mg$^{2+}$.

*We Developed an Equilibrated TMD NMDAR Model*

We used homology modeling to develop a TMD NMDAR model. The templates we used for it consisted of available structures of NaK and AMPAR channels (*Shi et al., 2006; Sobolevsky et al., 2009*). We used a combination of these templates, in which the helices were chosen so as to give the positioning of residues that best agrees with experimental data. We also mutated four residues in the top of the model to guarantee its stability. The mutant A+7T NMDAR is functional.

We equilibrated the systems and performed two sets of simulations. In each of them we placed either Ca$^{2+}$ or Mg$^{2+}$ in the core of the mutated protein model. The protein models were placed in membrane and water. The analyses
of the equilibration and production runs confirmed that the models were stable and in agreement with experimental data.

Asparagines Function as Branches that Capture Divalent Ions

We calculated the free energy difference between Ca\(^{2+}\) and Mg\(^{2+}\) in the core of our protein model. This calculation showed a lower energy of Mg\(^{2+}\) in the binding site when compared to Ca\(^{2+}\).

Moreover, we calculated the free energy of moving each divalent ion along the y-reaction coordinate, that captures the permeation process. The results show an overall flatter profile for moving Ca\(^{2+}\) across the channel, and thus suggest that there is not a binding site with a deep well, as must be the case to permit fast permeation. For the calculations with Mg\(^{2+}\), the PMF graphs indicate we chose a reasonable region for the binding site to place this divalent ion as this position corresponds to a local minimum in the PMF profile.

By calculating the frequency of exchange of solvation shell ligands in the core of the protein, we were able to confirm that the oxygen donor exchange is associative for Ca\(^{2+}\), and dissociative for Mg\(^{2+}\). For the simulation in which Mg\(^{2+}\) was in the core of the model, we found a persistent arrangement of six oxygen atoms in the ion coordination shell: one from a water molecule, five from four asparagines. However, there may exist other arrangements for Mg\(^{2+}\) besides the one we found. For the simulation of the model with Ca\(^{2+}\) in its core, the number of oxygen ligands varied mostly from six to eight (rarely five), and they were a mix of oxygen from water molecules, and from asparagine side chains and backbones. This indicates that Ca\(^{2+}\) is more permissive than Mg\(^{2+}\) to exchanging ligands in the protein, which is also the case in solvent simulations.
The selectivity filter has a very small pore when either Ca\(^{2+}\) or Mg\(^{2+}\) are present. This is because the asparagines in this region create a cage that surrounds each divalent ion. This explains how the pore is able to distinguish between Ca\(^{2+}\) and Mg\(^{2+}\): these aspargines provide the ideal environment that functions like branches that capture the ions.

In summary, we were able to build a well equilibrated model, and have a better understanding of the TMD NMDAR selectivity mechanism. We believe that this is an important step toward providing a basis for rational drug design.

5.1 Future Work

Several additional computational studies of NMDARs can be done. For example, one may mutate the model presented in this work to compare model predictions to data. Furthermore, simulation of models with in silico mutations would allow prediction of the effect of these alterations in the permeation of ions. Also, a new model in which the subunits are other than GluN1 and GluN2A may contribute to a better understanding of subtle differences in their functional properties, and thus contribute to rational drug design by targeting different receptor subtypes (Hardingham, 2009; Kiss et al., 2012).

Also, as discussed in Chapter 2, standard force fields reproduce most of the empirical data related to quantifying divalent interaction properties, but not all. One of the missing features in the standard force fields is polarizability, that once taken into account may overcome these issues. Thus using polarizable force fields in the simulations is a natural next step, which we will explore in a forthcoming paper.
GAUSSIAN QUADRATURE POINTS AND WEIGHTS

To calculate \( L \), a defined integral from 0 to 1 of a function \( I \) that depends on \( \lambda \), represented as:

\[
L = \int_{0}^{1} I(\lambda) \, d\lambda \quad (A.1)
\]

one can use the gaussian quadrature method. To calculate the above integral, this method uses weighted sum:

\[
L = \sum_{i} w_{i} I(\lambda_{i}) \quad (A.2)
\]

where \( w_{i} \) are the weights chosen according to the \( \lambda \) quadrature points. Without further details, some of the possible sets of \( \lambda \) and weights are listed in the Table A.1.
Table A.1: Sets of $\lambda$ and weights in the gaussian quadrature method for a total of $n$ number of $\lambda$s.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\lambda_i$</th>
<th>$1 - \lambda_i$</th>
<th>$w_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.21132</td>
<td>0.78867</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.1127</td>
<td>0.88729</td>
<td>0.27777</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.44444</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.04691</td>
<td>0.95308</td>
<td>0.11846</td>
</tr>
<tr>
<td></td>
<td>0.23076</td>
<td>0.76923</td>
<td>0.23931</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.28444</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.02544</td>
<td>0.97455</td>
<td>0.06474</td>
</tr>
<tr>
<td></td>
<td>0.12923</td>
<td>0.87076</td>
<td>0.13985</td>
</tr>
<tr>
<td></td>
<td>0.29707</td>
<td>0.70292</td>
<td>0.19091</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.20897</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.01592</td>
<td>0.98408</td>
<td>0.04064</td>
</tr>
<tr>
<td></td>
<td>0.08198</td>
<td>0.91802</td>
<td>0.09032</td>
</tr>
<tr>
<td></td>
<td>0.19331</td>
<td>0.80669</td>
<td>0.13031</td>
</tr>
<tr>
<td></td>
<td>0.33787</td>
<td>0.66213</td>
<td>0.15617</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.16512</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.00922</td>
<td>0.99078</td>
<td>0.02359</td>
</tr>
<tr>
<td></td>
<td>0.04794</td>
<td>0.95206</td>
<td>0.05347</td>
</tr>
<tr>
<td></td>
<td>0.11505</td>
<td>0.88495</td>
<td>0.08004</td>
</tr>
<tr>
<td></td>
<td>0.20634</td>
<td>0.79366</td>
<td>0.10158</td>
</tr>
<tr>
<td></td>
<td>0.31608</td>
<td>0.68392</td>
<td>0.11675</td>
</tr>
<tr>
<td></td>
<td>0.43738</td>
<td>0.56262</td>
<td>0.12457</td>
</tr>
</tbody>
</table>
## Command Lines and Scripts

### b.1 Gaussian and Antechamber

The command line in GAUSSIAN for optimization of the geometry is:

```plaintext
# P X/6-31G* opt pop=MK
```

and the command for ESP grid calculation is

```plaintext
# P X/6-31G* SCF=Tight Pop=MK IOp(6/33=2,6/41=10,6/42=17)Density=current
```

where X is the level of calculation in both command lines.

The Antechamber command for an output file from the previous calculation is:

```plaintext
antechamber -i file.out -fi gout -o res_dmf.ac -fo ac -c resp
```

---

```plaintext
1  %chk=MGHOH6.chk
#p MP2/6-31++G** OPT=z-mat SCF=TIGHT

MG(HOH)6 + H0H exchange rxn, rM06=2.2 (fixed), rM07=3.8

2  1
Mg
0  1     rM01
H  2     rOH11  1     aM0H1
H  2     rOH12  3     aHOH1  1     dMHOH1

(...)
```
AMBER: Sample of a Restraint Input File

DIHEdRAL RESTRAINT INPUT FILE

# Example of alpha helix phi for residue 21

&rst

iat(1) = 20 , iat(2) = 21 ,

iat(3) = 21 , iat(4) = 21 ,

atnam(1) = 'C ' , atnam(2) = 'N ' , atnam(3) = 'CA ' ,
atnam(4) = 'C ' , iresid = 1,

r1 = -80.0 , r2 = -70.0 , r3 = -50.0 , r4 = -40.0,
rk2 = 1.0, rk3 = 1.0
&end

# Example of alpha helix psi for residue 21
&rst
iat(1) = 21, iat(2) = 21,
iat(3) = 21, iat(4) = 22,
atnam(1) = 'N', atnam(2) = 'CA', atnam(3) = 'C',
atnam(4) = 'N', iresid = 1,
r1 = -60.0, r2 = -50.0, r3 = -30.0, r4 = -20.0,
rk2 = 1.0, rk3 = 1.0
&end

# Example of alpha helical h-bond restraint for residue 21
&rst
iat(1) = 21, iat(2) = 25,
atnam(1) = 'O', atnam(2) = 'H',
iresid = 1,
r1 = 1.75, r2 = 1.80, r3 = 1.85, r4 = 2.05,
rk2 = 1.0, rk3 = 1.0
&end
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