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Abstract—Robots that operate in complex physical environments can improve the accuracy of their perception systems by fusing data from complementary sensing modalities. Furthermore, robots capable of motion can physically interact with these environments, and then leverage the sensory information they receive from these interactions. This paper explores the use of sound data as a new type of sensing modality to classify vehicle-terrain interactions from mobile robots operating outdoors, which can complement more typical non-contact sensors that are used for terrain classification. Acoustic data from microphones was recorded on a mobile robot interacting with different types of terrains and objects in outdoor environments. This data was then labeled and used offline to train a supervised multiclass classifier that can distinguish between these interactions based on acoustic data alone. To the best of the author’s knowledge, this is the first time that acoustic data has been used to classify a variety of interactions that a vehicle can have with its environment, so part of our contribution is to survey acoustic techniques from other domains and explore their efficacy for this application. The feature extraction methods we implement are derived from this survey, which then serve as inputs to our classifier. The multiclass classifier is then built from Support Vector Machines (SVMs). The results presented show an average of 92% accuracy across all classes, which suggest strong potential for acoustics to enhance perception systems on mobile robots.

I. INTRODUCTION

Mobile robots that autonomously operate outdoors must be prepared to handle complex, unknown environments. At a minimum, these robots must be able to detect and avoid dangerous situations, which means their perception systems must be as accurate as possible. The fusion of data from different sensing modalities can increase accuracy, so it is important for roboticists to continue to explore the space of possible sensor choices. Typically, mobile robots use optical sensors to classify terrain in the surrounding environment. Microphones mounted on a mobile robot can complement optical sensors by enabling the vehicle to listen to the interactions that it has with that same terrain. Similar to other proprioceptive sensors, we propose to use acoustics as a means to help a robot understand what its body is experiencing. In this case, the experience is from vehicle-terrain interactions; hence, we will refer here to both acoustics and proprioception as “interactive” sensing modalities.

Optical sensors such as cameras and lidar are powerful tools for classifying terrain in some volume of space around a robot. However, these systems are often unreliable due to variations in appearance within each terrain class. Interactive sensors will not be sensitive to changes in appearance. They might be unreliable due to other factors, but as long as these are not the same factors that affect the optical sensors, then the two sensing modalities will fail in different circumstances. Therefore, they can be used to correct each other’s mistakes. Ideally, scene interpretation would always be achieved by the optical sensors so that the volume of space around the robot can be understood without the need for interaction with that volume. Interaction requires the robot to use resources such as energy and time; and for hazardous terrain types, interaction could damage the robot. However, if the optical sensors fail, then interaction might be the only alternative. Interactive sensors can at least alert the robot at the beginning of an unwanted event before further damage ensues or further resources are wasted.

For instance, imagine that a robot has an optical classifier to detect water, but that this classifier sometimes makes mistakes. If the robot fails to detect the water and then subsequently drives into it, the sound of the water splashing could be used to correct the mistake. Allowing the robot to become wet could be damaging, but at least the splashing sound is a cue to slow down and retreat before the water gets deeper. Fig. 1 shows our robotic platform in two of our test environments. On the left, the robot is in a shallow stream; on the right, the robot is on a gravel road. These surfaces are somewhat similar in appearance, and many factors could change their appearance to the point where optical sensing will not be enough to distinguish between the two terrain types. On the other hand, the sound of the vehicle’s interaction with these terrain types would remain relatively constant.

Fig. 1. The John Deere E-Gator platform used in this work is shown here at two data collection locations. (a) shows the vehicle in murky water, (b) shows the vehicle on a gravel road. These surfaces are somewhat similar in appearance, and many factors could change their appearance to the point where optical sensing will not be enough to distinguish between the two terrain types. On the other hand, the sound of the vehicle’s interaction with these terrain types would remain relatively constant.
changes in consistency such as murky water, deformation of the water due to wind ripples or a running stream, and misleading facades such as surface vegetation or lily pads. They could confuse features coming from camera imagery such as color, intensity, and reflective properties. They could also confuse shape features coming from lidar, not to mention that lidar is particularly bad at handling water due to its reflective properties. On the other hand, none of these factors would have much of an effect on the sound of the vehicle's interaction with these terrain types.

There has been a body of work in terrain classification using proprioceptive sensors on mobile robots to interpret vehicle-terrain interactions. Wellington and Stentz [1] detected vegetation by using vehicle pose estimates to determine ground compressibility, and then used this to train a lidar model. Collins and Coyle [2] implemented vibration-based terrain classification, using various inputs from an Inertial Measurement Unit (IMU) to distinguish between ground types such as sand, clay, grass, gravel and asphalt. In particular, they take care to characterize the body of the vehicle as a dynamic system, so that they can factor out the transfer function of the vehicle body. Brooks and Iagnemma [3] used a contact microphone to pick up vibrations coming from a wheel axle in order to distinguish between sand, grass and rock. Furthermore, they demonstrated self-supervised terrain classification, using the vibration classifier to train a visual classifier. Note that the microphone they used is a contact microphone, which means it picks up vibrations through a solid, similar to the accelerometers in an IMU, rather than the normal air microphones we use in this work. Ojeda et. al. [4] did use an air microphone for terrain classification, but this modality is only able to distinguish grass. However, using an impressive suite of proprioceptive and near-range sensors, including microphones, gyroscopes, accelerometers, encoders, motor current, voltage sensors, ultrasonics and infrared, they are able to classify their full set of ground types: gravel, grass, sand, pavement, dirt.

In this paper, we present a supervised multiclass classifier to distinguish between the different interactions a mobile robot can have with its environment. We extend the previous work in proprioceptive terrain classification with an in-depth analysis of the use of microphones for this application. The results presented use only acoustic data. Similar to previous work, we analyze wheel-terrain interactions to identify certain ground types such as grass, pavement, and gravel. We extend the classification to body-terrain interactions pertaining to other parts of the vehicle besides the wheels, which could indicate potential hazards. This includes the vehicle submerging into water and bumping up against large obstacles such as rocks.

This paper is divided into the following sections. In Section II, we survey acoustic methods from other domains, since acoustic terrain classification on mobile robots is a relatively new application. In Section III, we lay out our technical approach, first describing the feature extraction methods derived from our survey and then describing our classification methods to build a multiclass classifier that can distinguish between a variety of vehicle-terrain interactions. In Section IV, we explain our experimental setup, where we describe the sensor setup on our test platform and data collection in the field. In Section V, we present our results, which demonstrate an average of 92% accuracy across our classes, suggesting strong potential for acoustics to enhance perception systems on mobile robots. Conclusions and discussion of future work are presented in Section VI.

II. RELATED WORK IN ACOUSTICS

Acoustics used for listening to the interaction of one object with another has primarily been explored in controlled laboratory environments where single impacts are recorded. Wu and Siegel [5] placed microphones and accelerometers in the heads of hammers, which they tapped against sheet-like materials to determine their integrity. Durst and Krotkov [6] measured the sound of striking objects with canes and extracted spectral peaks as features to determine material type. In later work, Krotkov et. al. [7] and Amsellem and Soldea [8] performed similar experiments which also took the shape of the object into account and then determined material type based on spectral energy decay. This worked well for those applications in which the signal source was a clean impact of a cane striking against a resonant object in a laboratory setting with no background noise. In our scenario, we sometimes have multiple impacts in succession (such as the vehicle bottoming out on rocks) or very complex impacts (such as splashing into water). In these cases, spectral peaks cannot easily be found. Furthermore, the vehicle is moving past these impacts as it is creating them, so the microphones will not stay in range of such impacts long enough to listen to their decay, even if the decay did have distinguishable features.

There is also a body of work in contact-based acoustic sensing, where contact microphones are attached close to a source of impact to pick up vibrations through a solid. As mentioned previously, Brooks and Iagnemma [3] used a contact microphone placed on a wheel axle for terrain classification. Scanlon [9] used hydrophones on the human body to diagnose cardiac and respiratory functions for health status monitoring. Cohn et. al. [10] showed how a single acoustic sensor can be used on a home gas regulator to monitor gas usage and classify home appliances. Contact microphones are more similar to accelerometers than they are to air microphones because they sense impact through solid materials, either from transient forces or vibrations. With the use of air microphones, we can listen to a wider variety of interactions. For instance, the sound of tires splashing into water might not cause a vibration through the solid of the vehicle.

Much of acoustic classification research in other domains has focused on finding structure within the time-varying elements of the data. Wellman et. al. [11] classified engine sounds by looking for harmonics in motor oscillations. This involves having a periodic sound source, which will manifest patterns over time. Hidden Markov Models (HMMs) have been used to learn the correlation of speech over time. (Nefian et. al. [12], Reyes-Gomez et. al. [13].) As mentioned previously, Krotkov et. al. [7] and Amsellem and Soldea [8] extract features from the spectral energy decay, where an evolution over time is one of the key factors. In our work we explicitly chose not to model time varying elements. There are no doubt dynamic changes in our data that could
form word-like structures, such as the start, middle and end of scraping against a rock, but we are not interested in learning the shape of one particular rock. Instead we want to generalize to any rock or other hard obstacle that could cause similar scraping sounds. It is generally true that the more complex a model is, the more of a chance there is for overfitting. This is especially true when data is limited. The only data we have for our application is data we collect ourselves; data collection and labelling is not easy, so we do not have very much of it.

Our work is most similar to applications where: 1) air microphones are used, 2) continuous sounds rather than single-impact sounds are characterized, and 3) the continuous signal is treated as a stationary process. This is demonstrated by Hoiem and Sukthankar [14] and Giannakopoulos et. al. [15], where they looked at sounds from movies, such as dog barks, car horns, and violent content. Another example is from Martinson and Schultz [16], where a robot classifies voice signatures to help identify people. In all of these works, features were extracted by looking at short windows in time and characterizing the temporal and spectral characteristics of these windows. We take a similar approach in the work presented here. We split our recorded time signals into short windows, where each window is a data point in our set. We assume the signals to be stationary processes, treating each window as independent from other windows in the same sequence. Although there are dynamic elements to the signals we record, we purposely do not characterize them in order to generalize our classes, as discussed above. In the following section, we describe more specifically the features we use, which are inspired from the related work discussed above in these various other domains.

III. TECHNICAL APPROACH

In chronological order, our approach involves:

1) Collecting sound signals from different vehicle-terrain interactions
2) Hand-labeling sequences from each signal as belonging to a particular “class” or interaction
3) Splitting up each labeled sequence into short time windows
4) Extracting features from these windows
5) Training a classifier from these features
6) Predicting the labels of each window from the classifier
7) Comparing our predictions to the hand-labeled values

A. Data Overview and Hand Labeling

Data was collected for the vehicle interacting with terrains in different environments. Some of these interactions were benign, such as driving over a certain type of road; others represented hazardous situations, such as driving into water or hitting a rock. Section IV will discuss the data collection in more depth.

To label the data, the starting and ending timestamps of each interaction event had to be determined. For example, a particular sound file might contain two events: driving through a puddle of water and driving along the road next to the puddle. Timestamps must be determined in order to break such a sound file up into separate sequences for these two events.

After labeling was complete, we had sequences of time series data where each sequence represented an event of interacting with a specific class. We split these sequences up into short time windows. Each window is then a data point which is used for feature extraction and classification. We empirically chose a window size of 400 ms, with 50% overlap between successive windows. We found that 400 ms was the shortest window we could use that still gave decent results. If the window is too short, then the small dynamic elements in the data will generate too much variability from one window to the next. As discussed previously, we are purposely not characterizing these dynamic elements.

Another problem is that the shorter the window, the less frequency resolution that can be captured when transforming the window into the frequency domain. On the other hand, shorter windows allow detection to happen more quickly, which is important for the eventual goal of online algorithms for autonomous robots.

B. Feature Extraction

We thoroughly experimented with a wide array of feature extraction techniques. A few features are extracted from the time domain and the majority from the frequency domain. To obtain the frequency domain, we first smooth each time domain frame with a Hamming window, and then we apply a Fast Fourier Transform (FFT). We retain the spectral amplitude coefficients for further analysis, ignoring the phase. We normalize the signal first in the time domain and then in the frequency domain. In the time domain, we normalize the amplitude of the signal to range between [-1,1], and then in the frequency domain we normalize the spectral distribution to sum to 1. Normalization makes our algorithms blind to volume, which prevents the classifiers from overfitting to factors such as the capture level of the microphone, the specific microphone being used, the distance from the microphone to the sound source, and certain variations across events from the same class.

We extract three features from the time domain. The first is the zero crossing rate (ZCR), which is the number of times per second that the signal crosses the zero axis. The second is the short time energy (STE), which is the sum of the
squares of the amplitudes. The third is the energy entropy, which is a measure of the abrupt changes in energy present in the signal. To calculate the entropy, the frame is subdivided into \( k \) subframes, with \( k = 10 \), chosen experimentally. The energy of each subframe is calculated as the short time energy (described above), and then normalized by the energy of the whole frame. The entropy is then calculated by \( E = - \sum_{i=0}^{K-1} \sigma_i^2 \cdot \log_2(\sigma_i^2) \) where \( \sigma \) is the normalized energy of a subframe.

We extract many features from the frequency domain. The most direct is treating each coefficient in the raw spectrum as a dimension in a feature vector. Because our microphone has a sampling frequency of 44.1 kHz, using the entire spectrum is computationally overwhelming. The majority of the spectral power is under 2 kHz, so we experiment with only using the lower part of the spectrum, varying the truncation point between 0.5 and 2 kHz. The rationale for this comes from the fact that the signal-to-noise ratio (SNR) is lower in regions of the spectrum where there is less power. However, these low SNR regions could contain some information, and this information might be very pertinent to distinguishing between different classes, so we do not necessarily want to ignore these regions altogether. Therefore as an alternative feature vector, we bin the spectrum along the coefficients, as is discussed in Hoiem and Sukthankar [14] and Peeters [17]. Binning allows the entire spectrum to be captured while still reducing the dimensionality. We also experiment with bins that are spread log-uniformly along the frequency scale, which focuses on the lower frequencies. This technique is particularly useful in capturing the entire spectrum and focusing on the high SNR regions, while still reducing the dimensionality. We experiment with different bin sizes for linear scaling and different logarithmic bases for log-uniform scaling.

Instead of looking at the entire spectrum as a vector, we also experiment with scalar features that characterize the shape of the distribution. We compute the moments of the distribution: the centroid, standard deviation, skewness, and kurtosis. (See Wellman et al. [11] for equations.) We also compute the spectral rolloff, which is the frequency value under which a certain percentage of the total power lies. We use a value of 80%, determined empirically. We also compute the spectral flux, which measures the rate of energy change. The flux is computed by taking the difference between the coefficients of consecutive frames and then summing and squaring the differences.

The various scalar quantities presented above are combined into feature vectors. Giannakopoulos et al. [15] looks at six of these scalars in particular: ZCR, STE, energy entropy, spectral centroid, spectral rolloff, and spectral flux. In following these methods, we combine these scalar values into a 6D feature vector. Wellman et al. [11] looks specifically at the distribution moments of the spectrum, and in following these methods, we create a 4D feature vector consisting of the spectral centroid, standard deviation, skewness and kurtosis.

To summarize, we take each 400 ms frame as a data point, and process it in different ways to form various feature vectors. We delineate these vectors in the following list, which are each used in separate trials as inputs into our classification algorithms.

- Raw spectral coefficients, truncated at varying values.
- Bins of spectral coefficients, with varying methods for binning.
- 6D vector of temporal and spectral characteristics, derived from Giannakopoulos et al. [15], which we will refer to as the “gianna” features.
- 4D vector of spectral moments (“shape” features).
- 9D vector which combines the 6D and 4D vectors above. We call this the “gianna and shape” vector. (Note that this is not 10D because one of the dimensions is present in both original vectors.)

C. Classification

For classification, we use Support Vector Machines that are implemented in the SVM-Light library (Joachims [18]). Since this is a new form of mobile robot proprioception, we do not have previous datasets to work from. The datasets we collected are small in comparison to the online data banks from which many machine learning applications benefit. SVMs are a good choice for handling small datasets because they are less prone to overfitting than other methods. SVMs also have a sparse solution, allowing for predictions to be very fast once the classifier is trained. This is important for online applications such as mobile robotics. (See Burges [19] for more discussion on these motivations.)

We experiment with both linear and radial basis function (RBF) kernels. RBF kernels sometimes perform better than linear kernels because they can handle non-linear separations, and they sometimes perform better than polynomial kernels because they have less parameters to tune and less numerical instability. Linear kernels, however, are sometimes better for high dimensional feature spaces.

We build a multiclass classifier with the standard one-vs-one approach: we train binary SVMs between each pair of classes, and then each binary classifier is a node in a Decision Directed Acyclic Graph (DDAG), as described in Platt et al. [20]. A nice analogy for the DDAG graph is the following: imagine you have a game with multiple players. In each round of the game, two of the players compete. (This competition between two players represents a binary node.) Whichever player loses the round gets kicked out of the game. The winner then competes against another player, and the process repeats until there is only one player left in the game.

The best way to use SVMs for multiclass classification is an open question. We choose the one-vs-one approach (as opposed to using a single multiclass SVM) so that we can decompose the problem into a series of simpler problems. It is also faster in training time than a single multiclass SVM, which allows us to experiment with many different hyperparameters and feature combinations. One-vs-rest is another decomposition technique, but this approach involves another layer of parameter fitting to resolve the differing scales between binary nodes. With that being said, decomposition methods such as one-vs-one and one-vs-rest are both popular techniques, and standard SVM libraries such as LIBSVM and Weka use these techniques respectively for their multiclass implementations.

As a benchmark comparison, we also use k-nearest neighbor (k-NN) with inverse distance weighting. We use \( k = 10 \),
which was determined empirically. This means that for each binary decision in the DDAG tree, we replace the learned SVM classifier with a k-NN classifier.

IV. DATA COLLECTION

Data was collected from microphones mounted on a vehicle that was manually driven through various outdoor environments. The vehicle used was a mobile robot built on a John Deere E-Gator platform shown in Fig. 1. Two microphones were used, one mounted on the front grill of the vehicle (Fig. 2), and one mounted on the back bed (Fig. 4). A webcam is also mounted on the front of the vehicle to provide image streams to assist in hand-labeling. Data was collected for six outdoor vehicle-terrain interactions, each of which is categorized as a separate class in our classification algorithms. The classes fall into two main categories: benign and hazardous terrain interactions. We have three classes for each category, as listed below:

1) Benign terrain interactions:
   a) Driving over grass
   b) Driving over pavement
   c) Driving over gravel road

2) Hazardous terrain interactions:
   a) Splashing in water
   b) Hitting hard objects
   c) Wheels losing traction in slippery terrain

The benign interactions are different types of flat surfaces that the vehicle might drive over, whereas the hazardous interactions represent dangerous situations that a vehicle might encounter with caution or by accident. For each class, we collected data from multiple locations. We chose locations with differing characteristics so that there was variation within each class. This prevented our classifiers from overfitting to specific data sets.

For the benign terrains, the sounds differed according to how the tires interacted with the road surface. For the grass terrain, the locations varied from clean-cut lawns to unmaintained, park-like settings. For the pavement terrain, the locations varied from new asphalt parking lots to older concrete roads. For the gravel terrain, the locations varied from dirt roads with a few slag pebbles to dense collections of crushed limestone.

For the “splashing in water” terrain, we drove into puddles and shallow streams to collect the sound of splashing produced by the tires and undercarriage of the vehicle. We collected data from three puddles formed from rain in ditches along dirt roads (Fig. 3(a)), where the dirt roads had varying levels of mud and ditch depth. We also collected data from two locations in a naturally running stream of water about one foot deep (Fig. 3), where each location had varying levels of terrain roughness and water flow.

For the “hitting hard objects” terrain, we drove the side of the vehicle into large rocks and other hard objects (Fig. 4). To prevent damage to the vehicle, we rigidly attached a large steel sheet to the side of the vehicle, similar in thickness and material to the vehicle frame. The collisions always happened against this steel sheet. We collected data from six different objects, hitting each object multiple times from multiple angles. Our data set contains 20 to 30 collisions with each object, consisting of banging and scraping sounds as the vehicle hits the object and continues to try to drive past it. We used objects of various shapes and sizes. One was a rectangular cement block, two were sandstone rocks, two were rocks formed from a concrete gravel mix, and one was a rock formed from molten slag.

For the “losing traction” class, we collected data when the vehicle got stuck in slippery terrain such as mud or snow, or from uneven terrain such as a ditch. These events consisted of the tires spinning in place with no traction. This data was the result of our vehicle actually getting stuck when trying to

Fig. 2. The front grill of the E-Gator platform, showing where sensors are mounted. Close-ups are shown for one of the microphones and the webcam attached to the front grill. The microphone is positioned to monitor interactions between the front of the vehicle’s body and the environment. The webcam collects an image stream which assists in hand-labeling.

Fig. 4. Example of a rock used for the “hitting hard objects” class. Left: The vehicle driving into a rock. The location of the collision is against the steel metal plate mounted to the side of the vehicle, to protect the vehicle’s frame from damage. Right: A closeup of the microphone mounted on the back of the vehicle near to the collision location.
We captured this data type in over ten different locations, with each location consisting of multiple traction loss events. These locations included ditches in off-road meadows, ditches in a snow-covered trail, uneven terrain in the stream mentioned above, and various ditches next to the rocks mentioned above.

The two microphones used were identical, differing only in color. They are Blue Snowball condenser microphones, with a 44.1 kHz sampling rate and a 16 bit depth. We used the omnidirectional setting on both microphones so that our data generalized to sounds captured from different locations on the vehicle. The back microphone was positioned near the mounted steel sheet so that we could capture the sounds of hitting hard objects. The front microphone is mounted low to the ground near the front wheels. This microphone was predominantly responsible for capturing the sounds for all of the other classes.

For all of the trials, we maintained a roughly constant speed between 2 m/s and 3 m/s. Earlier experiments showed that speed can have a large effect on the sound of the interaction, so we control this variable here. We implemented a speedometer by differentiating the encoder values and displaying them to a laptop screen, which the driver uses to roughly control the speed.

V. EXPERIMENTS AND RESULTS

We separated the data for each class into training and test sets. Since we have multiple locations for each class, we never have the same location in both the training and test sets for any given class. Our results therefore prove the ability of our models to handle new locations.

Table I shows the number of data points in each of the sets. Note that there is much less data for the last two classes because these interactions involved short events, whereas for the first four classes we had more continuous stretches of terrain with which to interact. To preserve symmetry, we trained on the same number of data points for each class. Since 89 was the minimum number of training points, we randomly chose 89 points from the larger data sets to use for the training. We did not limit the test data.

We ran our algorithm on separate trials for different feature and classifier combinations. We experimented with the five feature sets as listed in Section III and three classifier variants: SVM with an RBF kernel, SVM with a linear kernel and k-NN. For each combination, we trained the binary classifiers separately, where each binary classifier is a node in the one-v-one graph. (This does not apply to the k-NN classifier, since there is no training involved.)

For each binary node, we performed the following steps. First, we zero mean shifted and whitened the training data. These transformations were stored as part of the model for that node and then used as well on the test data. We then used leave-one-out cross validation on the training data to tune the constraint parameter for the SVM as well as the sigma value when using an RBF kernel. We iterated over values between 2e-5 and 2e11 for each parameter, first over a course grid and then again over a finer grid using the optimal subregion from the coarse grid.

Once the training on the binary nodes is complete, the test data is fed into the one-v-one graph, and accuracies are determined by comparing the true labels to the predictions that are output from the graph. Fig. 5 shows accuracies for each of the feature/classifier combinations. Full results would show a 6x6 confusion matrix for each trial. For compactness, we condense each confusion matrix into one number, which is the average of the true positive rates across all six classes.

Note that for a binary classifier, 50% accuracy signifies no information. Across six classes, this number is 17%. The lower the performance of a trial, the more that classifier is overfitting to the training data. The worst results are given by the raw FFT feature vector. Since this vector has the highest dimension, it makes sense that it would overfit. The “log bins” vector overfits with the RBF kernel but then performs very well with the linear kernel. This is plausible considering this vector still has a relatively high dimension; since the RBF kernel adds another parameter to the classifier, this increases the chances of overfitting. The lower dimensional feature sets perform well across both SVM variants.

The two trials that perform the best are the “gianna and shape” feature set with an RBF kernel, and the “log bins” feature set with a linear kernel. We use these two combinations to run further experiments. The next factor we experimented with was which microphone to use. The easiest method is to always use the back microphone for the “hitting hard objects” class, and use the front microphone for all other classes. This means that for both the training and test sets, we explicitly select which microphone to use. This is what we did for the results presented above in Fig. 5. One could argue that this is giving the test data too much information, so we also ran experiments where we use both microphones for all classes. This means that for each short time window in our data set, we really have two short time

| Table I: Number of Data Points for Each Class |
|----------------|----------------|----------------|
| class          | training | test |
| grass          | 1364     | 1373 |
| pavement       | 1856     | 1377 |
| gravel         | 3986     | 4347 |
| water          | 1787     | 3384 |
| hard objects   | 203      | 65  |
| losing traction| 89       | 244  |

Fig. 5. Bar chart of average accuracies for the different feature and classifier combinations. Each main group along the x-axis is a classifier choice. Within each group, the legend specifies the various feature sets used. The dimension of each feature choice is given in parentheses.
windows, one from each microphone. We experiment with different methods of combining these two data points. One way is to treat the two data points as separate members of the dataset, which doubles the number of data points. Another way is to concatenate the feature vectors from the two data points together, thereby doubling the dimension. A third way is to average the two vectors together.

We try each of these methods on the two best trials from above, and we show these results in Fig. 6. Again, each bar is an average true positive rate for a particular trial. The first group on the left, “choosing mic”, is the original method of choosing which microphone to use for which class, and so these two bars are the same as in Fig. 6. The next three groups show the different methods of combining the two microphones. The averaging method performs the best. Doubling the dimension also performs very well for the “gianna and shape” vector, but the “log bins” vector suffers. Since the “log bins” vector already has a very high dimension, it makes sense that doubling the dimension would cause problems. Treating the microphones as separate data points ("doubling data") does not perform very well because the data coming from each microphone is inherently different. The distance from a particular sound source should not in itself have much of an effect since we normalize the volume, but the ratio of source sound to background sound will be quite different for the two microphones.

We take the best result from above that uses both microphones (“averaging” with “gianna and shape”), and we further improve the results by applying a mode filter to smooth out noise. Each short time window exists within a time sequence, and we slide a larger window across each sequence that is five times the size of each short time window data point. We tally the votes for each data point’s prediction in this larger window, and use this vote to relabel the data point in the center of the window. Note that even though we are using the time dimension to help with noise smoothing, we are still ignoring this dimension in the training process so that the time-varying structure is not modeled.

This smoothing step increases the average accuracy from 78% to 92%. We show the full confusion matrix for this best result after smoothing in Table II below.

The class that performs the worst is the pavement class, with a true positive rate of 70%. This class is getting confused the most with the other benign road classes, the grass and the gravel. This suggests that the differences in the sounds between these road classes are more subtle. If the motivation is to detect hazardous situations for the vehicle, then we might collapse the benign road types into one general benign class. Without retraining, we can convert the matrix to combine the benign classes into one block cell. This gives us the 4x4 matrix in Table III below. Collapsing these three classes is equivalent to the classifier adding an “or” operation after its prediction step. In other words, the “benign” class is chosen if the grass class or the pavement class or the gravel class is predicted. This increases the average accuracy to 96%, with a minimum class accuracy of 92%.

We summarize here how we arrive at our final results. We use a “gianna and shape” feature vector, averaging the feature vectors coming from each microphone. We feed the averaged vector as a data point into an SVM classifier with an RBF kernel. This classifier is trained separately for each binary node in the multiclass graph. We then smooth out noise by running a mode filter over the predictions. This gives us an average accuracy of 92%, and we can optionally perform a final “or” operation to collapse the benign road classes, giving us an average accuracy of 96%.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we present a method to classify the different interactions a mobile robot can have with an outdoor environment, using only acoustic data. We present acoustics as a new type of proprioceptive technique for mobile robots to “feel out” their environment. To the best of the author’s knowledge, acoustics has not been used before for classifying a variety of environmental interactions, so we draw from research in other domains to formulate our methods. We survey past research in mobile robot proprioception as well.
as acoustics used in other applications. We weigh the similarities and differences of these other applications in order to choose the right techniques for our domain. We obtained an average true positive rate of 92%, and this rate was increased to 96% when focusing on hazardous terrain interactions. (Future work could include improving the accuracy for the benign terrain types.) These are very strong results and suggest that acoustics is a promising method for enhancing the perception systems on mobile robots.

Currently our method works on 400 ms windows, with smoothing across five windows, so detection is automatic to within a range of 2 seconds. For detecting hazardous classes such as water, 2 seconds might be too long of period to wait, so these techniques could be improved by decreasing the detection time.

Although we achieve good accuracy for six labels, future work could continue to expand this label set to include more terrain types. Along with an expanded label set comes the need to continue to explore feature extraction and classification techniques. Although SVMs are a good choice for small data sets, other classifiers might lend themselves more naturally to large multiclass problems.

This work is our first attempt at feature selection, first qualitatively by surveying other acoustic research and selecting suitable choices, then quantitatively by analyzing different feature choices and classifier variants. These choices can be used as a benchmark to build more complete feature selection techniques, using formal methods to maintain computational feasibility in the selection process.

From a hardware perspective, this work would benefit from incorporating other proprioceptive sensors for classification, such as vibration sensors, IMUs, gyroscopes, GPS, and various near-range sensors. One simple proprioceptive parameter is speed, which we mentioned has a large effect on the acoustic signature of the vehicle-terrain interactions. We controlled this parameter by manually driving the vehicle at the same speed for all of our experiments. Future work could involve autonomous speed control and then data collection at more specific discrete speed increments. This data could then be used to either train separate classifiers for each speed or more intelligently interpolate between speeds to factor out this variable. Other parameters besides speed should also be examined, and then incorporated either as a control or as an input to the terrain classifier.

As the number of sensing modalities increases, so too does the number of data fusion techniques. Not only is feature selection important, but feature combination becomes important as well. Future work could explore how to combine different feature vectors, whether they are vectors coming from different data sources or vectors coming from different feature extraction methods on the same data. The areas of enhanced perception and sensor fusion are rich with research questions and are particularly useful for robotic applications that involve large amounts of uncertainty, such as mobile robots driving in outdoor environments.
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