








Figure 4: Part of the WW MSA we used. In yel-
low are positions identified by [19] as being crit-
ical to folding. Positions we additionally iden-
tify are in green. The conservation profile (top)
shows the entropy (scaled) at each position. The
coupling profile is shown below the MSA.

(A)

(B)

Figure 5: (A)Number of edges versus imputa-
tion error for the WW domain. The model at
the knee was a model that minimized the L1-L2

norm and had 122 edges (shown with a black di-
amond). Comparisons to the GMRC method and
a method based on statistical coupling (∆∆Gstat)
are shown. (B) The edges of the model used in
the discriminative task, overlaid on the structure
of the WW domain of a ubiquitin protein lig-
ase(PDB id: 1I5H)[4]
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Figure 6: (A) Number of edges versus imputation error for the PDZ domain. Comparisons to the
GMRC method and a method based on statistical coupling (∆∆Gstat) are shown. (B) Edges learnt
from our models overlaid on the structure of PDZ domain of PSD-95(PDB id:1BE9). Edge colors
indicate the strength of the coupling (red being the strongest, and blue being the weakest)

protein. This position is connected to ALA-88 and VAL-60 in our model, and does not appear in
the network suggested by [17], but has been implicated by NMR experiments [12] as being dy-
namically linked to the active site. Thus, our method appears to capture a richer set of interactions
than that are possible using SCA.

6 Discussion and Future Work
In this paper we have proposed a statistical sequence-based approach to modeling the evolutionary
pressures on a protein family. Overall, we find that by employing sound probabilistic modeling and
convex structure (and parameter) learning, we are able to find a good balance between structural
sparsity (simplicity) and goodness of fit. We demonstrate the utility of our method in identifying
constraints useful both in protein design and in furthering our understanding of protein function
and regulation.

One limitation associated with a sequence-only approach to learning a statistical model for
a domain family is that the correlations observed in the MSA can be inflated due to phylogeny
[18, 9]. There are a number of ways to incorporate phylogenetic information into our model. For
example, given a phylogenetic clustering of sequences, we can incorporate a single additional node
in the graphical model reflecting the cluster to which the sequence belongs. This would allow us
to distinguish functional coupling from coupling caused due to phylogenetic variations.

Designing proteins from a generative sequence based model such as ours could be greatly
enhanced by incorporating structure based information which explicitly models the physical con-
straints of the protein. Such information could easily be incorporated either through the use of
informative priors (e.g., interaction energies, etc), or by the addition of edge features.
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Figure 7: ROC curve of our model for the task of distinguishing artificial WW sequences that fold
from those that don’t. All sequences and their labels (folded in vivo or not) are from [19]

Recently, [21] proposed a new method specifically to optimize costly functions, where the
projection step is cheap, by using a quasi-Newton algorithm which uses local curvature of the
objective to approximate its second derivative. Typically, this leads to much faster convergence.
We expect this to be applicable to our method.

Acknowledgments
This research was supported by NSF IIS-0905193 and an award from Microsoft Research to CJL.

References
[1] D. Altschuh, T. Vernet, P. Berti, D. Moras, and K. Nagai. Coordinated amino acid changes in

homologous protein families. Protein Eng., 2(3):193–199, September 1988.

[2] Andreas Argyriou, Theodoros Evgeniou, and Massimiliano Pontil. Convex multi-task feature
learning. In Machine Learning. press, 2007.

[3] A. Bateman, E. Birney, L. Cerruti, R. Durbin, L. Etwiller, S.R. Eddy, S. Griffiths-Jones, K.L.
Howe, M. Marshall, and E.L.L. Sonnhammer. The Pfam protein families database. Nucleic
acids research, 30(1):276, 2002.

13



Figure 8: Graph showing all edges identified for the PDZ domain

14



[4] H.M. Berman, J. Westbrook, Z. Feng, G. Gilliland, T.N. Bhat, H. Weissig, I.N. Shindyalov,
and P.E. Bourne. The protein data bank. Nucl. Acids Res., 28:235–242, 2000.

[5] J. Besag. Efficiency of pseudolikelihood estimation for simple Gaussian fields. Biometrika,
64(3):616–618, 1977.

[6] Stephen Boyd and Lieven Vandenberghe. Convex Optimization. Cambridge University Press,
March 2004.

[7] David Maxwell Chickering and Craig Boutilier. Optimal structure identification with greedy
search. Journal of Machine Learning Research, 3:507–554, 2002.

[8] Anne Dhulesia, Joerg Gsponer, and Michele Vendruscolo. Mapping of two networks of
residues that exhibit structural and dynamical changes upon binding in a pdz domain protein.
Journal of the American Chemical Society, 130(28):8931–8939, July 2008.

[9] Joseph Felsenstein. Inferring Phylogenies. Sinauer Associates, September 2003.

[10] Anthony A. Fodor and Richard W. Aldrich. On evolutionary conservation of thermodynamic
coupling in proteins. Journal of Biological Chemistry, 279(18):19046–19050, April 2004.

[11] Angelika Fuchs, Antonio J. Martin-Galiano, Matan Kalman, Sarel Fleishman, Nir Ben-
Tal, and Dmitrij Frishman. Co-evolving residues in membrane proteins. Bioinformatics,
23(24):3312–3319, December 2007.

[12] E.J. Fuentes, C.J. Der, and A.L. Lee. Ligand-dependent dynamics and intramolecular signal-
ing in a PDZ domain. Journal of molecular biology, 335(4):1105–1115, 2004.
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