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ABSTRACT

Cryosurgery is the destruction of undesired biological tissues by freezing. Modern cryosurgery is frequently performed as a minimally-invasive procedure, where multiple hypodermic, needle-shaped cryoprobes are inserted into the target area to be treated. The aim of the cryosurgeon is to maximize cryoinjury within a target region, while minimizing damage to healthy surrounding tissues. There is an undisputed need for temperature-field reconstruction during minimally invasive cryosurgery to help the cryosurgeon achieve this aim.

The work presented in this thesis is a part of ongoing project at the Biothermal Technology Laboratory (BTTL), to develop hardware and software tools to accomplish real-time temperature field reconstruction. The goal in this project is two-fold: (i) to develop the hardware necessary for miniature, wireless, implantable temperature sensors, and (ii) to develop mathematical techniques for temperature-field reconstruction in real time, which is the focus of the work presented in this thesis. To accomplish this goal, this study proposes a computational approach for real-time temperature-field reconstruction, combining data obtained from various sensing modalities such as medical imaging, cryoprobe-embedded sensors, and miniature, wireless, implantable sensors. In practice, the proposed approach aims at solving the inverse bioheat transfer problem during cryosurgery, where spatially distributed input data is used to reconstruct the temperature field.

Three numerical methods have been developed and are evaluated in the scope of this thesis. The first is based on a quasi-steady approximation of the transient temperature field, which has been termed Temperature Field Reconstruction Method (TFRM). The second method is based on analogy between the fields of temperature and electrical potential, and is thus termed Potential Field Analogy Method (PFAM). The third method is essentially a hybrid of TFRM and PFAM, which has shown superior results. Each of these methods has been benchmarked against full-scale finite elements analysis using the commercial code ANSYS. Benchmarking results display an average mismatch of less than 2 mm in 2D cases and less than 3 mm in 3D cases for the location of the clinically significance isotherms of -22°C and -45°C.

In an advanced stage of numerical methods evaluation, they have been validated against experimental data, previously obtained at the BTTL. Those experiments were conducted on a gelatin solution, using proprietary liquid-nitrogen cryoprobes and a cryoheater to simulate urethral warming. The design of the experiment was aimed at creating a 2D heat-transfer
problem. Validation results against experimental data suggest an average mismatch of less than 2 mm, for the hybrid of TFRM + PFAM method, which is of the order of uncertainty in estimating the freezing front location based on ultrasound imaging.
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Chapter 1: Introduction

The work presented in this thesis aims at the development and validation of mathematical techniques for the purpose of real-time monitoring of the temperature field during minimally invasive cryosurgery. In this chapter, an overview of cryosurgery is presented, including a short history of cryosurgical procedures and an explanation of modern prostate cryosurgery. In addition, an introduction to temperature field reconstruction is presented, along with the objectives for this thesis.

1.1 History of Cryosurgery

Cryosurgery is the destruction of undesirable biological tissue by freezing. The benefits of applying cold temperatures to tissue for the treatment of injuries and inflammation have been known for a long time. However, the technique of freezing tissue to induce necrosis has relatively modern origins, with the first reported cases within the last century. An overview of the recent history of cryosurgery is presented below, including its origins in the mid 19th century up through the modern era starting in the 1960s.

The first documented uses of cryosurgery are from the mid 19th century, when a physician by the name of James Arnott [1] published reports describing the freezing of cervical and skin cancers. Towards the end of the 19th century, technological advancements allowed for the compression, liquefaction, and storage of atmospheric gases [2]. These newly available cryogens were used mainly for topical ailments to different degrees [3, 4]. Starting in the late 1930s, some clinicians began pioneering work on cryosurgical techniques for treating deep-tissue malignancies [5]. In the late 1940s and the 1950s, several experiments were performed which laid the foundation for many modern cryosurgical applications.

Cryosurgery was introduced as an invasive procedure for the first time in 1961, with the development of the cryoprobe by Cooper and Lee [6]. In 1961, they introduced a cryosurgical apparatus for producing lesions in the brain, which delivered liquid nitrogen from a pressurized source to a vacuum-insulated cryosurgical probe (cryoprobe). The cryoprobe itself was made of three concentric tubes, where the inner tube carried liquid nitrogen to the tip of the probe and the space between the inner and middle tubes served as a path to return the gaseous-nitrogen exhaust. The space between the middle and outer tubes was vacuum-insulated, so as to ensure that the freezing effect of the probe was localized along its active length (the un-insulated tip of
the probe). This new design provided surgeons with unequaled cooling power and control. In the 1970s and 1980s, a significant decline was seen cryosurgical research and applications. Most of the techniques developed in the 1960s were falling out of favor because of lack of precision associated with deep tissue cryosurgery.

The early 1990s marked a period of renewed interest in cryosurgery, as technological advancements helped improve the precision with which many cryosurgical techniques could be performed. The development of intraoperative ultrasound, as described by Onik et al. [7, 8], facilitates real-time monitoring of freezing tissue during invasive cryosurgical procedures, such as in cryosurgery of the liver and prostate. In addition, new vacuum-insulated cryoprobes designs were introduced, featuring smaller diameters and the use of super-cooled liquid nitrogen (-200 °C) [9, 10].

1.2 Modern Prostate Cryosurgery

Prostate cancer is the most frequently diagnosed cancer in men, as well the second leading cause of cancer-related deaths in men. In 2007, the American Cancer Society estimated that 219,000 new cases were diagnosed, in addition to 27,000 cases resulting in death. About one out of every six American men will develop prostate cancer at some time during his life.

A schematic illustration of a modern prostate cryosurgical procedure [11] is shown in Fig. 1.1. To obtain a clear view of the perineum, the patient is placed in a dorsal lithotomy position. Next, a Foley catheter is inserted into the urethra of the patient to distend the bladder. Note that the bladder is kept full during the procedure, to allow for better transrectal ultrasonography and to help keep healthy tissue away from the freezing zone [12]. The surgeon then inserts a transrectal ultrasound (TRUS) probe, to obtain images of the prostate and surrounding organs [13]. In addition, a probe-placement template (similar in design to ones used for brachytherapy [14]) is fixed against the perineum of the patient. The template consists of holes that are 5 mm apart, which correspond to an aiming grid, projected onto the ultrasound image display.
Once the template is in place, the surgeon uses TRUS guidance to insert multiple, minimally-invasive cryoprobes into the perineum of the patient. The cryoprobes, which are in the shape of long hypodermic needles, are typically cooled using the Joule-Thompson effect, which is the result of the sudden relief of a pressurized gas (most modern cryoablation systems use compressed argon). The cooling effect is localized near the tip of the cryoprobe, and cryosurgeons are able to adjust the rate of cooling for individual probes via supply pressure controls. A wide variety of cryoprobe designs are currently available, and it is up to the clinician to decide what cryoprobe diameter and active length are best for a given prostate gland. Cryoprobes with diameters as small as 1.5 mm and active lengths as long as 40 mm have become commercially available (Oncura, Inc., IL). While it is rare that more than 14 cryoprobes are used, modern cryoablation systems can simultaneously operate as many as 25 cryoprobes (SeedNet©, Oncura, Inc., IL).

In addition to the cryoprobes, as many as five thermocouples (with similar shape to the cryoprobes) may be inserted into the prostate and surrounding tissue. Cryosurgeons use the temperature readings from the thermocouples during the procedure to ensure that the prostate
gland is cooled to a desired target temperature, while critical surrounding tissues and organs are uninjured. The number of thermocouples used depends upon the experience of the cryosurgeon.

In order to prevent freezing damage to the patient’s urethra, the Foley catheter is replaced with a urethral warming catheter (a counter-flow heat-exchanger) [16]. A warm (~43 °C) saline solution is continuously circulated through catheter, which extends into the bladder, Fig. 1.1. The urethral warmer has been demonstrated to significantly reduce post-surgical complications associated with damage to the urethra [17, 18].

Once the probes, thermocouples, and warmer are in place, the clinician begins the freezing process. The probes in the anterior (top) region of the prostate are typically turned on first, since ultrasound signals do not penetrate frozen tissue. On the ultrasound display, frozen tissue appears as a dark region (shadowing), with a bright line at the leading edge of the frozen region (freezing front). The surgeon continues towards the posterior end of the prostate, receiving constant, real-time feedback from the ultrasound display and thermocouple readings. Due to the shadowing effect of the frozen region in the posterior portion of the prostate, the anterior freezing front cannot be monitored as the procedure continues. Therefore, the quality of the match between the edge of the target region and the freezing front in the anterior portion of the prostate is highly dependent upon the skill and experience of the surgeon. Note that while other imaging techniques such as magnetic resonance imaging [19, 20] and computerized tomography [21] could be used to better show the full extent of the frozen region, ultrasound imaging remains the preferred technique, primarily due to low cost and availability [22].

The duration of the freezing process is typically about ten minutes, and depends upon the size of the prostate, the number and type of probes used, and the technique of the surgeon. Upon completion of freezing, the surgeon allows for the prostate to thaw (passive thawing typically takes 15 to 20 minutes). Many modern Joule-Thompson cryoablation systems allow for active thawing (using compressed helium gas), which can reduce the thawing duration by about 50%. Following thawing, a second freeze-thaw cycle is typically performed, in order to increase the efficacy of the treatment (some physicians may use a third as well). Depending on the shape of the prostate and the active length of the cryoprobes, clinicians may use the “pullback” technique. For these cases, the clinician first freezes the portion of the prostate closer to the bladder and then pulls back some or all of the cryoprobes to better conform to the apex of the prostate. Due to
the cone-like shape of the prostate gland, it is common that fewer cryoprobes will be operated in the second stage of a pullback procedure.

1.3 Need for Reconstruction of Temperature Field during Cryosurgery

Since the introduction of ultrasound-guided cryosurgery in the mid-1980s, significant developments have been made in cryosurgical equipment and techniques [23]. These advancements have provided clinicians with vastly improved control over the shape and size of the frozen region, and have enabled significant reductions in post-surgical complications. However, the minimally invasive nature of the clinical procedure still poses many technical difficulties, some of which can be alleviated by means of computational tools. Those difficulties can be conveniently classified as being related to either surgical planning (how to shape the frozen region and restrict the destructive freezing effect to the target area) [13, 22] or real-time monitoring (how to correlate the developing thermal field with established criteria for cryosurgery success) [24, 25, 26, 27]. With these technical difficulties in mind, cryosurgery success is highly dependent on the skill and personal experience of the clinician. The tissue undergoing cryosurgery is monitored at present using following modalities: a) measurement of temperature at distinct locations inside the tissue during cryosurgery, b) ultrasound imaging of the tissue during the cryosurgery.

While the benefits of temperature measurements during cryosurgery are well documented and highly recommended in the literature [28, 29, 30, 11, 22, 31, 32, 33, 34], and modern cryodevice setups often offer the feature of real-time temperature sensing, temperature sensors are often not integrated into the procedure for various reasons. At the current state of cryosurgery technology, two principle means have been developed for temperature sensing as a means of monitoring and control, the cryoprobe-embedded sensor and the so-called “needle sensor”. The cryoprobe-embedded sensor approach is as old as the first invasive cryoprobe, but with a diminishing use in recent years. It is the cooling capability and not the temperature that is often controlled in modern cryoprobe. For example, the surgeon would control the flow rate of the cryogen in order to control the rate of propagation of the freezing front, all in effort to match its final location with a predetermined contour (the organ contour for example). Here, a higher flow rate in a nearby cryoprobe will drive the freezing front propagation faster, and the entire process is performed in a trial-and-error fashion, while the freezing front contour is monitored by means
of medical imaging. This mode of operation, combined with the everlasting effort to miniaturize cryoprobes, has led to abandoning temperature sensors in some modern cryoprobes altogether.

An example for the use of needle temperature sensors in cryosurgery is the placement of one or two such sensors near the rectal wall, as feedback to prevent freezing injury to it—one of the most severe complications in prostate cryosurgery [22, 32, 33]. The needle sensor is frequently a hypodermic needle in a diameter similar to that of the minimally invasive cryoprobe. The thermocouple is often the choice of practice as the measuring principle for hypodermic sensors. When incorporated, the needle sensor and the cryoprobe are localized using a similar methodology in prostate cryosurgery—inserting either into a predetermined depth through an x-y grid, which is aligned with the organ but placed outside of the body. Unfortunately, despite its advantages as a safety measure, and despite the capability of modern cryosurgical devices to integrate such temperature sensors, the needle sensor is not frequently used in cryosurgery in recent years.

On the other hand, the primary challenge with ultrasound imaging for cryosurgery is its wave reflection from solid surfaces, such as the cryoprobe shell and the freezing front. As a consequence, the frozen region appears opaque on the ultrasound monitor, while acoustic shadowing is formed behind the frozen region [26]. Using Trans-Rectal Ultrasound Transducer (TRUST), the freezing front next to the rectal wall can be clearly observed during prostate cryosurgery, but no imaging information may be obtained about the remaining portion of the freezing front. This lack of information may affect the quality of the medical treatment and lead to post-operational complications.

While the freezing front location is the controlled parameter during clinical practice, with the onset of freezing around 0°C, clinical interest extends to lower temperatures as well. It is widely accepted that a lethal temperature threshold must be surpassed in order to maximize cryoinjury, with a commonly assumed value typically in the range of -40°C and -50°C [27]. Since temperature measurements during prostate cryosurgery are rarely done (at one or a couple of locations, if at all), the location of the lethal temperature during clinical practice represents a speculation at best. The current study is further aimed at improving the prediction of the location of the lethal-temperature isotherm. The improved predictions for the location of lethal isotherm would increase the quality of outcomes of the cryosurgical procedures.
1.4 Inverse Heat Transfer Problems

Inverse Heat Transfer Problems (IHTP) represent a class of problems where the thermal outcome is known, possibly in the form of a thermal history at a pre-specified location in the domain, and the challenge is to find the driving thermal process that would result in such an outcome. For example, Rabin and Shitzer have searched for a thermal history at a cryoprobe that would lead to a constant cooling rate at the freezing front [35, 36]. There, the cooling rate at the moving freezing front is the pre-specified condition, and the solution is the thermal history in the entire domain, and the problem is known as an inverse-Stefan problem (characterized by a small Stefan number as discussed in the context of Chapter 2).

Mathematically, inverse heat transfer problems may be referred to as ill-posed problems, where a solution to the problem is not unique (a number of valid solutions may exist). The concept of a well-posed problem, originally introduced by Hadamard [37], requires that its solution should satisfy the following three conditions: (1) the solution must exist; (2) the solution must be unique; and (3) the solution must be stable under small changes to the input data (the so-called stability condition).

The existence of a solution for an inverse heat transfer problem may be assured by physical reasoning. For example, if there is a change in the values of the measured temperature in a transient problem, there exists a causal characteristic, say, a boundary heat flux, to be estimated. On the other hand, the uniqueness of the solution of inverse problems can be mathematically proved only for some special cases [38]. Also, the inverse problem may be very sensitive to random errors in the measured input data, thus requiring special techniques for its solution in order to satisfy the stability condition. A successful solution of an inverse problem generally involves its reformulation as an approximated, well-posed problem. Frequently, the solution of inverse heat transfer problems are obtained in the least squares sense [39].

Conceptually, the work presented in this thesis focuses on formulating cryosurgery as an IHTP. However, dimensional analysis (presented in Chapter 2) for the effects dominating the heat transfer problem modeling cryosurgery, suggests that the ill-posed inverse problem can be approximated by a well-posed quasi-steady problem. This approximation is supported by the small Stefan numbers, which indicates that latent heat effects dominate the problem, rather than thermal inertia effects. The quasi-steady problem is associated with a unique solution.
The input data for the current study may include measurements from three potential sources available during cryoprocedure [22]: (a) temperature data collected at the tip of the cryoprobe, (b) temperature sensors embedded in the cryotreated region, and (c) ultrasound imaging. The solution to the problem is the temperature field that would result in those data measurements. Next, the temperature field is further analyzed to extract the freezing front location and the location of other isotherms of clinical significance.

Normally, cryoprobes used during cryosurgery have a thermocouple embedded in them [22, 15]. However, with the continuous trend to miniaturize cryoprobes, a tendency to abandon internal sensors to the cryoprobes emerges. The second potential source of information inside the targeted tissue during cryosurgery is the use of temperature sensors. Hypodermic thermocouples are the most commonly used temperature sensing device during cryosurgery [22]. However, as the number of cryoprobes used during the surgery has increased, number of thermocouples used has decreased and is sometimes completely abandoned. The clinicians can also use Resistance Temperature Detector (RTD) [40] or Thermistors [41] during the procedure. A new category of sensors--wireless miniature temperature sensors--is been presented in this thesis [42].

The extent of freezing during cryosurgery may be monitored using various medical imaging modalities such as Magnetic Resonance Imaging (MRI) [20], X-ray Computed Tomography (CT) [43] or Ultrasound (US) imaging. Out of those, US imaging is the most commonly utilized imaging technique for prostate cryosurgery—the model used for numerical techniques developments in the current study. Unfortunately, US imaging comes with technical hurdles associated with acoustic shadowing [22]. The numerical methods proposed in this thesis are able to achieve temperature-field reconstruction by using either complete freezing front location as an input (as would be the case for MRI), or partial freezing front for the same purpose (as would be the case for ultrasound imaging).

For a portion of the analysis presented in this study, it is assumed that the freezing front can be extracted in real time from medical imaging, which may not be the case to date. However, the technical difficulties associated with real-time freezing front reconstruction are not considered as major challenges, while the analysis results displayed in this study suggest that related technology developments maybe warranted.
1.5 Research Objectives

The goal of this research is to develop efficient and computationally inexpensive tools for real-time monitoring of cryosurgery, by reconstructing the temperature field in the targeted region during surgical operation. The following objectives have been set towards that goal:

1. To develop Temperature-Field Reconstruction Method (TFRM) in 2D during cryosurgery (Chapter 2). This efficient numerical method used input data from implantable temperature sensors and medical imaging.

2. To investigate effects of temperature sensors placement on the quality of the reconstructed 2D temperature field (Chapter 2).

3. To develop Potential Field Analogy Method (PFAM) for estimating the extent of freezing in acoustic shadow region during cryosurgery. PFAM was combined with TFRM developed for Objective 1 and the outcome of hybrid TFRM + PFAM is demonstrated in 2D.

4. To experimentally verify the hybrid technique developed in response to Objective 3 (Chapter 3). Relevant experimental data was developed in previous studies.

5. To develop the hybrid (TFRM + PFAM) for 3D prostate cryosurgery (Chapter 4).

6. To develop and experimental apparatus in order to characterize the CMOS-based sensing cores required for ultra-miniature, wireless temperature sensors (Chapter 5). This represents a collaborative effort, where sensing-core development was led by Mr. Ahmad Khairi under the supervision of Prof. Jeyanandh Paramesh, while thermal design, analysis, and experimental apparatus fabrication, are the original contributions in the current study (Chapter 5).
Chapter 2: Temperature Field Reconstruction Method (TFRM) in 2D During Cryosurgery

The objective of the study presented in this chapter is to develop a new numerical method to reconstruct the temperature field within the cryotreated region in real time, which integrates temperature data from embedded sensors with ultrasound imaging data. For the developed method, this study further includes a sensitivity analysis of the sensors layout on the quality of strategically selected temperature isotherms.

2.1 Mathematical Formulation

It is customary to assume that heat transfer during cryosurgery can be modeled with the classical bioheat equation [44]:

\[ C \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + w_b C_b (T_b - T) + q_{met} \]  \hspace{1cm} (2.1)

where \( C \) is the volumetric specific heat of the tissue, \( T \) is the temperature, \( t \) is the time, \( k \) is the thermal conductivity of the tissue, \( w_b \) is the blood perfusion rate, \( C_b \) is the volumetric specific heat of the blood, \( T_b \) is the blood temperature entering the thermally treated area (typically the normal body temperature), and \( q_{met} \) is the metabolic heat generation.

The physical properties used for the current study are listed in Table 1. It is assumed in the current study that the specific heat is an effective property [45] within the phase-transition temperature range of \(-22^\circ C\) to \(0^\circ C\) (the tissue is first-order approximated as an NaCl solution), where a detailed discussion about the application of the effective specific heat to phase change problems is given in [7]. The metabolic heat generation is typically negligible compared to the heating effect of blood perfusion [46], and is neglected in this study. While more advanced models of bioheat transfer are available in the literature [47, 48], it is assumed in the current study that they would not guarantee greater accuracy in the cryosurgery simulation but will involve greater mathematical complications.

The blood perfusion rate in the unfrozen region (Table 2.1) and the step-like change in the blood-perfusion rate upon the onset of freezing represent the worst-case scenario in terms of transient effects. In practice, one would expect a gradual decay in blood flow with the decreasing temperature, potentially leading to a complete stasis before the freezing temperature is achieved. To the best of knowledge of the authors, the actual temperature dependency of blood perfusion in the prostate is unknown. The uncertainty in blood perfusion rate may contribute a few percent to the uncertainty in predicting the freezing front location [46]; this uncertainty is not taken into
account in the current study. A detailed discussion on the propagation of uncertainty in measurements into heat transfer simulations of cryosurgery is given in [49].

2.2 Quasi-Steady Approximation

At least two principal approaches are available in effort to provide the clinician with feedback on the developing temperature field: (i) prediction-based, by applying a real-time simulation of the procedure, and (ii) reconstruction-based, using measured data at multiple locations. In the first approach, the bioheat transfer process is simulated using Eq. (1), while temperature data obtained from the cryoprobes is used as internal boundary conditions.

The real-time simulation process is typically computationally very expensive [50, 51] and rarely is it practical as a real-time feedback. While available data from implantable sensors can be used to verify the quality of a real-time simulation, such data cannot be straightforwardly implemented to correct the simulated temperature field once a deviation between predicted and measured values is observed. Since temperature sensors do not drive any thermal effect, merely correcting a predicted temperature field to specific values at the sensor locations has no physical meaning. More appropriately, this deviation can be used to correct the model properties (i.e., thermophysical properties) by employing a parametric estimation procedure [52], after which a computer simulation can be attempted again in an effort to get a better match between computer results and experimental data. This prediction-correction process of model properties using a full-scale simulation, data measurements, and parametric estimation could continue until the convergence of property values takes place. Obviously, this process is even more computationally expensive than the cost of a single simulation, and the cost only increases as the cryoprocedure progresses, since every simulation with corrected parameter values must restart from the same initial condition at the beginning of the cryosurgical procedure.

The proposed alternative approach of temperature-field reconstruction attempts to use all available data at any given instant in order to generate a current temperature field. In the absence of more detailed information, one could take all the available data at discrete points and approximate the temperature field in the domain by applying some method of interpolation. Here, the method of interpolation is the key to the quality of the reconstructed temperature field. A better-quality interpolation method means a better match between predicted and actual temperature field, while minimizing the number of required data points (i.e., sensors).
modified Laplacian interpolation is proposed in this study, where the modification is used to account for the blood perfusion term and temperature-dependent thermophysical properties. In practice, this interpolation method implies that the bioheat transfer process is modeled as a quasi-steady problem, where further justification for this modeling approach is provided in the literature [35].

The quasi-steady solution is based on the observation that the heat transfer process during cryosurgery is characterized by a low Stefan number:

\[ St_p = \frac{C_p \Delta T_p}{H} \]  

(2.2)

where \( \Delta T_p \) is the maximum temperature difference in phase \( p \) (either frozen or unfrozen) and \( H \) is the latent heat of phase change. When the Stefan number is low, it means that the heat transfer process is dominated by the effect of latent heat rather than sensible heat and, hence, the transient term in Eq. (1) may be neglected [20]. It follows that the temperature distribution in the frozen region can be approximated as a steady solution at any instant, where the transient nature of the system comes about through boundary conditions—the rate of freezing front propagation is most significantly affected by the rate of latent heat absorption or release at the freezing front [35].

### 2.3 Numerical Solution

Taking the quasi-steady approach to solve Eq. (2.1), the temperature field in the frozen and unfrozen regions in the current study is approximated as:

\[ 0 = \sum_{l,m,n} \frac{T_{l,m,n} - T_{i,j,k}}{R_{l,m,n-i,j,k}} + (w_b C_b)_{i,j,k} \left( T_b - T_{i,j,k} \right) \]  

(2.3)

where \( i, j, k \) are spatial indices of the numerical grid representing the temperature field, \( l, m, n \) are spatial indices of the neighboring grid points, and \( R \) is the thermal resistance to heat transfer by conduction between node \( i, j, k \) and its neighbor \( l, m, n \). For a regular Cartesian geometry, the thermal resistance to heat conduction can be presented as:

\[ R_{l,m,n-i,j,k} = \left[ \frac{\Delta \eta}{2kA} \right]_{l,m,n} + \left[ \frac{\Delta \eta}{2kA} \right]_{i,j,k} \]  

(2.4)

where \( \Delta \eta \) is the space interval in the direction of interest, and \( A \) is the representative cross-sectional area perpendicular to the direction of heat flow. Equations (2.3)-(2.4) can be viewed as the steady-state version of the numerical method presented in [51]. Given the temperature
dependency of the thermophysical properties (Table 2.1), Eq. (2.3) is solved simultaneously using an iterative predictor-corrector technique.

Table 2.1: Representative thermophysical properties of soft biological tissue used in the current study [19]

<table>
<thead>
<tr>
<th>Thermal property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity, $k$, W m$^{-1}$ K$^{-1}$</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>15.98 – 0.56T</td>
</tr>
<tr>
<td></td>
<td>1005T$^{-1.15}$</td>
</tr>
<tr>
<td></td>
<td>251K$&lt; T &lt; 273K$</td>
</tr>
<tr>
<td>Volumetric specific heat, $C$, kJ m$^{-3}$ K$^{-1}$</td>
<td>3,600</td>
</tr>
<tr>
<td></td>
<td>15,440</td>
</tr>
<tr>
<td></td>
<td>3.98 T</td>
</tr>
<tr>
<td></td>
<td>$&lt; 251K$</td>
</tr>
<tr>
<td>Blood perfusion rate, $w_oC_b$, W m$^{-3}$</td>
<td>40,000</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$&lt; 273 K$</td>
</tr>
<tr>
<td>Metabolic heat generation, $q_{met}$, W kg$^{-1}$</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$&lt; 273K$</td>
</tr>
</tbody>
</table>

The simulated domain is assumed infinite from a heat transfer perspective, which means that a large enough domain is assumed, such that thermal information from the cryosurgically treated area would not reach the boundary of the domain during the simulated procedure. In mathematical terms, a core-body temperature (also the initial temperature) is assumed at the boundary of the numerical domain, and the solution is considered valid as long as the heat flux at the boundary remains negligible (unchanged temperature and no heat flux at the boundary of a finite domain make it indistinguishable from an infinite domain). In practice, a domain three-fold bigger than the target region can typically be considered infinite for that purpose.
2.4 Results and Discussion

Five general cases are analyzed in this study, as listed in Table 2.2, with a variable number of temperature sensors up to 12, which led to over 200 special cases. Case A is a full-scale two-dimensional transient solution in a representative cross section of the prostate, which serves as a benchmark. This solution was generated using ANSYS on a prostate contour obtained from ultrasound imaging [26], subject to the following parameters and conditions: (1) eight cryoprobes are used simultaneously; (2) the cryoprobes are cooled from 37°C to -145°C in 30 sec, simulative of Argon-based cryoprobes; (3) the cryoprobe layout is computer generated, using a planning algorithm known as “bubble packing” [53], with the match between the 0°C isotherm and the organ contour as a planning criterion; and, (4) the urethra is maintained at 37°C throughout the procedure, simulative of the commonly applied urethral warmer.

Figure 2.1 displays the basic framework used to evaluate the predictions of the proposed numerical methods (TFRM in Chapter 2 and other methods in succeeding chapters). The ANSYS-generated solution is used to prepare benchmark data for validation. The generated temperature field and the derived locations of isotherm of importance, such as freezing front (0°C), lethal isotherm (-45°C), are used as the basis of comparison.

The ANSYS-generated solution is also used to create simulated measurements used as input for the Inverse Heat Transfer Problem. Virtual imaging data in the form of freezing-front location history is extracted from the benchmark solution. Complete freezing front location data is used to simulate MRI or CT imaging. Partial freezing front location data is used to simulate ultrasound imaging where acoustic shadowing occurs, as discussed in case C. The thermal history at planned sensor locations is extracted from the benchmark solution to create virtual sensor output data. The virtual datasets are then used in conjunction with cryoprobe and urethral warmer information (thermal and spatial) to solve the IHTP. The solution of IHTP is then compared with benchmark to validate the proposed numerical methods.
Define a bioheat transfer problem of cryosurgery

Create a benchmark transient solution using ANSYS

Prepare benchmark data for the numerical method validation:
- Extract temperature fields
- Select isotherms contours
- Compute temperature gradients

Create virtual imaging data from the benchmark solution: freezing front location history and acoustic-shadow effects

Create virtual sensors output data from the benchmark solution: thermal history at the planned sensor locations

Solve the inverse heat transfer problem using the proposed numerical method, virtual sensors input, and virtual imaging data

Evaluate the agreement between the benchmark data and the proposed numerical method

**Figure 2.1:** Flowchart illustrating the framework to validate the numerical methods developed in the current study. Solution validation is performed in by comparing the reconstructed temperature field (the solution to the simplified, inverse heat transfer problem) and the benchmark (the full-scale solution to the ordinary heat transfer problem).
Table 2.2: A summary of five general cases explored in the current study, where Case A is a benchmark, and the location of the target isotherms for sensors placement is extracted from computerized planning of cryosurgery. Imaging of freezing front location is simulative of MRI, CT (complete contours), or ultrasound (a partial contour). The thermal history of the benchmark is used to simulate extraction of the freezing front location from medical imaging and temperature data obtained from implantable sensors.

<table>
<thead>
<tr>
<th>Target isotherm for sensors placement</th>
<th>Case A</th>
<th>Case B</th>
<th>Case C</th>
<th>Case D</th>
<th>Case E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organ contour</td>
<td>N/A</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Freezing front, 0°C</td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>-22°C isotherm</td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Lethal temperature, -45°C</td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Imaging of freezing front location</td>
<td>Complete Contour</td>
<td>Partial Contour</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Method of Solution</td>
<td>Transient</td>
<td>Quasi-Steady</td>
<td>Quasi-Steady</td>
<td>Quasi-Steady</td>
<td>Quasi-Steady</td>
</tr>
</tbody>
</table>

a Benchmark: Fig. 2.2
b Special Case I: Figs. 2.3-2.4
c Special Case II: Fig. 2.5
d Special Case III: Figs. 2.6-2.7
e Special Case VI: Fig. 2.8

Figure 2.2 displays results from the benchmark case, while highlighting the typical isotherms of interest: 0°C is the onset of freezing, -22°C is the lower boundary of phase transition, and -45°C is the lethal temperature—a temperature threshold below which maximum destruction is assumed. Reflective of the quality of the computer-generated planning (bubble packing) is the close match between the freezing front as would be viewed by medical imaging (0°C) and the organ contour. The gray area between the onset of freezing and the lethal temperature (-45°C) represents a region where cryodestruction is gradually achieved—the shape and dimensions of this region is critical in the evaluation of the outcome of cryosurgery.
Figure 2.2: Temperature field regions resulted from the transient solution of Case A (the benchmark) at the point of optimal match between the freezing-front location and the prostate contour; cryoprobes are illustrated with white dots.

With reference to Table 2.2, solutions for the various special cases of the quasi-steady problem were obtained using MATLAB, by applying a sparse matrix format and internal solvers for efficiency in calculations. A typical quasi-steady solution was obtained within three seconds on an Intel® Quad Core™ i7 machine with 9 GB RAM, running at 3.07 GHz. Case B is simulative of extraction of the freezing front location from medical imaging such as MRI or CT scanning (not routinely done in real time). In the current study, the benchmark case (Case A) is used to simulate freezing front reconstruction from medical imaging. Since the location of the freezing front is well established in Case B, the effects of implantable sensors are explored only on sensors embedded within the frozen region. It is noted that Rubinsky and co-workers [20, 19] have already reported on a similar effort but without the application of implemented sensors (i.e. using only cryoprobe-embedded sensors and complete freezing-front location from MRI imaging).

Case C is similar to Case B with the exception that only a portion of the freezing front location can be extracted. Case C is simulative of freezing front extraction from ultrasound imaging, where only the portion of the freezing front close to the transducer can be imaged (a detailed example below). While medical imaging is a necessity in minimally invasive
cryosurgery, it is conceivable that temperature-field reconstruction would be attempted without integration with imaging data, which is the investigated scenario in Cases D and E.

Strategies for implantable sensors placement are yet to be developed, where the investigation in current study is focused on four temperature contours relevant to cryosurgery: the target region contour (prostate contour), the freezing front (0°C), the lower boundary of phase transition (-22°C), and the lethal temperature (-45°C). While the target region contour can be identified \textit{a priori}, the location of a particular isotherm for the purpose of sensor placement can only be predicted from bioheat simulations in the process of planning; those isotherms propagate during the cryoprocess, and their location is evaluated in the current study at the point of cryoprobes deactivation. While computer simulations as a part of cryosurgery planning can be used to predict the location of those isotherms \cite{54, 53}, the benchmark solution is used for this purpose in the current study.

For the purpose of discussion, letters are used to refer to general cases in the current study (A, B, C, D, and E), and Roman numerals are used to refer to special cases of investigation. The first special case analyzed (Case I) is Case B without the implementation of sensors. Figure 2.3 displays the temperature field regions as predicted by quasi-steady approximation. Figure 2.4 displays the difference between temperature fields predicted by quasi-steady approximation and the benchmark, where the maximum temperature difference, \( \Delta T_{\text{max}} \), is found to be less than 16°C. This difference is the direct result of neglecting the time-dependent term in the bioheat equation—making the governing equation quasi-steady. The same difference is also affected by the size of the space intervals selected for the numerical grid; however, the grid-size effect is at least one order of magnitude smaller than the effect of neglecting the time-dependent term in the governing equation. In the current study, a uniform grid of 90×90 was used, with a space interval of 1 mm, which is expected to contribute a numerical uncertainty of the order of \( 10^{-1} \)°C—significantly smaller than the differences displayed in Fig. 2.4.
Figure 2.3: Temperature field regions for Case I: complete freezing front information from medical imaging (Case B) with no temperature sensors; cryoprobes are illustrated with white dots.

Figure 2.4: Temperature fields difference, $\Delta T$, between the benchmark solution and the solution for Case I: complete freezing front information (Case B) with no temperature sensors; cryoprobes are illustrated with black dots.

The mismatch in the area bounded by the lethal isotherm (-45°C; urethral warmer area excluded), $\Delta A_{\text{lethal}}$, is 9%. It is emphasized that despite its significance, the location of the lethal
temperature isotherm can only be estimated using real-time temperature-field reconstruction, a capability that is yet to be available. Hence, clinicians often think of the lethal temperature but in practice attempt to control only the location of the freezing front. The average distance between those isotherms is defined in this study as:

\[ B_{avg,lethal} = \frac{A_{a,lethal} - A_{b,lethal}}{L_{a,lethal}} \]  

(2.5)

where \( A_{a,lethal} \) and \( A_{b,lethal} \) are the areas bounded by the -45°C isotherm based on the approximated and benchmark solutions, respectively, and \( L_{a,lethal} \) is the length of the lethal temperature isotherm based on the approximated solution. \( B_{avg,lethal} \) in the Case I is found to be 0.8 mm.

Figure 2.5: Temperature fields difference, \( \Delta T \), between the benchmark solution and the solution for Case II: complete freezing front information (Case B) with six sensors implanted along the -22°C isotherm at the locations of maximum temperature difference in Fig. 2.4; cryoprobes are illustrated with black dots and sensors with white “x”.

In effort to improve temperature-field reconstruction, special Case II is now considered, integrating six temperature sensors at the points of maximum temperature differences along the isotherm of -22°C from Case I (can be identified in Fig. 2.4). It can be seen from Fig. 2.5 that \( \Delta T_{max} \) is now reduced to less than 10°C. For Case II, \( \Delta A_{lethal} \) is reduced to 6% and \( B_{avg,lethal} \) in reduced to 0.5 mm. A similar special case was considered where six sensors are placed along the
lethal temperature instead of the -22°C isotherm but results were worse compared to Case II in terms of the maximum temperature difference, $\Delta T_{max}$; further case studies showed consistent results. The reasons that the -22°C was originally chosen is that it serves as the lower boundary of phase transition. It can be concluded that the prediction of the phase-transition boundary contour is key to improve the quality of temperature-field reconstruction in terms of $\Delta T_{max}$. However, in clinical practice, knowledge of location of the lethal isotherm (-45°C) is more important. Hence mismatch in the area bounded by the lethal isotherm, $\Delta A_{lethal}$, is used as a metric for comparing the performance of various cases.

![Figure 2.6](image.jpg)

**Figure 2.6:** Temperature field regions for Case III: partial freezing front information obtained from a trans-rectal ultrasound transducer (Case C), combined with six sensors implanted along the -22°C isotherm, and six additional sensors equally distributed along the unobservable portion of the prostate contour (upper portion of the figure); $\alpha$ is the field of view of the trans-rectal ultrasound transducer; cryoprobes are illustrated with white dots and sensors with white “x”.

Case III is a special case of the more realistic scenario, where only a portion of the frozen region in the prostate is observable with a trans-rectal ultrasound transducer (TRUS, Case C). Typically, about one third of the frozen region can be identified, as shown in Fig. 2.6, where the frozen region is completely opaque to the ultrasound signals. The same six sensors used in Case II are also used in Case III. In addition, six sensors are distributed in equal distances along the unobservable portion of the prostate contour in Case III. Results in this case indicate
ΔT_{\text{max}}=41^\circ\text{C}, \ \Delta A_{\text{lethal}}=14\%, \ B_{\text{ave,lethal}}=1.4\text{mm}, \ \text{and} \ B_{\text{max,lethal}}=3.5\ \text{mm}, \ \text{where} \ \text{the} \ \text{distribution} \ \text{of} \ \text{the} \ \text{temperature} \ \text{difference} \ \text{between} \ \text{Case} \ \text{III} \ \text{and} \ \text{the} \ \text{benchmark} \ \text{solution} \ \text{is} \ \text{displayed} \ \text{in} \ \text{Fig.} \ 2.7. \ \text{While} \ \text{a} \ \text{temperature-difference} \ \text{of} \ 41^\circ\text{C} \ \text{may} \ \text{be} \ \text{considered} \ \text{significant} \ \text{for} \ \text{some} \ \text{purposes,} \ \text{comparable} \ \text{data} \ \text{from} \ \text{current} \ \text{clinical} \ \text{practice} \ \text{is} \ \text{literally} \ \text{nonexistent.} \ \text{When} \ \text{taking} \ \text{into} \ \text{account} \ \text{the} \ \text{uncertainty} \ \text{in} \ \text{ultrasound} \ \text{imaging} \ \text{in} \ \text{the} \ \text{range} \ \text{of} \ 1 \ \text{to} \ 2\ \text{mm}, \ \text{the} \ \text{error} \ \text{in} \ \text{predicting} \ \text{the} \ \text{lethal} \ \text{temperature} \ \text{location} \ \text{is} \ \text{quite} \ \text{remarkable,} \ \text{especially} \ \text{given} \ \text{the} \ \text{temperature} \ \text{gradients} \ \text{in} \ \text{the} \ \text{frozen} \ \text{region} \ \text{(of} \ \text{the} \ \text{order} \ \text{of} \ 10^\circ\text{C/mm).} \ \text{While} \ \text{the} \ \text{optimal} \ \text{number} \ \text{and} \ \text{layout} \ \text{of} \ \text{sensors} \ \text{remain} \ \text{to} \ \text{be} \ \text{explored,} \ \text{Case} \ \text{III} \ \text{represents} \ \text{a} \ \text{scenario} \ \text{where} \ \text{implantable} \ \text{sensors} \ \text{could} \ \text{only} \ \text{improve} \ \text{the} \ \text{outcome} \ \text{of} \ \text{clinical} \ \text{practice.} \ \text{Figure} \ 2.7: \ \text{Temperature} \ \text{fields} \ \text{difference,} \ \Delta T, \ \text{between} \ \text{the} \ \text{benchmark} \ \text{solution} \ \text{and} \ \text{the} \ \text{solution} \ \text{for} \ \text{Case} \ \text{III}: \ \text{partial} \ \text{freezing} \ \text{front} \ \text{information} \ \text{obtained} \ \text{from} \ \text{a} \ \text{trans-rectal} \ \text{ultrasound} \ \text{transducer} \ \text{(Case} \ C) \ \text{combined} \ \text{with} \ \text{six} \ \text{sensors} \ \text{implanted} \ \text{along} \ \text{the} \ -22^\circ\text{C} \ \text{isotherm}, \ \text{and} \ \text{six} \ \text{additional} \ \text{sensors} \ \text{equally} \ \text{distributed} \ \text{along} \ \text{the} \ \text{unobservable} \ \text{portion} \ \text{of} \ \text{the} \ \text{prostate} \ \text{contour} \ \text{(upper} \ \text{portion} \ \text{of} \ \text{the} \ \text{figure);} \ \text{cryoprobes} \ \text{are} \ \text{illustrated} \ \text{with} \ \text{black} \ \text{dots} \ \text{and} \ \text{sensors} \ \text{with} \ \text{white} \ \text{“x”}. \ \text{Case} \ IV \ \text{represents} \ \text{a} \ \text{practical} \ \text{case} \ \text{where} \ \text{freezing} \ \text{front} \ \text{data} \ \text{is} \ \text{not} \ \text{used} \ \text{for} \ \text{temperature-field} \ \text{reconstruction}, \ \text{where} \ \text{twelve} \ \text{temperature} \ \text{sensors} \ \text{are} \ \text{equally} \ \text{distributed} \ \text{along} \ \text{the} \ -22^\circ\text{C} \ \text{isotherm.} \ \text{While} \ \text{special} \ \text{Case} \ IV \ \text{belongs} \ \text{to} \ \text{general} \ \text{Case} \ D, \ \text{if} \ \text{the} \ \text{cryoprobe} \ \text{layout} \ \text{is} \ \text{optimal,} \ \text{Case} \ IV \ \text{will} \ \text{essentially} \ \text{also} \ \text{be} \ \text{representative} \ \text{of} \ \text{general} \ \text{Case} \ E \ \text{(the} \ \text{quality} \ \text{of} \ \text{such} \ \text{a} \ \text{match} \ \text{is} \ \text{demonstrated} \ \text{in} \ \text{Fig.} \ 2.2). \ \text{The} \ \text{resulted} \ \text{temperature} \ \text{field} \ \text{for} \ \text{Case} \ IV \ \text{is} \ \text{shown} \ \text{in} \ \text{Fig.} \ 2.8, \ \text{where}
\( \Delta T_{\text{max}} = 47^\circ \text{C}, \ \Delta A_{\text{lethal}} = 19\%, \ \beta_{\text{ave, lethal}} = 1.8 \text{ mm}, \ \text{and} \ \beta_{\text{max, lethal}} = 4 \text{ mm}. \) While the prediction of the location of the lethal temperature is off by 1.8 mm on average and approaches a value of 5 mm at the location of maximum disagreement, the predicted lethal temperature isotherm is still bounded by the organ contour. Hence, when the location of the lethal temperature is of high priority, the application of implantable sensors and the proposed reconstruction method can potentially improve real-time feedback on the procedure. Furthermore, the onset of freezing can be evaluated straightforwardly from medical imaging, and its integration with the information displayed here would improve the control over the destructive effects of freezing.

![Temperature field reconstruction for Case IV (Case D—solely based on temperature sensors with no imaging data): twelve sensors equally distributed along the -22°C isotherm; cryoprobes illustrated with white dots and sensors with white “x”](image)

**Figure 2.8** Temperature field reconstruction for Case IV (Case D—solely based on temperature sensors with no imaging data): twelve sensors equally distributed along the -22°C isotherm; cryoprobes are illustrated with white dots and sensors with white “x”.

The relationship between the number of sensors and mismatch in lethal area, \( \Delta A_{\text{lethal}} \), can be seen in Figs. 2.8, 2.9, and 2.10, for Cases B, C, and D, respectively. When sensors were equally distributed along more than one isotherm, the distance between sensors on the different isotherms was maximized. As could be expected, the increasing number of sensors always decreases \( \Delta A_{\text{lethal}} \), regardless of the particular sensor layout. For Case B (Fig. 2.9), the quality of lethal temperature reconstruction is less sensitive to the strategy of selecting the sensor layout, and \( \Delta A_{\text{lethal}} \) is in the order of a percent. It is interesting to compare the results displayed in Fig. 2.9 with the results of Case II, which is based on Case B when six sensors are not equally
distributed, but strategically placed in areas where the largest mismatch is expected along the -22°C isotherm (Fig. 2.5). Results of Case II suggest that the specific sensors layout would yield better results than placing them along the -45°C isotherm. While the results displayed in Figs. 2.4 and 2.8 may appear inconsistent at first glance, one should bear in mind that the cases are not identical, and that the results are influenced by different placement strategies. This comparison illustrates that the optimal sensor layout should be evaluated on a case-by-case basis.

Figure 2.9: Mismatch in the areas bounded by the lethal isotherm, $\Delta A_{\text{lethal}}$, between the benchmark (Case A) and the Case B, where complete freezing-front data is available from medical imaging, and the temperature sensor are equally distributed along predicted isotherms.
Figure 2.10: Mismatch in the areas bounded by the lethal isotherm, $\Delta A_{\text{lethal}}$, between the benchmark (Case A) and the case of partial freezing-front data available from medical imaging (Case C), where the temperature sensors are equally distributed along the freezing front, and combined with temperature sensors distributed along the -22°C and -45°C isotherms.

Figure 2.11: Mismatch in the area bounded by the lethal isotherm, $\Delta A_{\text{lethal}}$, between the benchmark (Case A) and the case where no imaging data is available for the purpose of extracting the location of the freezing front (Case D), where temperature sensors are equally distributed along the -22°C and -45°C isotherms.
For Case C (Fig. 2.10), placing sensors at the predicted location of the freezing front is detrimental to the quality of lethal isotherm reconstruction. Interestingly, placing nine sensors on the freezing front, six sensors on the freezing front and three sensors on the -22°C isotherm, or three sensors on the freezing front and six sensors on the -22°C isotherm, all resulted in $\Delta A_{\text{lethal}} \approx 21\%$, for the particular prostate model and cryoprobe layout under investigation. This observation was not repeated for a larger number of sensors. While Figs. 2.9-2.11 display an expected trend of improving the quality of temperature-field reconstruction with the increasing number of sensors, rules for the optimal strategy of sensor placement remain to be explored. Given the virtually infinite number of possibilities for sensor layout, computer planning has the potential of automatically and efficiently selecting a high quality sensor layout.

### 2.5 Summary

The objective of this chapter is to reconstruct the temperature field in 2D. To achieve this goal, the following inputs are used to solve the approximated quasi-steady problem of heat transfer: cryoprobe location and their thermal histories, urethral warmer location and its thermal history, freezing front location extracted from medical imaging, and temperature data collected from sensors embedded in the tissue. Results of the study presented in this chapter suggest that temperature field reconstruction in 2D in real time is feasible, using TFRM and a commercially available code. The typical run time required to obtain a solution is in the range of 2 to 3 seconds for all the presented cases. When TFRM is used with only ultrasound imaging as input (Case I), the average mismatch was 0.8 mm. With the introduction of 6 temperature sensors at specific locations, average mismatch was reduced to 0.5mm (Case II). Similar results are also observed for other cases. The average mismatch predicted in all the cases is found to be less than 2mm which is of the same magnitude as the current imaging modalities. The magnitude of the mismatch reduces with increasing number of sensors. Sensitivity analysis results demonstrate the effect of sensors layout on the quality of the reconstructed isotherm, suggesting a need for developing a strategy and an optimization method for sensors placement.
Chapter 3: Potential Field Analogy Method (PFAM), Hybrid (PFAM + TFRM) and Experimental Validation in 2D

In Chapter 2, computationally inexpensive TFRM was described. The results demonstrated that it is feasible to reconstruct the temperature field inside the targeted region of the prostate in near real-time. However, as reviewed in Chapter 2, the continuous effort towards device miniaturization in cryosurgery has led to a decline and sometimes abandonment of temperature sensors in prostate cryosurgery. Ultrasound imaging is used to monitor the developing frozen region. Due to the behavior of ultrasound waves in presence of frozen tissue, the full extent of frozen region is not visible, which gives rise to an acoustic shadow. This lack of knowledge of the precise extent of freezing in the acoustic shadow is a major cause of side effects during cryosurgery [22].

In this chapter, a new mathematical model (PFAM) is presented to approximate the extent of freezing in the acoustic shadow region. Experimental data generated earlier by Dr. Michael Rossi in Biothermal Technology Laboratory [15] are used here to verify the feasibility and accuracy of PFAM. The newly developed PFAM is then integrated with TFRM to create a computationally inexpensive hybrid framework (PFAM + TFRM), which potentially alleviates the need for additional temperature sensors. The 2D model of the prostate utilized in the previous chapter is used here to perform computer validation of hybrid framework. Finally, known thermal history from experimental data is used to verify predictions of the hybrid method.

3.1 Mathematical Formulation

3.1.1 A new potential field analogy method (PFAM)

This study presents a new method to approximate the freezing front location in the acoustic shadowed area during prostate cryosurgery, as schematically illustrated in Fig. 3.1.

The proposed method is based on following principles:

(a) The temperature field within the simulated cryosurgery domain is analogous to an electric-potential field, where isotherms are analogous to isoelectric lines.
(b) Cryoprobes are analogous to static electric charges.
(c) Thermal inertia effects are negligible, where the problem is essentially a quasi-steady problem [34].
(d) The location of the cryoprobes and their thermal history are known.
(e) The location and temperature of the urethral warmer are known.
(f) The location of some portion of the freezing front is known, as illustrated in Fig. 3.1(b).
(g) The problem is solved in two dimensions (2D), representing the prostate cross-section displayed on the ultrasound monitor. While no limitation exists on extending the PFAM to three dimensions (3D), the 2D formulation represents a choice of practice for method demonstration.

\[ V(x, y) = \alpha \sum_{i=1}^{m} \frac{q_i}{r_i} \]

where \( \alpha \) is a field constant, \( q_i \) is magnitude of the \( i^{th} \) charge, \( r_i \) is distance from the \( i^{th} \) charge to a field point of interest \((x, y)\), and \( m \) is the total number of charges.
In analogy, a quasi-steady, pseudo-temperature field is modeled by:

$$\theta(x, y) = \kappa \sum_{i=1}^{n} \frac{c_i}{r_i}$$

(3.2)

where $\kappa$ is a field constant, $c_i$ is a cooling constant of the $i^{th}$ cryoprobe, and $n$ is the total number of cryoprobes. In principle, $c_i$ may be time dependent, temperature dependent, cooling-rate dependent, or exhibit any other implicit behavior. Nevertheless, since Eq. (3.2) is applied on an ultrasound snapshot, and since $c_i$ is evaluated based on data from the same snapshot, an *a priori* knowledge of the functional behavior of $c_i$ is not needed. The strategy for evaluating the instantaneous values of $c_i$ in the current study relies on the conditions that all cryoprobes are operated simultaneously, and that all cryoprobes have similar physical dimensions and cooling capabilities. These similarities suggest $c_i$ values in a close range for all cryoprobes. Hence, a simplifying assumption is made in the current study that all $c_i$ are actually identical at any given point in time, where the implications of this assumption are discussed below. For this simplified case, the pseudo-temperature field becomes:

$$\theta(x, y) = \beta \sum_{i=1}^{n} \frac{1}{r_i} ; \quad \beta \equiv c_i \kappa$$

(3.3)

where the value of $\beta$ is selected such that one of the isotherms of the pseudo-temperature field optimally matches the US-visible portion on the freezing front. This is essentially a minimization problem, characterized by an explicit set of algebraic equations.

### 3.1.2 Application of a temperature-field reconstruction method (TFRM)

In principle, the PFAM allows to estimate the freezing front location, as presented in the results and discussion section below. However, in order to gain more information about the temperature field within the frozen region, a recently developed quasi-steady temperature-field reconstruction method (TFRM) [34] can be integrated. In particular, the location of the so-called lethal temperature isotherm may be of particular interest to the clinician. While many alternatives can be chosen to reconstruct the quasi-steady temperature field, the algorithm presented in [34] is potentially suitable for real-time simulations and represents a choice of practice. This algorithm is presented here in brief only, for the completeness of presentation, while the reader may refer to [34] for more detail.
It is customary to assume that heat transfer during cryosurgery can be modeled with the classical bioheat equation [44]:

\[ C_t \frac{\partial T}{\partial t} = \nabla (k \nabla T) + w_b C_b (T_b - T) + q_{met} \]  \hspace{1cm} (3.4)

where \( C_t \) is the volumetric specific heat of the tissue, \( T \) is the temperature, \( t \) is the time, \( k \) is the thermal conductivity, \( w_b \) is the blood perfusion rate, \( C_b \) is the volumetric specific heat of the blood, \( T_b \) is the blood temperature entering the treated region, and \( q_{met} \) is the metabolic heat generation. It is has been previously suggested [46] that the bioheat transfer equation is suitable for prostate cryosurgery, in the absence of major blood vessels, and that the metabolic heat generation effect is negligible during cryosurgery [46]. Typical thermo-physical properties for Eq. (3.4) are listed in Table 3.1.

The TFRM is based on the fact that the heat transfer problem during cryosurgery is characterized by a small Stefan number:

\[ St = \frac{C_t \Delta T}{H} \]  \hspace{1cm} (3.5)

where \( \Delta T \) is the maximum temperature difference within the frozen region and \( H \) is the latent heat of freezing. The heat transfer process is primarily dominated by the latent heat effect when Stefan number is small and, hence, the transient term in Eq. (3.4) may be neglected [20]. This observation also supports the underlying principles of the PFAM, where inertia terms are neglected. Nevertheless, the overall transient nature of freezing process is not neglected, but introduced through boundary conditions. These boundary conditions may be external, such as at the outer surface of the domain, the cryoprobe surface, or the urethral warmer surface. These boundary conditions may also be internal such as at the imaged freezing front [34]. Data collected from tissue-embedded temperature sensors can be used for model verification but cannot be regarded as a boundary condition [34].
**Table 3.1:** Representative thermophysical properties of soft biological tissue used in the current study [51]

<table>
<thead>
<tr>
<th>Thermal property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity, $k$, W m$^{-1}$ K$^{-1}$</td>
<td>0.5 [273\text{K} &lt; T]</td>
</tr>
<tr>
<td></td>
<td>15.98 – 0.56T [251\text{K} &lt; T &lt; 273\text{K}]</td>
</tr>
<tr>
<td></td>
<td>1005T$^{-1}$ [T &lt; 251\text{K}]</td>
</tr>
<tr>
<td>Volumetric specific heat, $C$, kJ m$^{-3}$ K$^{-1}$</td>
<td>3,600 [273\text{K} &lt; T]</td>
</tr>
<tr>
<td></td>
<td>15,440 [251\text{K} &lt; T &lt; 273\text{K}]</td>
</tr>
<tr>
<td></td>
<td>3.98T [T &lt; 251\text{K}]</td>
</tr>
<tr>
<td>Blood perfusion rate, $w_b C_b$, W m$^{-3}$</td>
<td>40,000 [273\text{K} &lt; T]</td>
</tr>
<tr>
<td></td>
<td>0 [T &lt; 273 \text{K}]</td>
</tr>
<tr>
<td>Metabolic heat generation, $q_{met}$, W kg$^{-1}$</td>
<td>0.67 [273\text{K} &lt; T]</td>
</tr>
<tr>
<td></td>
<td>0 [T &lt; 273 \text{K}]</td>
</tr>
</tbody>
</table>

The TFRM attempts to use all the available data in order to evaluate the instantaneous temperature field, using a modified Laplacian interpolation method based on the following explicit formulation [34]:

$$0 = \sum_{l,m,n} \frac{T_{l,m,n} - T_{i,j,k}}{R_{l,m,n-i,j,k}} + (w_b C_b)_{i,j,k} (T_b - T_{i,j,k})$$  \(3.6\)

where $i, j, k$ are spatial numerical grid indices, $l, m, n$ are indices of the neighboring grid points, and $R$ is the thermal resistance to heat transfer by conduction between grid point $i, j, k$ and its neighbor $l, m, n$. For a regular Cartesian geometry, the thermal resistance to heat conduction can be simplified as:

$$R_{l,m,n-i,j,k} = \left[ \frac{\Delta \eta}{2kA} \right]_{l,m,n} + \left[ \frac{\Delta \eta}{2kA} \right]_{i,j,k}$$  \(3.7\)

where $\Delta \eta$ is the distance between the point of interest and its neighbor, and $A$ is the representative cross-sectional area perpendicular to the direction of heat conduction. Since the thermophysical properties in the tissue are temperature dependent (Table 3.1), Eqs. (3.6)-(3.7) are solved using an iterative predictor-corrector technique.
3.1.3 Integration of PFAM with TFRM

Figure 3.2 displays a schematic illustration of a computation framework to integrate the proposed PFAM with the established TFRM. With reference to Fig. 3.2, input data may come from various sources. In a clinical procedure, partial freezing front location would come from ultrasound imaging, cryoprobe thermal histories would come from embedded temperature sensors at the cryoprobe tips, urethral warmer temperature would come from the warming device, and the layout of cryoprobes and warmer would come from preplanning or ultrasound registration. For the bench-top setup described in the next section, the partial freezing front is simulated from experimental data (discussed below), the cryoprobe thermal histories are measured similar to clinical practice, and the cryoprobe layout is set with a special placement grid.
The framework in Fig. 3.2 is based on two stages. In the first stage, partial freezing front location and cryoprobe thermal histories are used to estimate the hidden portion of the freezing front using the PFAM. Being at the center of the frozen region, the urethral warmer data is not needed for that estimation. In the second stage, the evaluated freezing front location in the acoustic shadow region is integrated with all other input data, in order to evaluate the temperature field in the domain by means of TFRM. Note that TFRM has already been validated for a complete or partial freezing-front contour [34], while the current study focuses on the improvement of this method by creating additional data by means of PFAM.

3.2 Experimental Verification

While experimental verification with clinical results would serve as the ultimate test, no such data is available for the current study. In particular, frozen region scanning in combination with TRUST registration are major challenges in clinical practice. Instead, the experimental verification in the current study is based on a bench-top physical simulator of the procedure. This simulator has been created to validate computer simulations of the cryoprocedure [15], and to verify computerized planning of prostate cryosurgery [51]. The experimental system and image analysis techniques have been presented in detail previously [15] and are overviewed here in brief, for the completeness of presentation.

3.2.1 Experimental setup

The experimental system consists of a transparent phantom material container, an array of proprietary liquid nitrogen-based cryoprobes (1.3 mm OD)[15], and a proprietary electrical urethral warmer (7 mm OD) also termed cryoheater [56]. A side view of the phantom-embedded cryoprobes and cryoheater is displayed in Fig. 3.3 (parallel to the cryoprobe axes). The container is made of thick Plexiglas walls (5 mm), having overall dimensions of 25 mm × 200 mm × 200 mm. In particular, the internal width of the container equals to the length of the active surface of the specific cryoprobes (15 mm), such that the heat transfer process is essentially 2D in a plain transverse to the cryoprobe axes (see [15] for detailed thermal analysis). The heater and cryoprobes are inserted through special holes in the container, which enable variable cryoprobe layouts. The combined heat transfer process generated by the cryoprobes and cryoheater is simulative of the largest cross-section of the prostate during cryosurgery.
The image displayed in Fig. 3.3 is a snapshot from a high-resolution movie recorded throughout the experiment. The phantom material displayed in Fig. 3.3 is distilled water mixed with 1.3% gelatin and blue food dye. Once cured, the gelatin prevents natural convection currents in the distilled water, and pure heat conduction process is created in a well characterized material. The food dye is used as a visual enhancement means, where the frozen dyed water changes color from blue to white.

![Image](image.png)

**Figure 3.3**: A representative snapshot from a video recording of a simulated cryosurgery procedure [15], where the medium is distilled water mixed with 1.3% gelatin and blue food dye. The reconstructed frozen region is shown on the top-right corner of the image, which is the basis for the displayed freezing front contour in Fig. 3.1.

Up to six cryoprobes can be used concurrently in the specific setup, which is fed by a portable liquid nitrogen container and powered by compressed air (30 psi)[15]. The resulting thermal history at the cryoprobes is a cooling rate of about 33°C/min in the first three minutes of operation and a minimum operation temperature of about -110°C. The actual thermal history for each cryoprobe is measured during experimentation by means of thermocouples embedded at the cryoprobe-tips, and the continuous data streams are recorded with a computerized data logger. Urethral warming in the current setup is simulated with the self-controlled cryoheater set to a
constant temperature of 25°C, which equals to the initial temperature of the phantom material. In selected experiments, clinical-grade hypodermic thermocouples (type T, 1.5 mm OD) are also strategically placed within the domain, in order to measure the thermal history at specific locations for comparison with simulation results.

3.2.2 Simulating ultrasound imaging from experimental data

The current study uses previously generated frozen region reconstructions from selected experiments [15]. In brief, individual images from the recorded video of each experiment were captured and post-processed. Reconstruction of the frozen region from this image was performed in four stages: (i) manual registration by identifying the locations of each cryoprobe and the cryoheater, (ii) applying selected MATLAB filters for image enhancement, (iii) segmentation by a MATLAB implementation of a region-growing method [57, 58], and (iv) application of a dilation transformation [59] to increase the quality of the reconstruction frozen region.

Figure 3.3 displays a representative captured image from a recorded movie, where the inset on the top-right displays the reconstructed frozen region. That inset was used to extract the freezing front, previously displayed in Fig. 3.1 to discuss the acoustic shadowing effect. For the purpose of the current study, the TRUST image location was assumed such that one-third of the frozen region contour becomes ‘visible’, Fig. 3.1(b).

3.2.3 Comparison approach of numerical results with experimental data

Comparison of numerical results with experimental data is based on (i) the evolution of the frozen-region shape over time, and (ii) the thermal history at pre-selected points in space. For the comparison of the frozen-region shape, the PFAM predictions are compared with the freezing front location reconstructed from experimental data. The mismatch between those curves is quantified by the so-called Hausdorff distance, which is commonly used in medical imaging [60], curves analysis [61], and computer vision [62].

In brief, the Hausdorff distance between two curves is defined as the maximum distance from one curve to the nearest point on the other curve [63]. For two sets of points representing curves $A = \{a_1, a_2, \ldots, a_p\}$ and $B = \{b_1, b_2, \ldots, b_q\}$, the Hausdorff distance from $A$ to $B$ is given by:

$$ H(A,B) = \max_{a \in A} \min_{b \in B} ||a - b|| $$

(3.8)
where an Euclidean norm is used to calculate $||a-b||$ [62]. The current study also makes use of a modified Hausdorff distance, which represent an average distance:

$$H(A, B)_{mod} = \frac{1}{|A|} \sum_{a \in A} \min_{b \in B} ||a - b||$$

(3.9)

where $|A|$ is the number of points in A. The modified Hausdorff distance is also widely used in image processing applications [64]. Since the modified Hausdorff distance is an average quantity, it decreases the impact of outliers and hence it is more useful in pattern comparing applications. In this study, $\Delta S_{max}$ stands for $H(A,B)$ where $A$ is the estimated freezing front location and $B$ is the actual (observed) freezing front location. Consistently, $\Delta S_{avg}$ stands for the modified Hausdorff distance, $H(A,B)_{mod}$.

### 3.3. Results and Discussion

Validation of the proposed PFAM and its integration with the TFRM are studied in three steps representing increasing-complexity: (i) comparison of the freezing front location based on the PFAM with experimental results of simplified cases; (ii) comparison of the freezing front location based on the PFAM with simulated ANSYS results of more complex cases, and (iii) comparison of the estimated thermal history based on the integrated PFAM and TFRM method with experimental data.

#### 3.3.1 Experimental validation of PFAM

Experimental validation of the PFAM is performed for three typical cases. Case A represents freezing process as a result of four cryoprobes symmetrically arranged around a urethral warmer, Fig. 3.4. Note that the experimental results from Fig. 3.4(a) are extracted from Fig. 3.4. Cases B and C represent similar results for six cryoprobes in an increasing layout complexity, with results displayed in Figs. 3.5 and 3.6, respectively. Table 3.2 lists mismatch values between experimental data and PFAM results for cases A-C.
Figure 3.4: Comparison between PFAM estimation for the 0°C isotherm (green curve) and freezing-front reconstruction from experimental results (blue curve) for Case A, where the PFAM results are only presented within the simulated acoustic shadow area (Fig. 4(a) is also presented in Figs. 3.1 and 3.3).
Figure 3.5: Comparison between PFAM estimation for the 0°C isotherm (green curve) and freezing-front reconstruction from experimental results (blue curve) for Case B, where the PFAM results are only presented within the simulated acoustic shadow area. TC_1 and TC_2 are thermocouples embedded in the freezing medium and used to validate the integration of PFAM and TFRM method in the context of Fig. 3.9.
Figure 3.6: Comparison between PFAM estimation for the 0°C isotherm (green curve) and freezing-front reconstruction from experimental results (blue curve) for Case C, where the PFAM results are only presented within the simulated acoustic shadow area.
Table 3.2: Summary of freezing front mismatch between the PFAM, TFRM, and experimental results

<table>
<thead>
<tr>
<th>Analysis Method</th>
<th>Elapsed time, s</th>
<th>Hausdorff distance, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\Delta S_{\text{max}}$, Eq. (7)</td>
</tr>
<tr>
<td>Case A (Fig. 3.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFAM</td>
<td>420</td>
<td>4.5</td>
</tr>
<tr>
<td>PFAM</td>
<td>760</td>
<td>2.8</td>
</tr>
<tr>
<td>PFAM</td>
<td>1100</td>
<td>1.9</td>
</tr>
<tr>
<td>PFAM</td>
<td>1400</td>
<td>1.9</td>
</tr>
<tr>
<td>Case B (Fig. 3.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFAM</td>
<td>430</td>
<td>8.6</td>
</tr>
<tr>
<td>PFAM</td>
<td>650</td>
<td>6.3</td>
</tr>
<tr>
<td>PFAM</td>
<td>870</td>
<td>5.7</td>
</tr>
<tr>
<td>PFAM</td>
<td>1000</td>
<td>5.3</td>
</tr>
<tr>
<td>Case C (Fig. 3.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFAM</td>
<td>540</td>
<td>8.8</td>
</tr>
<tr>
<td>PFAM</td>
<td>680</td>
<td>4.5</td>
</tr>
<tr>
<td>PFAM</td>
<td>820</td>
<td>3.6</td>
</tr>
<tr>
<td>PFAM</td>
<td>960</td>
<td>3.0</td>
</tr>
<tr>
<td>Case D, $T=0^\circ$C (Fig. 3.7)</td>
<td>TFRM</td>
<td>N/A*</td>
</tr>
<tr>
<td>Case D, $T=-45^\circ$C (Fig. 3.8)</td>
<td>TFRM</td>
<td>N/A*</td>
</tr>
<tr>
<td>Case D, $T=-45^\circ$C (Fig. 3.8)</td>
<td>TFRM + PFAM</td>
<td>N/A*</td>
</tr>
</tbody>
</table>

* Optimal planning based on computation means described in [34]

Note that the PFAM is applied only after the merge of the frozen regions around the individual cryoprobes into a continuous frozen region around the urethral warmer, which is typical in clinical practice at an advanced stage of the procedure. The planned cryoprobe layout in clinical practice is aimed at creating such a continuous region, otherwise significant areas within the prostate would be left untreated [56, 26, 27]. Further note that neither of the cryoprobe layouts is considered optimal for prostate cryosurgery, which is only selected for a proof-of-concept study. Hence, while the principles of acoustic shadowing have been maintained
consistent with clinical practice, the actual selection of the visible portion of the freezing front is somewhat arbitrary.

From the results displayed in Figs. 3.4-3.6 and Table 3.1, the following observations can be made:

(1) The best match between PFAM results and experimental data is obtained for the symmetric Case A. As could be expected, the quality of this match degrades with the increased complexity of the cryoprobe layout.

(2) Regardless of the specific cryoprobe layout, the match between PFAM results and experimental data improves as the freezing process progresses. This trend can be explained by the observation that the frozen region becomes smoother with less concaved regions with the progression of freezing.

(3) Regardless of the specific configuration tested, an average Hausdorff distance of less than 2 mm is found after 400 s., and less than 1.2 mm after 1000 s. This value is equal or better than the typical uncertainty in ultrasound imaging, which suggests that the PFAM is adequate for clinical operation when a real-time application is developed.

In order to put the above observations in the right context, estimating the freezing front location in the acoustic shadowed area represents an unmet need. The PFAM represents an alternative approach to meet this need, and real-time operation appears feasible. However, reducing the PFAM to clinical practice requires further development, and the current study is aimed only at developing a low computation-cost method to meet that need. Reducing this method to practice can take advantage on a recently developed method for real-time segmentation of the visible portion of the frozen region [65].

3.3.2 Computer validation of the integrated PFAM+TFRM method

While the PFAM has shown its effectiveness in approximating the freezing-front location in areas where imaging analysis may prove ineffective, temperature-field reconstruction within the frozen region calls for additional computation measures. In particular, the location of lethal-temperature isotherm is often desired but no physical artifact can serve as its indicator, which calls for the proposed integrated method to be validated with robust bioheat transfer simulation
tools. For this purpose, ANSYS is selected to generate a benchmark case consistent with a previous study [34] (Case D), which is based on eight cryoprobes and a urethral warmer. The simulated domain is assumed infinite from heat transfer consideration, having an initial temperature of 37°C. All cryoprobes are assumed to cool simultaneously from to -145°C in 30 s (simulative of Argon-based cryoprobes), while the urethral warmer is maintained at 37°C throughout the simulation. Thermophysical properties used in the current analysis are listed in Table 3.1.

Figure 3.7: Comparison of a benchmark generated with finite-elements analysis (ANSYS) and the estimated location of the freezing front (0°C isotherm) using TFRM, with and without integration with PFAM (Case D in Table 3.2).
Validation results for the integrated PFAM and TFRM method are displayed in Figs. 3.7 and 3.8, with mismatch distances summarized in Table 3.2. It can be seen from Fig. 3.7 that the PFAM dramatically improves the prediction of the freezing front location (the jagged nature of the curves is consistent with the 1 mm grid used for TFRM evaluation). The maximum and average mismatch distances for the TFRM alone are 15.2 mm and 8.1 mm, respectively. However, the maximum and average mismatch distances for the combined PFAM+TFRM are 2.9 mm and 0.9 mm, respectively. Taking into account an ultrasound analysis uncertainty of 1 mm to 2 mm, the combined PFAM+TFRM method appears to be a clinically relevant mathematical method for real-time analysis.

The maximum and average mismatch distances for the lethal temperature isotherm are 10.1 mm and 5.3 mm, respectively, when only TFRM is used solely. However, when the integrated
mathematical method is applied, these values decrease to 3.1 mm and 0.1 mm, respectively. These results appear quite relevant for the development of computer-assisted tools for cryosurgery, especially when emphasizing that they are based on only about one third of the freezing-front location (PFAM), while neglecting the inertia term in the bioheat transfer process (TFRM).

The integrated method has been solved using MATLAB on an Intel® Quad Core™ i7 machine with 9 GB RAM, running at 3.07 GHz. The PFAM is computationally inexpensive, which required less than 0.5 s for any of the cases presented above. As described in [34], the TFRM is solved by applying a sparse matrix format and internal solvers for efficiency in calculations, with a typical runtime under 3 s. These runtime numbers represent non-optimized computation frameworks, where GPU implementation is likely to reduce the overall runtime to milliseconds [66]. Hence, the integrated numerical method is relevant for clinical practice and warrants further development. For example, once a clinician marks the location of the cryoprobes and freezing front at a few points along its visible portion, a complete temperature reconstruction can be obtained in real time.

3.3.3 Experimental validation of the thermal history of the PFAM+TFRM method

Thus far, method validation has been demonstrated for the ability to predict the freezing front location based on experimental results, and for the ability to predict the lethal-temperature isotherm based on computer simulations. The discussion now turns to the ability to estimate the thermal history at preselected points in space, with Case B as a test case. Temperature measurements were obtained with T-type thermocouples (±0.5°C uncertainty), as illustrated in Fig. 3.5. Comparison results are presented in Fig. 3.9 starting at 400s, after which the temperature sensors became embedded in the frozen region. Differences between predicted and measured temperatures for TC\textsubscript{1} range between 6°C at 400 s to 3.6°C at 850 s. Temperature differences for TC\textsubscript{2} range between 2°C at 400 s to 0.8°C at 850 s. The main reason for the lower-quality of temperature predictions for TC\textsubscript{1} is that it is located further than TC\textsubscript{2} in relation to the observed freezing front. When the magnitude of 6°C is considered, it should be noted that (i) no real temperature measurement means are available during cryosurgery in the respective areas, and (ii) the maximum temperature variation in the domain can become two orders of made larger than that value.
Figure 3.9: Comparison of measured and estimated temperatures, using an integrated PFAM and TFRM method, where sensor locations are illustrated in Fig. 3.5.

3.4 Summary

The objective of the study presented in this chapter is to reconstruct the temperature field during cryosurgery in the presence of an acoustic shadow, which would be created during ultrasound imaging. To achieve this goal, a new method (PFAM) has been developed. The inputs for PFAM are: partial location of freezing front extracted from medical imaging, cryoprobe location and their history. PFAM was validated against experimental data previously obtained in BTTL. The average mismatch between the predicted (approximated) location of the freezing front and the measured location of the freezing front was found to be less than 2 mm.

Another objective of this chapter is to integrate PFAM with TFRM in order to create a computationally inexpensive hybrid (PFAM + TFRM). This unified framework is then used to reconstruct the temperature field in one of case studies presented in the previous chapter. The
results show a large decrease in the mismatch between predicted temperature field and benchmark. The time required for execution of the hybrid method is shown to be almost equal to time required for TFRM alone which means computational cost of PFAM is low.

The last objective for the chapter is to experimentally verify the hybrid method in 2D by comparing estimated thermal history at pre-selected locations with thermocouple measurements. The difference between estimated and measured temperatures is found to be less than 10°C. While in Chapter 2, the mathematical basis for TFRM is presented for 2D, this chapter presents its integration into a hybrid method, which is than experimentally verified. Given the fact that no other methods are currently used to evaluate the actual temperature distribution during cryosurgery, the hybrid framework represents a very promising development in real-time monitoring.
Chapter 4: Extending the Hybrid Method (PFAM + TFRM) to 3D

The main objective for the study presented in the current chapter is extension of the work demonstrated in the previous chapter. The experimentally verified hybrid approach (PFAM + TFRM) is extended to 3 dimensions (3D) as a proof-of-concept. The temperature fields predicted by the numerical method are compared with a computerized benchmark generated using ANSYS [51, 50].

Extending the framework from 2 dimensions to 3 dimensions represents a large increase in computational complexity. To implement the hybrid (PFAM + TFRM) method in 3D using data structures and linear system solvers used for 2D cases becomes untenable because of the very large memory footprint required. To resolve these issues, the focus of this chapter is to create an efficient implementation of the hybrid method in 3D.

4.1 Problem Definition and 3D Implementation

The mathematical formulation used previously is now extended for 3D. Figure 4.1 displays a 3D representation of the prostate model for the purpose of problem illustration.

Figure 4.1: Top view and front view of a representative numerical model of the prostate (gray) and volume of tissue (green) below lethal temperature (-45°C)
The extension of the numerical method presented in the previous chapter from 2D to 3D creates a number of problems. The inputs to the problem being solved are: (i) temperature data from the cryoprobes, (ii) temperature data from the urethral warmer, and (iii) imaging data from ultrasound. The main challenge in extending the numerical method to 3D is in the dramatic increase in the size of the computational grid. The numerical method presented in the previous chapters (TFRM + PFAM) used a uniform grid of 90 x 90 points with a space interval of 1 mm. This meant that the computational domain consisted of 8100 grid points. The 3D case considered here consists of a uniform grid of 60 x 60 x 60 points with a space interval of 1 mm. The computational grid consists of 216,000 grid points. This represents a massive increase in the size of the computational effort required to reach the solution. When Eqs. (3.6) and (3.7) are discretized using the numerical grid described above, the resulting system matrix for the linear system of equations has ~ 47 billion elements. Each element of the matrix requires at least 1 byte of memory resulting in the memory footprint of the problem is around 45 GB. This is a prohibitively large amount of memory and thus out of scope for most of the computers available today.

To solve this problem of memory footprint, a different type of data structure is used to store the system matrix. The system matrix is a banded matrix with seven diagonals with the majority of its elements being zero. This is also known as a sparse matrix. In numerical analysis, a sparse matrix is a matrix in which most of the elements are zero [67]. In the case of a sparse matrix, substantial memory requirement reductions can be realized by storing only the non-zero entries. Depending on the number and distribution of the non-zero entries, different data structures can be used and yield huge savings in memory when compared to standard approach (storing all element locations and their values). Sparse matrix systems also need special solvers. The techniques used for dense matrix systems are inefficient to solve sparse systems. The MATLAB solver used in this study automatically chooses the correct algorithm required for the system being solved [68]. As this study is a proof-of-concept, the MATLAB solver is considered sufficient for the exercise.

The 3D simulation inherently suffers from the problem of displaying the results of the temperature reconstruction on 2D media. To get around this problem, the results of the 3D simulations are presented on a cross section by cross section basis. The cross section is in the x-y plane and successive cross sections along the z-axis are displayed. The results of the numerical
method are evaluated using Eqs. (3.8) and (3.9). As the Hausdorff distance uses the Euclidean norm, the calculations for maximum mismatch ($\Delta S_{\text{max}}$) and average mismatch ($\Delta S_{\text{avg}}$) are similar to the distance calculations in the previous chapter. The only difference in the calculation here and the previous chapter is that in this case, the Euclidean norm is 3D instead of 2D (Chapter 3).

4.2. Results and Discussion

The 3D-extended unified numerical method (TFRM+ PFAM) is validated here against a transient benchmark case obtained with the finite elements commercial code ANSYS. This benchmark solution was obtained based on prostate contours sectioned from ultrasound imaging [33], subject to the following parameters and conditions:

1. Eight cryoprobes are used simultaneously;
2. The cryoprobes are cooled from 37°C to -145°C in 30 sec, simulative of Argon-based cryoprobes;
3. The cryoprobe layout is computer generated, using a planning algorithm known as “bubble packing” [25], with the match between the 0°C isotherm and the organ contour as a planning criterion; and,
4. The urethra is maintained at 37°C throughout the procedure, simulative of the commonly applied urethral warmer.

The cryosurgical procedure is considered complete when the mismatch between simulated frozen volume and targeted prostate volume reaches minimum value.

4.2.1. Temperature Field Reconstruction Method (TFRM) in 3D

Using the Trans-Rectal Ultra-Sound Transducer (TRUST), the extent of freezing is monitored at one cross-section at a time, while the transducer is axially moved to scan the prostate. Figure 4.2 shows the numerical benchmark along with direction of field of view of TRUST. Currently most prostate cryosurgical procedures use 2D ultrasound. This results in ultrasound imaging data being available only from one cross-section at a time. Recall that the phenomenon of acoustic shadowing further affects the imaged target region (Chapter 3). The outcome of TRUST imaging is that the extent of freezing is known only partially and only at a single cross-section at a time.
The numerical experiments carried out in this study were divided into three general cases. The first general case (Case A) represents an ideal case where the location of the freezing front is assumed to be completely known (as could be extracted from MRI or CT imaging) in 3D. The location data is then used as an input to TFRM. Case A represents an ideal scenario, and is presented here to help in qualitatively understanding of the effect of decreasing knowledge of freezing front on the predictions of TFRM. Initially, the complete location of the freezing front is assumed to be 'visible' to the TRUS transducer. Practically in this study, this is achieved by sampling the freezing front at 30 cross-sections, \( n \), along the z-axis. In the successive iteration, the freezing front is sampled only at 15, 8, 4, and 1 equidistant cross-sections along the z-axis. Thus, the series of studied cases advances towards more practical clinical scenarios.

Figure 4.3 shows the locations of the -45°C isotherm after 180 seconds of simulation at 6 different cross sections along the z-axis. The locations of these cross sections are denoted by the yellow curves in Fig. 4.2. Predicted locations of lethal isotherm are compared to the benchmark location of the lethal isotherm. Similarly, in Fig. 4.4, the predicted location of -22°C isotherm is displayed for different number of cross sections considered. Fig. 4.3 displays the location of the so-called 'lethal isotherm' which is -45°C after 180 s of simulation, for various cross section
sampling numbers. The lethal isotherm locations are shown at a depth of z = 35 mm in effort to be represent the overall technique performance, while similar behavior can be observed in other cross sections.

Table 4.1: Summary of average mismatch ($\Delta S_{avg}$) and max mismatch ($\Delta S_{max}$) between benchmark and TFRM predicted -45°C and -22°C isotherm at t = 180 s

<table>
<thead>
<tr>
<th>CASE A (TFRM + No acoustic shadowing)</th>
<th>Cross-Section Observed</th>
<th>Hausdorff distance, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta S_{max}$</td>
<td>$\Delta S_{avg}$</td>
</tr>
<tr>
<td>$T = -45^\circ C$ (Fig. 4.5)</td>
<td>n = 30</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>n = 15</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>n = 8</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>n = 4</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>n = 1</td>
<td>5.6</td>
</tr>
<tr>
<td>$T = -22^\circ C$ (Fig. 4.6)</td>
<td>n = 30</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>n = 15</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>n = 8</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>n = 4</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>n = 1</td>
<td>8.4</td>
</tr>
</tbody>
</table>

From the results displayed in Table 4.1 and Figs. 4.3-4.4, the following observations can be made for case A:

(1) The best match between TFRM and benchmark is when n = 30. As could be expected, the quality of this match degrades with the decreased proportion of observed cross sections.

(2) Regardless of the specific configuration tested, an average Hausdorff distance of less than 2 mm is found for -45°C isotherm. Similarly, for -22°C isotherm the average mismatch is less than 3 mm for all cases.
Figure 4.3: Comparison between TFRM estimation and the benchmark (blue) for the -45°C isotherm, for Case A at t = 180 s for n = 30 (green), n = 15 (cyan), n = 8 (red), n = 4 (black), and n = 1 (magenta)
Figure 4.4: Comparison between TFRM estimation and the benchmark (blue) for the -22°C isotherm for Case A at t = 180 s for n = 30 (green), n = 15 (cyan), n = 8 (red), n = 4 (black), and n = 1 (magenta)
Figure 4.5: Comparison between TFRM estimation for the -45°C isotherm and benchmark results for various number of cross-section datasets after 180 seconds of simulation.

For the rest of the analysis, only the results at z=35 mm cross section are going to be displayed as a representative cross section. It can be seen from Fig. 4.7 that the mismatch between the benchmark lethal isotherm and the location of predicted lethal isotherms by TFRM increases with decreasing number of cross sections. The maximum distance, $\Delta S_{\text{max}}$, between predicted and benchmark lethal isotherm locations increases from $\Delta S_{\text{max}} = 1.8$ mm for n = 30 to $\Delta S_{\text{max}} = 5.6$ mm for n = 1. Similarly, the average mismatch, $\Delta S_{\text{avg}}$, increases from 0.4 mm to 1.4 mm, when the number of observed cross-sections decreases from n = 30 to n = 1. Figs. 4.6 and 4.7 display similar results for after 240 s and 300 s, respectively.
Figure 4.6: Comparison between TFRM estimation for the -45°C isotherm and benchmark (blue) for different number of cross-sections observed, n, after 240 seconds of simulation.

Figure 4.7: Comparison between TFRM estimation for the -45°C isotherm and benchmark (blue) for different number of cross-sections observed, n, after 300 seconds of simulation.

Figure 4.6 and Fig. 4.7 illustrate the increasing match with the increased number of cross sections for three representative instants along the cryosurgery simulation.
Figure 4.8: Maximum mismatch, $\Delta S_{\text{max}}$, between TFRM and benchmark lethal isotherm as a function of number of sampled cross-section, in a case where the entire freezing front location in the cross section is known.
Figure 4.9: Average mismatch, $\Delta S_{avg}$, between TFRM and benchmark lethal isotherm as a function of number of observed (sampled) cross-section, $n$, when entire freezing front location is assumed to be visible.

It can be seen from Figs. 4.8 and 4.9 that the maximum and average mismatches decrease with increasing number of sampled cross sections, and independently with the simulated time. These observations are consistent with observations made in the previous chapters for 2D cases.

Case B (TFRM with acoustic shadowing that would be produced in ultrasound imaging) represents a more practical scenario in which the effect of acoustic shadowing is taken into account. This means that the location of only a part of the freezing front is known by means of TRUST imaging. In Chapter 3, a procedure to computationally establish the acoustic shadowing was described and a similar approach is employed here to figure out the proportion of freezing front visible. Here, instead of just one cross section as is the case for 2D, acoustic shadowing is observed at every cross-section being sampled. This is simulative of the case when clinician moves TRUST to change the cross section being observed. Similar to Fig 4.5, Fig. 4.10 displays the locations of lethal isotherm predicted by TFRM when the freezing front location is only partially known at a depth of 35 mm.
Figure 4.10: Comparison between TFRM estimation for the -45°C isotherm and benchmark (blue) for different number of cross-sections observed, n, after 180 seconds of simulation, when acoustic shadowing is taken into account (Case B)

Figure 4.11: Comparison between TFRM estimation for the -45°C isotherm and benchmark (blue) for different number of cross-sections observed, n, after 240 seconds of simulation, when acoustic shadowing is taken into account (Case B)
Figure 4.12: Comparison between TFRM estimation for the -45°C isotherm and benchmark (blue) for different number of cross-sections observed, n, after 300 seconds of simulation, when acoustic shadowing is taken into account (Case B).

Figure 4.13: Maximum mismatch, $\Delta S_{\text{max}}$, between TFRM and benchmark lethal isotherm as a function of number of observed (sampled) cross-section, n, when only partial information about the location of freezing front is known. (Case B)
Figure 4.14: Average mismatch, $\Delta S_{\text{avg}}$, between TFRM and benchmark lethal isotherm as a function of number of observed (sampled) cross-section, $n$, when only partial information about the location of freezing front is known (Case B).

Figure 4.13 displays the relationship of the maximum mismatch, $\Delta S_{\text{max}}$, between the predicted temperature field by TFRM and the benchmark solution. The trends for the decrease in $\Delta S_{\text{max}}$ and $\Delta S_{\text{avg}}$ are similar between Cases A and B, although the actual numbers vary. The average mismatch is less than 1 mm for all cases at $t = 300$ second, at the end of the cryosurgical procedure simulation.
4.2.2. Unified Application of Potential Field Analogy Method (PFAM) and Temperature-Field Reconstruction Method (TFRM) in 3D

Case C represents a more difficult to analyze scenario, where the freezing front is supposed at a single cross-section (n = 1) using TRUST. Furthermore, the location of the freezing front is only partially known due the effect of acoustic shadowing. Case C is analyzed with the unified computation framework of PFAM and TFRM.

Figure 4.15: Comparison between the unified computation framework of TFRM+PFAM and the benchmark solution for the location of the -45°C isotherm, for the various cases after 180 seconds of cryosurgery simulation at a depth of 35 mm

Figure 4.15 shows the comparison between predicted lethal isotherms for Case A (TFRM), Case B (TFRM with acoustic shadowing), and Case C (TFRM with acoustic shadowing + PFAM). When TFRM is used by using the partial location of freezing front (case B, n=1) at time interval t = 180 seconds, the max mismatch, $\Delta S_{\text{max}}$, is equal to 5.6 mm and the average mismatch, $\Delta S_{\text{avg}}$, is equal to 1.4 mm. When PFAM is used to estimate the location of the freezing front in the acoustic shadow region the max mismatch decreases from 5.6 mm to 5.3 mm and the average mismatch decreases from 1.4 mm to 1.2 mm. This is a demonstration of the application of PFAM.
Figure 4.16: Comparison between TFRM + PFAM estimation for the -45°C isotherm and benchmark (blue) for different number of cross-sections observed, n, combined with case A, case B, and case C after 240 seconds of simulation

Figure 4.17: Comparison between TFRM + PFAM estimation for the -45°C isotherm and benchmark (blue) for different number of cross-sections observed, n, combined with case A, case B, and case C after 300 seconds of simulation
in improving the accuracy of temperature-field reconstruction. Figures 4.16 and 4.17 display consistent results after 240 s and 300 s of simulation, respectively. The mismatch values for all cases considered are then compiled in Table 4.2. Finally, similar calculations are also done for \(-22^\circ\text{C}\) isotherm as it is also one of the isotherms used in planning of cryosurgery and tabulated in Table 4.3

**Table 4.2**: Summary of mismatch between the PFAM, TFRM for lethal isotherm \((-45^\circ\text{C})\)

<table>
<thead>
<tr>
<th>Cross-Section Observed</th>
<th>Analysis Method</th>
<th>Hausdorff distance, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\Delta S_{\text{max}})</td>
<td>(\Delta S_{\text{avg}})</td>
</tr>
<tr>
<td><strong>t = 180 seconds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Fig. 4.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case A</td>
<td>(N = 30)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>0.4</td>
</tr>
<tr>
<td>Case A</td>
<td>(N = 1)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>5.6</td>
<td>1.4</td>
</tr>
<tr>
<td>Case B</td>
<td>(N = 30)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>2.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Case B</td>
<td>(N = 1)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>5.6</td>
<td>1.4</td>
</tr>
<tr>
<td>Case C</td>
<td>(N = 1)</td>
<td>PFAM + TFRM</td>
</tr>
<tr>
<td></td>
<td>5.3</td>
<td>1.2</td>
</tr>
<tr>
<td><strong>t = 240 seconds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Fig. 4.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case A</td>
<td>(N = 30)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Case A</td>
<td>(N = 1)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>3.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Case B</td>
<td>(N = 30)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>1.9</td>
<td>0.5</td>
</tr>
<tr>
<td>Case B</td>
<td>(N = 1)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>3.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Case C</td>
<td>(N = 1)</td>
<td>PFAM + TFRM</td>
</tr>
<tr>
<td></td>
<td>3.9</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>t = 300 seconds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Fig. 4.19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case A</td>
<td>(N = 30)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Case A</td>
<td>(N = 1)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Case B</td>
<td>(N = 30)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Case B</td>
<td>(N = 1)</td>
<td>TFRM</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Case C</td>
<td>(N = 1)</td>
<td>PFAM + TFRM</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>0.6</td>
</tr>
</tbody>
</table>
Figure 4.18: Representative illustration of 3D freezing front reconstruction based on known freezing front location on a single plane only, which could be obtained from medical imaging. Input data is considered for this problem as follows: (1) the green line represents the freezing front reconstructed from medical imaging, (2) the thermal history at the tip of the cryoprobes is known from the cryodevice, and (3) the temperature at the urethra (red) is given by the urethral warmer. The reconstructed freezing front by means of the proposed unified numerical technique is presented in violet. The quality of reconstruction is summarized in Table 4.3 and 4.4 for a variety of cases.

Figure 4.18 illustrates a scenario where the 3D freezing front location is estimated based on a known freezing front location on a single plane, with the latter simulated to be reconstructed from medical imaging. This figure signifies how the limited ultrasound data may still become instrumental in reconstructing the entire temperature field. This illustration is also representative of all three cases with $N=1$ (Figs. 4.15-4.17), where freezing front can be observed only at one cross section at a time. As shown in Table 4.2, for Case A (where full freezing front location is known using MRI or CT) and $N=1$, $\Delta S_{avg} = 1.4$ mm after simulation has run for 180 seconds. For Case C, where location of freezing front is only partially known by ultrasound means, the hybrid method (PFAM + TFRM) is used. PFAM is used to estimate freezing front location in the acoustic shadow region. The average mismatch reduces to 1.2 mm after simulation has run for 180 seconds, which demonstrates that the hybrid method leads to an improved temperature-field reconstruction. The ability of TFRM and the hybrid method to reconstruct the complete
temperature field using only a partial freezing front location at a single cross section is highly encouraging.

**Table 4.3**: Summary of mismatch between the PFAM, TFRM for -22°C isotherm

<table>
<thead>
<tr>
<th>Case</th>
<th>Cross-Section Observed</th>
<th>Analysis Method</th>
<th>Hausdorff distance, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \Delta S_{\text{max}} )</td>
</tr>
<tr>
<td><strong>t = 180 seconds</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case A</td>
<td>N = 30</td>
<td>TFRM</td>
<td>2.2</td>
</tr>
<tr>
<td>Case A</td>
<td>N = 1</td>
<td>TFRM</td>
<td>8.4</td>
</tr>
<tr>
<td>Case B</td>
<td>N = 30</td>
<td>TFRM</td>
<td>4.6</td>
</tr>
<tr>
<td>Case B</td>
<td>N = 1</td>
<td>TFRM</td>
<td>8.4</td>
</tr>
<tr>
<td>Case C</td>
<td>N = 1</td>
<td>PFAM + TFRM</td>
<td>8.3</td>
</tr>
<tr>
<td><strong>t = 240 seconds</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case A</td>
<td>N = 30</td>
<td>TFRM</td>
<td>1</td>
</tr>
<tr>
<td>Case A</td>
<td>N = 1</td>
<td>TFRM</td>
<td>6.6</td>
</tr>
<tr>
<td>Case B</td>
<td>N = 30</td>
<td>TFRM</td>
<td>4.4</td>
</tr>
<tr>
<td>Case B</td>
<td>N = 1</td>
<td>TFRM</td>
<td>6.6</td>
</tr>
<tr>
<td>Case C</td>
<td>N = 1</td>
<td>PFAM + TFRM</td>
<td>6.3</td>
</tr>
<tr>
<td><strong>t = 300 seconds</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case A</td>
<td>N = 30</td>
<td>TFRM</td>
<td>0.9</td>
</tr>
<tr>
<td>Case A</td>
<td>N = 1</td>
<td>TFRM</td>
<td>4.8</td>
</tr>
<tr>
<td>Case B</td>
<td>N = 30</td>
<td>TFRM</td>
<td>3.1</td>
</tr>
<tr>
<td>Case B</td>
<td>N = 1</td>
<td>TFRM</td>
<td>4.9</td>
</tr>
<tr>
<td>Case C</td>
<td>N = 1</td>
<td>PFAM + TFRM</td>
<td>4.7</td>
</tr>
</tbody>
</table>

**4.3 Summary**

In this chapter, the main objective is to extend the unified framework presented and experimentally verified in Chapter 3 to 3D. The increase in dimension of the problem causes a very large increase in computational cost and complexity. The linear system of equations for the
problem is a sparse matrix system. In a sparse matrix, most of the elements are zero. Special data structures were used in MATLAB to reduce the memory footprint of the problem. The MATLAB solver uses the appropriate sparse matrix algorithm to solve the problem. Although the typical solution time is not real-time, the study is presented as a proof-of-concept. Using a high performance compiled language such as C++ or Rust to implement the hybrid method should decrease the runtime by a wide margin.

ANSYS is used to solve the full 3D transient bio-heat transfer problem and then is used as a benchmark. Three typical cases are studied. The first case (Case A) represents an ideal scenario where the complete freezing front contour is known (as could be the case in MRI or CT imaging) and when the acoustic shadow effect is ignored. The second case (Case B) is an extension of Case A when the acoustic shadow is taken into account (as could be the case in ultrasound imaging). Both cases A and B are solved using TFRM. The outcome from both cases for the specific conditions under investigation is an average mismatch of less than 1.5 mm in the lethal isotherm location. For the third case (Case C), the previously established unified framework was used to reconstruct the temperature field. The result of comparison with benchmark clearly showed an improvement in the accuracy of the predicted temperature values. Results from Case C show an improvement from 1.4 mm to 1.2 mm in average mismatch compared with the first two cases. Thus, the unified framework of TFRM and PFAM can be used effectively to reconstruct the temperature fields in 3D. A typical runtime for a TFRM solution in 3D was ~2000 seconds on an Intel® Quad Core™ i7 machine with 9 GB RAM, running at 3.07 GHz. While this is not real time, this study is a proof-of-concept and runtime optimizations are beyond the scope of this chapter.
Chapter 5: Characterization of a CMOS sensing core for ultra-miniature wireless implantable temperature sensors

The study described in this chapter is a part of an ongoing collaborated project guided by Professors Yoed Rabin and Jeyanandh Paramesh (ECE, CMU). The current chapter focuses on the development of ultra-miniature, wireless, implementable temperature sensors that can provide input temperature data in real time for the computation tools described in Chapters 2-4. Temperature sensor development presented in this chapter has been conducted by Mr. Ahmad Khairi (ECE, CMU) under the guidance of Prof. Paramesh [69, 42] (Sections 5.1-5.2) while system characterization in cryogenic temperatures has been conducted at the BTTL, under the guidance of Prof. Rabin (Section 5.3). The design, fabrication, and operation of the cryogenic experimentation stage have been conducted as a part of the current study and are described herein.

5.1 Principles of sensor design and implementation

The proposed temperature sensing unit consists of an integrated circuit, powered by electromagnetic induction and communicated with by Wi-Fi. The integrated sensing unit is expected to operate in the temperature range applicable to cryosurgery of −196°C to 37°C, while consuming power of less than 1µW, which is deemed consistent with the potential to deliver power by induction. More specifically, the current study focuses on characterization of the temperature sensing core. The proposed temperature sensing core is presented here in brief for the completeness of presentation, while the detailed analysis of the proposed system is presented by Khairi et al. [42].

A schematic illustration of the proposed design for proportional-to-absolute-temperature (PTAT) sensor is displayed in Fig. 5.1, where Q₁ and Q₂ are nominally identical PNP bipolar junction transistors (BJTs), implemented using the substrate PNP structure inherent to standard CMOS technologies. The operational amplifier (op-amp; \( A_{DM} \) Fig. 5.1) forces the drain voltages of the metal-oxide semiconductor field-effect transistors (MOSFET) \( M₁ \) and \( M₂ \) to equate by means of negative feedback. By selecting the width of \( M₂ \) to equal \( n₀ \) times the width of \( M₁ \), the drain current of \( M₂ \) becomes \( n₀ \) times the drain current of \( M₁ \) (annotated \( I₀ \)). It follows that the difference between the emitter-base voltages \( V_{EB₁} \) and \( V_{EB₂} \) of transistors \( Q₁ \) and \( Q₂ \), respectively, (Fig. 5.1) can be approximated as [70]:

67
\[ \Delta V_{EB} = V_{EB2} - V_{EB1} = \phi_T \ln \left( \frac{n_0 I_0}{I_{0S}} \right) = \phi_T \ln(n_0) \]  

(5.1)

where

\[ \phi_T = \frac{kT}{q} \]  

(5.2)

and where \( I_s \) is the reverse saturation current of the BJT’s, \( \phi_T \) is the thermal voltage, \( k \) is the Boltzmann constant \((1.381 \times 10^{-23} \text{J/K})\), \( q \) is the electronic charge \((1.6 \times 10^{-19} \text{C})\), and \( T \) is the absolute temperature. Note that the current \( I_0 \) has a PTAT characteristic since it represents the ratio of \( \Delta V_{EB} \) to \( R_B \). The natural logarithm of the current ratio \( n_0 \) in Eq. (5.1) determines the constant of proportionality between the sensor’s output voltage, \( \Delta V_{EB} \), and the absolute temperature.

![Schematic illustration of the proposed proportional-to-absolute-temperature (PTAT) sensing core.](image)

**Figure. 5.1.** Schematic illustration of the proposed proportional-to-absolute-temperature (PTAT) sensing core.

The primary advantage in a PTAT-based temperature sensor is that \( n_0 \) is nominally equal to the ratio of lithographically defined transistor widths, which is closely controlled in CMOS fabrication. While Eq. (5.1) provides insight into the operational principles of the temperature sensor, the model needs to be expanded to account for non-idealities which arise in a practical implementation, as described below.
5.2. Experimental setup

Figure 5.2. Photograph of the fabricated sensor chip (a) and the packaged chip mounted on PCB (b).

Figure 5.2 displays a sensing core prototype, using a standard 130 nm CMOS process in a commercial foundry. The area occupied by the sensing core is 100 µm × 400 µm, which makes it an excellent candidate to be incorporated into an implantable sensor, and can be delivered into the body by means of a hypodermic needle. In its normal operational mode, the circuit is entirely self-biased, where the op-amp bias current is generated internally and is PTAT. The circuit can also be operated in a test mode using an external current source to provide the op-amp bias current, a case in which the bias current can be designed to have any desired dependency on temperature. Since only the sensing core of the wireless, implantable, temperature sensing device is under investigation in the current study, while wireless telemetry is the subject matter of a parallel study, the sensing core was hosted in a standard IC package. A custom printed circuit board (PCB) has been fabricated to characterize the chip. The sensor outputs, $V_{EB1}$ and $V_{EB2}$, were buffered with amplifiers external to the chip (on the same PCB), in order to drive the loads of the measurement instruments. The sensor outputs were measured at a sampling rate of 0.2 Hz using a high accuracy Keithley 2400 Source Measure Unit.
5.3 Thermal design considerations of the experimental setup

Characterization of the sensor at cryogenic temperatures was performed in a controlled-rate cooler (Kryo 10–16 chamber and Kryo 10–20 controller, Planer Ltd., UK), as illustrated in Fig. 5.3. Cooling in the Kryo 10–16 chamber is achieved by circulating a mixture of nitrogen vapors and air at high velocity (up to 15 m/s). In order to protect the sensing core and the PCB board, a cryogenic holding stage was designed and constructed, as illustrated in Fig. 5.3(b). The holding stage is made of Plexiglas to avoid heat transfer from the stage to the sensing core. All side walls have holes to allow the highly turbulent air to flow through the insides of both parts of the stage.

The packaged sensor shown in Fig. 5.2 is in direct contact with the circulating nitrogen vapors mixture. Thus design of the holding stage along with the highly turbulent flow ensures thermal equilibrium between nitrogen vapor stream and the sensing core. Once the system is packaged and miniaturized, the need for the current setup for sensing unit characterization will change to enable wireless communication with a transmitter/receiver strategically placed adjacent to the sensing unit. The temperature sensor was benchmarked against temperature measurements obtained with a T-type thermocouple, placed on the PCB next to the chip, in continuous data logging mode (OMB DAQ-56, Omega Engineering, Inc.). Data acquisition for the thermocouple and the new sensor was done concurrently and independently.

Figure. 5.3. Experimental setup: (a) a schematic illustration of the system, and (b) a photograph of the experimental stage.
5.4 Results and discussion

Figure 5.4 displays results obtained with two specimens of the sensing core at a sampling rate of 0.2 Hz; both specimens were fabricated on the same wafer. The thermal protocol included a sequence of cooling ramps, separated apart by constant-temperature holding periods, which were long enough to let the system reach steady state at each temperature level. Each temperature data point in Fig. 5.4 represents an average and standard deviation of 30 consecutive readings at steady state in order to reduce uncertainties in measurements.

![Figure 5.4](image)

**Figure. 5.4.** Results obtained from three representative chips in a self-biased mode (#1 and #2) and an externally biased mode (#2): (a) temperature data as a function of voltage output, and (b) average nonlinear offset, calculated as the temperature difference between the experimental data shown (a) and a linear curve connecting the boundary temperature values for each dataset.

Experimental results demonstrate a very high linearity of the sensor output with temperature in a range of −180°C and −20°C, with maximum observed nonlinearity of 2°C of full scale (1.1%). While potential sources for nonlinearity in the proposed design have been discussed [69] no nonlinearity mitigation techniques were deemed necessary for cryosurgery applications. Reducing nonlinear effects would unnecessarily increase the power overhead associated with the corresponding mitigation mechanisms. The uncertainty range, defined by twice the standard deviation (2σ) at steady state, was found to vary with temperature, but to not exceeding 1.4°C in
all studied cases. While this range is deemed adequate for cryosurgery application, it is higher than that predicted, based on computerized design tools[69]. This difference can be partly attributed to:

1. Temperature variations inside the cooling chamber, where its temperature is controlled by periodic ejection of liquid nitrogen into a highly turbulent airstream;
2. Uncertainty in reference temperature, where the reference thermocouple is specified to have an uncertainty range of 1.4°C at −100°C; and,
3. Electronic noises in off-chip buffer, cables, and multi-meter, which may be eliminated in a wireless implementation.

5.5 Summary

In this chapter, a remote sensing core of a proposed wireless miniature temperature sensor was presented. The remote sensing core was characterized in BTTL using the cryo-chamber of a commercially available controlled-rate cooler. A Plexiglas holding stage was designed and fabricated in-house. The stage designed in such a way that temperature gradient across the board were held to a minimum. This in conjunction with highly turbulent nitrogen vapor flow ensured thermal equilibrium between the airflow and core.

The observed uncertainty range was higher than modeled because of the highly turbulent airstream, reference temperature uncertainty and electronic noise. However, in the ultimate application, the heat transfer problem will be dominated by heat conduction, while the highly turbulent airflow and electronic noises will be absent. This means that the uncertainty in the designed implementation will be lower than the data presented in this chapter.
Chapter 6: Summary and Conclusions

The ultimate goal of cryosurgery is to maximize tissue destruction in the targeted region while minimizing injury to the adjacent healthy tissue. To achieve this goal, clinicians and cryosurgical device manufacturers have designed increasingly smaller cryoprobes. These small cryoprobes enable a large number of cryoprobes to be used simultaneously, which can provide a higher degree of control over the freezing process. However, due to the large number of cryoprobes involved, the complexity of the procedure has increased accordingly. The outcome of the cryoprocedure is thus highly dependent on the skills and experience of the clinician.

The work presented in this thesis is a part of ongoing research at the Biothermal Technology Laboratory to develop hardware and computational tools to provide capabilities to monitor the developing temperature field in real-time. While prostate cryosurgery is used as a developmental model in the current project, the numerical methods developed in this work can be easily extended to other forms of cryosurgery.

This study investigates the potential contribution of data from three different sources for temperature-field reconstruction: implantable sensors, cryprobe-embedded sensors, and freezing front location extracted from medical imaging. This data is used as input when solving the inverse heat transfer problem in prostate cryosurgery. A key modeling assumption for temperature-field reconstruction is that the cryosurgical process can be treated as quasi-steady, while the transient nature of the process comes about through transient boundary conditions. These transient boundary conditions are measured temperatures at the tip of cryoprobes, temperature measured by embedded sensors, and the moving freezing front extracted from medical imaging. The justification for this assumption is that Stefan number is small in a typical cryosurgery problem, which means that the cryosurgery heat transfer problem is dominated by latent heat effects. The quasi-steady approximation approach transforms the ill-posed inverse mathematical problem of bioheat transfer to a well-posed problem having a unique solution.

In chapter 2, quasi-steady approximation was used to develop a numerical method to reconstruct the temperature field during cryosurgery (TFRM). TFRM was implemented using the commercial code MATLAB in 2D. For benchmarking purposes, ANSYS was used to solve the transient 2D bioheat transfer problem of during cryosurgery. The layout of the cryoprobes used in the simulation was selected using a proprietary planning algorithm termed “bubble-packing technique”. A typical execution of TFRM in 2D using MATLAB was in the range of 2 to 3 s on
an Intel® Quad Core™ i7 machine with 9 GB RAM, running at 3.07 GHz, indicating the ability to attain near-real time performance.

Emphasis in temperature-field analysis was given to the location of the so-called lethal temperature (-45°C), which is of a clinical significance but typically not presented to the cryosurgeon in real time. When compared the benchmark solution, results indicate that TFRM can provide a good approximation for the location of the lethal temperature in many scenarios. The average mismatch when full freezing front location is assumed to be known using a medical imaging technique is less than 1 mm. This mismatch value for the lethal temperature isotherm location is comparable with the uncertainty inherent to medical imaging. When only partial of the freezing front location was assumed to be known, the average mismatch increased to 1.4 mm. This analysis also address sensors placement along the organ contour and along the predicted location of the isotherms: 0°C, -22°C, and -45°C. Further sensitivity analysis and strategies for sensor placement were investigated. Combining image analysis in real time with data from cryoprobe-embedded temperature sensors can provide an alternative approach to temperature-field reconstruction in real time. Thus, TFRM provides the means for real-time monitoring of developing temperature fields during cryosurgery.

Modern cryosurgery relies on Trans-Rectal Ultrasound Transducer (TRUST) to monitor the developing freezing front. The primary challenge in ultrasound monitoring of cryosurgery is the high absorption of the ultrasound energy by the frozen region, which leads to (i) opacity of the frozen region on the ultrasound monitor, (ii) shadow effect behind the frozen region, and (iii) clear demarcation of the freezing front in areas close to the ultrasound transducer. In Chapter 3, Potential Field Analogy Method (PFAM) was developed to approximate the location of the freezing front in areas invisible to US imaging. The technique is based on US image analysis as input, while it does not rely on the development of additional sensors or specialized instrumentation making use of currently available hardware used in the process.

PFAM represents a complete alternative approach to the previous numerical method, TFRM. The main advantage of TFRM is its ability to incorporate information from multiple sensing modalities (temperature sensors, medical imaging) while the main advantage of PFAM is very low computational cost and the lack of need for temperature sensors. TFRM was benchmarked initially against full-scale numerical simulations and then against experimental data, while PFAM was benchmarked alone only against experimental data. At an advanced stage, PFAM
was further integrated with TFRM to estimate the temperature distribution within the frozen region.

Results of the study indicate that PFAM is a viable and computationally inexpensive technique for estimating the location of freezing front in the acoustic shadow. Comparison of PFAM estimations and experimental data showed an average mismatch of less than 2 mm in freezing-front location, which is comparable with the uncertainty in ultrasound imaging. Comparison of the hybrid PFAM+TFRM method with full-scale finite elements analysis (FEA) indicates an average mismatch of 0.9 mm for the freezing front location, $T=0^\circ C$, and 0.1 mm for the lethal temperature isotherm, $T=-45^\circ C$. Comparison of the hybrid method with experimental temperature measurements show a difference in the range of 2°C and 6°C for the selected points of measurement. It can be concluded that the hybrid method is adequate to estimate the location of the freezing front, the location of the lethal temperature isotherm, and the temperature distribution in a clinical setup. Furthermore, given the associated computer runtime of 0.5 s for PFAM and 3.5 s for the hybrid method, and given the lack of cost-effective alternatives, the hybrid PFAM + TFRM approach suggests a very promising approach towards real-time monitoring during cryosurgery.

In Chapter 4, PFAM, TFRM and the hybrid PFAM + TFRM were extended from 2D to 3D. This represented a large increase in computational cost and complexity. ANSYS was again used to solve a full 3D transient bioheat transfer simulation of a cryosurgical procedure and create a benchmark for comparison. The layout of the cryoprobes was decided using 'bubble packing technique'. The average mismatch for all the considered cases using TFRM and the hybrid method was less than 2 mm. One such example is at $t = 180$ s, when the location of the freezing front is known partially at a single cross section ($z = 35$ mm), the maximum mismatch is 5.6 mm and the average mismatch is 1.4 mm. However, when PFAM is used in integrated with TFRM, the maximum mismatch reduces to 5.3 mm and the average mismatch reduces to 1.2 mm. This conclusively shows the ability of PFAM to improve the predicted temperature fields inside the target region. Similar results are also observed for other considered cases. While this study demonstrates a proof-of-concept only, the hybrid method appears to be a viable solution for the problem of reconstructing the temperatures inside the tissue. While the above runtime results were obtained using MATLAB and general-purpose subroutines, it is possible to dramatically decrease the computation time by GPU-based computation in a C++ environment.
In Chapter 5, a contribution to the development of miniature implantable sensors is overviewed, which could potentially provide input data for the numerical methods proposed in Chapters 2-4. The study presented in Chapter 5 focuses on an innovative temperature sensing core, which one component of a three-components sensing unit, where the other two components are related to powering the sensing unit and wireless communication with it. This experimental project represents a collaborated effort between the labs of Professors Paramesh and Rabin, where the unique contribution in the current study is in the development and operation of a thermal testing stage for cryogenic temperatures. Experimental results on the temperature sensing core demonstrated a linear relationship between the temperature and sensor output in the range of -180°C and 0°C. The uncertainty in temperature measurement was found to be variable but not exceeding 1.4°C. The causes of this uncertainty were found to be highly turbulent airflow in the cryo-chamber, uncertainty in the reference temperature measurement and electronic noise. However, the sensing core in its final implementation is meant to be embedded inside the tissue. Thus, only mode of heat transfer is conduction inside the tissue. The major cause of noise is thus absent which will lead to much lower uncertainties for the sensing core.

As cryosurgical devices and techniques continue to move forward, the complexity associated with the procedure will increase. Managing this increase in complexity requires incorporation of real-time monitoring tools if minimally invasive cryosurgery is to remain a preferred treatment option. The work presented in thesis is a proof-of-concept in 2D and 3D, incorporating medical imaging and temperature sensors and appears to be beneficial for clinical application.
Chapter 7: Future Work

In this chapter, a few possible directions for future work are highlighted. The work presented in this thesis demonstrated the feasibility of real-time temperature reconstruction during cryosurgery. Real-time monitoring has a high potential to increase the quality of cryosurgical outcomes. Thus, it is likely to be highly advantageous to further develop the unified numerical framework and deploy it in a clinical setting.

7.1 Porting MATLAB code to C/C++

The numerical methods presented in this thesis are implemented in MATLAB. The decision to develop the model in MATLAB was taken because it is an excellent tool for performing rapid testing of models and algorithms. MATLAB is also mainly designed for help in solving linear systems of equations. This ensured that the model development proceeded in a rapid fashion. However, MATLAB is slow compared to other languages such as C, C++, Julia or RUST. Real time temperature reconstruction using TFRM + PFAM in 2D using MATLAB takes only a few seconds giving near real-time performance. However, when PFAM + TFRM is used in 3D case, it takes around 2000 seconds. In order to make sure that real time temperature reconstruction is feasible for 3D, it is imperative that the MATLAB code be ported to one of the higher performance compiled languages.

C++ would be a good option considering its long history and wide support it enjoys in the numerical computation community. C++ does not have a native linear algebra library. However, third party linear algebra libraries such as Armadillo, Boost, Eigen, LAPACK++ etc. all provide full support for wide range of linear algebra operations. Porting to C++ would also make it easy for the mathematical model to be implemented on a Graphics Processing Unit (GPU) platform.

7.2 Ultrasound Imaging

The numerical method presented here makes use of ultrasound imaging as one of the inputs. Ultrasound imaging is the most preferred imaging technique for minimally invasive cryosurgical procedures, primarily due to low cost and high availability. As the freezing front develops, the frozen tissue appears bright due to high reflectivity of sound waves. This also means that the shadow region behind the freezing front is very dark. This fact clearly illustrate in Fig.7.1 below.
Ultrasound images generally use the Digital Imaging Communication in Medicine (DICOM) standard for storing and exchanging of images and related information. The DICOM standard can be thought of as having several levels of support, such as the support for image exchange for both senders and receivers, the underlying information model and information management services. Thus using the protocols specified in the DICOM standard, a sub-routine to parse the US image in real time would have to be developed. The parsed image would be mapped to the volume to tissue being treated and used as input for the established unified framework.

7.3 Optimization of Potential Field Analogy Method

As described in Chapter 3, one of the assumptions made about PFAM is that the cryoprobes in the procedure being modeled are identical in behavior. This is a good first order approximation as shown by the experimental verification performed on 2D sections. However, in actual procedure, the cryoprobes may have behavior distinct from each other. This might impact the performance PFAM especially when used in 3D cases. The effect of variable cryoprobe behavior needs to be explored using numerical simulations.

7.4 Experimental Validation in 3D

In Chapter 3, a 2D experimental validation of numerical methods (TFRM, PFAM and Hybrid method) is presented. While the results of this validation are promising, a full-scale 3D
validation of the framework would be far more applicable in the context of real-world clinical practice. The 2D study presented in this thesis only validated planning on a single prostate cross-section. Commercially available three-dimensional prostate phantom models are used for the purpose of training cryosurgeons. Such a model could be used for validation purposes.

7.5 Sensor Placement Strategies

An initial study on sensor-placement strategies is presented in Chapter 2. Results of this study indicate that reconstructed temperature field is sensitive to the location of the sensors. To better formulate sensor placement strategies, the distribution of cancer tumors in the prostate could serve as a guide. It has been observed that 68% of cancer tumors are found in the peripheral zone of the prostate, which correlates with about 70% of prostate total volume [71]. Peripheral-zone cancer tumors typically tend to grow along the nerve branches [71]. Therefore, emphasis in sensors placement can be paid to those areas of high likelihood of tumor growth, in order to ensure that their temperatures are below the lethal temperature (~45°C). Furthermore, the likelihood of cancer developing in the urethral wall is low, while the temperature distribution between the urethral wall and its surrounding cryoprobes is fairly easy to predict [16]. Thus, sensors in the area surrounding the urethra are of low priority.

Additional parameters which may affect the sensors placement are the contour of the target region shape, and the expected location of strategically targeted isotherms, such as the lethal isotherm and the freezing front. Denser sensors distribution may be chosen in areas of critical significance to prevent cryoinjury. Finally, it was concluded in Chapter 2 that the mismatch between the benchmark and the reconstructed temperature field is higher in areas with steep temperature gradients. A strategy which analyzes the temperature gradient field and place higher weight on areas of significant changes could decrease the overall number of sensors to be used while preserving the quality of the solution.
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