Efficient Reductions for Imitation Learning

Stephane Ross
*Carnegie Mellon University*

J. Andrew Bagnell
*Carnegie Mellon University*

Follow this and additional works at: [http://repository.cmu.edu/robotics](http://repository.cmu.edu/robotics)

Published In
Proceedings of the Thirteenth International Conference on Artificial Intelligence and Statistics.
Efficient Reductions for Imitation Learning

Stéphane Ross
Robotics Institute
Carnegie Mellon University
Pittsburgh, PA, USA

J. Andrew Bagnell
Robotics Institute
Carnegie Mellon University
Pittsburgh, PA, USA

Abstract

Imitation Learning, while applied successfully on many large real-world problems, is typically addressed as a standard supervised learning problem, where it is assumed the training and testing data are i.i.d.. This is not true in imitation learning as the learned policy influences the future test inputs (states) upon which it will be tested. We show that this leads to compounding errors and a regret bound that grows quadratically in the time horizon of the task. We propose two alternative algorithms for imitation learning where training occurs over several episodes of interaction. These two approaches share in common that the learner's policy is slowly modified from executing the expert’s policy to the learned policy. We show that this leads to stronger performance guarantees and demonstrate the improved performance on two challenging problems: training a learner to play 1) a 3D racing game (Super Tux Kart) and 2) Mario Bros.; given input images from the games and corresponding actions taken by a human expert and near-optimal planner respectively.

1 INTRODUCTION

Imitation Learning, where decision-making behavior is programmed by demonstration, has led to state-of-the-art performance in a variety of applications, including, e.g., outdoor mobile robot navigation (Silver 2008), legged locomotion (Ratliff 2006), advanced manipulation (Schaal 1999), and electronics games. A common approach to imitation learning is to train a classifier or regressor to replicate an expert’s policy given training data of the encountered observations and actions performed by the expert.

Given access to a planner, current state-of-the-art techniques based on Inverse Optimal Control (IOC) (Abbeel 2004, Ratliff 2006) achieves this indirectly by learning the cost function the expert is optimizing from the observed behavior, and the planner is used by the learner to minimize the long-term costs. These techniques can also be thought as training a classifier (the planner), which is parametrized by the cost function. This often has the advantage that learning the cost function generalizes better over the state space or across similar tasks. A broad spectrum of learning techniques have been applied to imitation learning (Argall 2009; Chernova 2009), however these applications all violate the crucial assumption made by statistical learning approaches that a learner’s prediction does not influence the distribution of examples upon which it will be tested. Ignoring the effects of the learner on the underlying state distribution leads to serious practical difficulties (Thrun 1995, Pomerleau 1989). Consider the widely-known imitation learning success of ALVINN (Pomerleau 1989), a neural network designed to drive at speed in on-road environments by mimicking a human driver. Pomerleau one of the first to elucidate this problem, notes that, “when driving for itself, the network may occasionally stray from the center of road and so must be prepared to recover by steering the vehicle back to the center of the road.” Unfortunately, demonstration of such “recovery behavior” is rare for good human drivers and thus is poorly represented in training data. The result is that naive application of machine learning techniques leads to a compounding of errors and unacceptable driving performance. Formally, as shown in Section 2.1 we find that a supervised learner that makes mistakes with some small probability \( \epsilon \) achieves a total cost that grows quadratically \( O(\epsilon T^2) \) in the task horizon \( T \) rather than as \( O(\epsilon T) \) as we would expect for a typical supervised learning task.

Ideally, we would optimize the total \( T \)-step cost of the learned policy under the state distribution it induces. This is a “chicken-or-the-egg” problem, however, as without knowing the policy in advance it is not possible to generate samples from the induced distribution of states. When optimizing the learned policy then, we do not know how the

---

state distribution will be affected, so that the learners are nearly always too optimistic about their own performance. This problem is commonly encountered by policy iteration approaches to reinforcement learning. One approach that has proven useful is to change the current policy slowly when doing the improvement step, so that the new policy’s state distribution is close to the old policy (Kakade 2002).

In this work, we demonstrate that such an approach leads to better performance in imitation learning. Intuitively, the idea is to start from a policy that always queries and executes the expert’s (that the learner is attempting to mimic) action, and slowly replace it with the learned policy. This allows the learner to retrain under the new state distribution as the policy changes. Such approaches require a slightly more interactive setting than traditional imitation learning, where the learner is allowed to interact with the system and can query the expert at any given state. We will assume such a setting throughout the paper. Such interactivity is possible in many real-world imitation learning problems, for example any teleoperated robot can fall under this setting.

After introducing notation, we begin by analyzing the traditional supervised approach to imitation learning. Our analyses throughout are reduction-based (Beygelzimer 2005) where we relate the performance of the harder imitation learning problem to a series of derived, simpler classification or optimization tasks. We present a simple, sequential algorithm that trains a non-stationary policy by iterating over time steps and demonstrate that this method achieves better performance bounds. While providing motivation and intuition for more practical algorithms, this approach is naturally limited to finite task horizons. We then draw upon connections to the Conservative Policy Iteration (CPI) (Kakade 2002) (reinforcement learning) and SEARN (Daume 2009) (structured prediction) approaches that extend to arbitrary/infinite horizons as they generate a stationary policy. While these methods are impractical for our imitation learning domain, we present the Stochastic Mixing Iterative Learning (SMILE) algorithm, a simple, iterative approach which provides the benefits of SEARN with substantially simpler implementation and less demanding interaction with an expert. We demonstrate experimentally the improved performance of SMILE on two challenging tasks: 1) learning how to steer a car in a 3D racing game and 2) learning how to play Mario Bros.; given only input images and corresponding actions taken by a human expert and near-optimal planner respectively.

2 PRELIMINARIES

We begin by introducing notation familiar from the sequential decision-making literature (Puterman 1994). Let \( \pi^* \) be the expert’s policy we wish to mimic, assumed to be deterministic and \( \pi_s \) be the distribution over actions of a policy \( \pi \) in state \( s \). We let \( T \) refer to the task horizon. Define \( C(s, a) \) in \([0, 1]\) to be the immediate cost of doing action \( a \) in state \( s \) for the task we are interested in. Correspondingly, \( C^*(s, a) = E_{\pi^* \sim \pi^*}(C(s, a)) \) is the expected immediate cost of performing policy \( \pi \) in state \( s \). For imitation learning we are most concerned with \( \epsilon(s, a) = I(a \neq \pi^*(s)) \), the 0-1 loss of executing action \( a \) in state \( s \), compared to the expert’s policy \( \pi^* \). We allow \( \epsilon(s, a) = E_{\pi^* \sim \pi^*}(\epsilon(s, a)) \) to denote the expected 0-1 loss of policy \( \pi \) in state \( s \) as the relative weighting of state distributions are crucial we denote by \( d_{\pi} \) the state distribution at time step \( i \) if we followed policy \( \pi \) from the initial time step. The distribution \( d_{\pi} = \frac{1}{T} \sum_{t=1}^{T} d_{\pi} \) encodes the state visitation frequency over \( T \) time steps if we followed policy \( \pi \). We denote by \( J(\pi) = T\mathbb{E}_{s \sim d_{\pi}}(C_{\pi}(s)) \) the expected \( T \)-step cost (under \( C \)) of executing policy \( \pi \). Finally, we will be interested in bounding the regret (in \( T \) step cost) of a policy \( \pi \) with respect to the best policy in a particular policy class \( \Pi \), which is defined as \( R_T(\pi) = J(\pi) - \min_{\pi^* \in \Pi} J(\pi^*) \). For most of our discussion, we will assume that \( \pi^* \in \Pi \) and that \( \pi^* \) is a good policy (under \( C \)), i.e. its regret \( R_T(\pi^*) \) is \( O(1) \), which is negligible for large \( T \). However all theorems will be stated such as to not rely on these assumptions.

2.1 THE SUPERVISED LEARNING APPROACH TO IMITATION

The traditional approach to imitation learning trains a classifier that learns to replicate the expert’s policy under the state distribution induced by the expert. Formally, the traditional approach minimizes 0-1 loss under distribution \( d_{\pi^*} : \hat{\pi} = \arg\min_{\pi \in \Pi} \mathbb{E}_{s \sim d_{\pi^*}}(\epsilon_\pi(s)) \). Now assume that the resulting classifier (policy) \( \hat{\pi} \) makes a mistake with probability \( \epsilon \) under \( d_{\pi^*} \), i.e. \( \mathbb{E}_{s \sim d_{\pi^*}}(\epsilon_\pi(s)) = \epsilon \). Then we have the following guarantee:

**Theorem 2.1.** Let \( \hat{\pi} \) be such that \( \mathbb{E}_{s \sim d_{\pi^*}}(\epsilon_\pi(s)) \leq \epsilon \). Then \( J(\hat{\pi}) \leq J(\pi^*) + T^2 \epsilon \). (Proof in Supplementary Material)

Intuitively, the reason this grows quadratically in \( T \) is because as soon as \( \hat{\pi} \) makes a mistake, it could end up in new states that were not visited by \( \pi^* \), and always incur maximal cost of 1 at each step from then on. Most importantly, this bound is tight; it is easy to construct a dynamic system, cost function \( C \) and policy \( \hat{\pi} \) with \( \epsilon \) 0-1 loss on \( d_{\pi^*} \) that incurs expected \( T \)-step cost of \((1 - \epsilon T)J(\pi^*) + T^2 \epsilon \) (e.g. example in Supplementary Material or example given by Kääriäinen (2006)). It is natural to ask if any approach could guarantee bounds closer to that of the classical supervised learning setting, i.e. regret linear in the number of examples to classify. The following section shows that, indeed, we can achieve near-linear regret on large subclasses of problems.

3 FORWARD TRAINING ALGORITHM

The traditional approach fails to give good performance bounds due to the discrepancy between the testing and
We can bound the expected total cost of the final policy $\pi^T$ as follows. Let $J^s(\pi^t, t)$ denote the expected $T$-step cost of executing $\pi^t$ at time $t$ and policy $\pi$ at all other time steps, and denote the policy disadvantage of $\pi_i^t$ with respect to $\pi^{t-1}$ as $\mathcal{A}(\pi_{t-1}^t, \pi_i^t) = J^t(\pi_{t-1}^t, i) - J^{t-1}(\pi_{t-1}^t)$. The policy disadvantage represents how much increase in $T$-step cost we incur by changing the current policy at a single step.

**Theorem 3.1.** $J(\pi^t) = J(\pi^* + n \bar{h})$, where $\bar{h} = \frac{1}{n} \sum_{i=1}^n \mathcal{A}(\pi_{t-1}^t, \pi_i^t)$. (Proof in Supplementary Material)

This bound suggests that we should choose $\pi_i^t$ to minimize $\mathcal{A}(\pi_{t-1}^t, \pi_i^t)$, or equivalently $J^{t-1}(\pi_i^t, i)$, i.e. minimize the cost-to-go from step $i$, assuming we follow $\pi^*$ afterwards. Minimizing cost-to-go is impractical in imitation learning, however. To train a classifier, this requires the ability to try several actions from the same state and see what cost-to-go is incurred after for each of these actions. This can only be achieved if we have the ability to restart the system in any particular state, which is usually not the case in practice. Learning a value-estimate (i.e. regression) also typically requires far more samples and is less robust if we are only interested in determining the best action. Besides sample complexity, the interaction required with an expert in this case is quite unnatural as well– we have to try an action, use the expert in the loop and then try alternate actions “resetting” to the original state for multiple runs.

Finally, in imitation learning the true cost function $C$ we would ideally like to minimize for mimicry is often unclear; instead we typically use agreement with the expert to bound the loss with respect to an arbitrary cost. That is, if $\pi_i^t$ mimics exactly $\pi_{t-1}^t = \pi^*$, then the policy disadvantage $\mathcal{A}(\pi_{t-1}^t, \pi_i^t) = 0$. Hence, small classification error mimicking the policy we are replacing at each iteration should guarantee good performance under all cost functions. Thus, our forward algorithm (detailed in Algorithm 3.1) chooses $\pi_i^t$ to minimize the 0-1 loss with respect to $\pi^*$ under $d_{t-1}^s$. From the reduction point of view, any standard classification algorithm, IOC technique or other imitation learning method can be used to train this classifier. Now let $J^s(\pi^t, t, s)$ represent the expected $T$-step cost of $\pi^t$ conditioned on being at state $s$ at time $t$ and executing $\pi^t$ instead of $\pi^*$ at time $t$ and suppose that

$$\sup_{\pi \in \Pi(s)} \mathbb{E}_{s \sim d_{t-1}}(J^s(\pi^t, i, s) - J^{t-1}(\pi^*, i, s)) \leq u_i.$$

Intuitively $u_i$ represents the maximal increase in expected cost-to-go from any probable state at time $i$, when changing only the policy at time $i$ of $\pi^{t-1}$. Then if $\pi_i^t$ is such that $\mathbb{E}_{s \sim d_{t-1}}(e_{\pi_i^t}(s)) = \epsilon_i$, the policy disadvantage is bounded by $\mathcal{A}(\pi_{t-1}^t, \pi_i^t) \leq \epsilon_i u_i$. This implies that $J(\pi^t) \leq J(\pi^*) + \epsilon T\pi$, where $\epsilon T\pi = \frac{1}{T} \sum_{i=1}^T \epsilon_i u_i$.

In the worst case, $\epsilon T\pi \leq \epsilon \bar{T}$, where $\bar{T} = \frac{1}{T} \sum_{i=1}^T \epsilon_i u_i$, as each of the $u_i$ could be $T - i + 1$. This is the same guarantees as the traditional approach. However, it is often the case that changing only one action in the current policy will not increase the cost by much more than some small constant $k$ on average. Especially, if $\pi^*$ has some stability properties, i.e. it can rapidly bring itself back into its typical state distribution upon random disturbances then, we can expect the cost to increase only for a few steps in the worst case. In such cases, the forward algorithm has a regret of $O(\bar{T} \epsilon)$.

In particular, if the cost function is truly to minimize imitation loss ($e(s, a))$, then $u_i = 1$ because $\pi^*$ achieves cost-to-go of 0, no matter the current state. This implies $J(\pi^T) \leq J(\pi^*) + T \bar{e}$. In general, if we have a system where $\sup_{\pi \leq T, \pi \in \Pi(s) \leq T, s \in \Pi(d_{t-1})} \mathbb{E}_{s \sim \pi}(J^s(\pi, i, s) - J^{t-1}(\pi^*, i, s)) \leq k$ (i.e. there exist no $(t - 1)$-step trajectory from which the expected cost-to-go of the expert can be made much worse by changing only the action at time $t$), then we will have that $u_i \leq k$ for all $i$, so that $J(\pi^T) \leq J(\pi^*) + k \bar{T} \bar{e}$. For instance, navigation problems where the expert can reach a goal state within $k$ steps (in expectation) starting in any state would fall in that cate-

<table>
<thead>
<tr>
<th>Algorithm 3.1: Forward Training Algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize $\pi_1^0, \ldots, \pi_T$ to query and execute $\pi^*$.</td>
</tr>
<tr>
<td>for $i = 1$ to $T$ do</td>
</tr>
<tr>
<td>Sample $T$-step trajectories by following $\pi^{i-1}$.</td>
</tr>
<tr>
<td>Get dataset $\mathcal{D} = {(s_i, \pi^*(s_i))}$ of states, actions taken by expert at step $i$.</td>
</tr>
<tr>
<td>Train classifier $\pi_i = \arg\min_{\pi \in \Pi} \mathbb{E}<em>{s \sim \mathcal{D}}(e</em>{\pi}(s))$, $\pi_i = \pi_i^{i-1}$ for all $j \neq i$.</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>Return $\pi_1^T, \ldots, \pi_T$.</td>
</tr>
</tbody>
</table>
gory. In those favorable cases, the traditional approach can be shown to still have quadratic regret in \( T \).

The drawback of this approach is that it is impractical when \( T \) is large and does not extend to infinite horizon tasks as we are training a non-stationary policy. The next algorithm we present trains a stationary policy, enabling extension to infinite horizon settings while also guaranteeing similar performance guarantees to the forward algorithm.

4 STOCHASTIC MIXING ITERATIVE LEARNING ALGORITHM

The forward algorithm can guarantee smaller regret because it is changing the policy slowly. This can also be achieved by training a stationary stochastic policy over several iterations, where at iteration \( n \), the current learner’s policy \( \pi^n \) is stochastically mixed with a new policy \( \hat{\pi}^{n+1} \) to construct the next policy \( \pi^{n+1} \), i.e. \( \pi^{n+1} = (1-\alpha)\pi^n + \alpha\hat{\pi}^{n+1} \). Here \( \alpha \) is a small probability of executing the new policy \( \hat{\pi}^{n+1} \) and with large probability \( 1-\alpha \) we still do the old policy \( \pi^n \). If \( \alpha \) is small enough, then we can expect the new policy to only be executed at most once over \( T \) steps with high probability, which ensures good performance as in the forward algorithm. Initially, the learner starts with the policy \( \pi^0 = \pi^* \), which always queries and executes the expert’s action. After \( n \) iterations, the probability of querying the expert at any step is \( (1-\alpha)^n \), which goes to 0 as \( n \rightarrow \infty \). We can terminate after any iteration \( N \), by removing the probability of querying the expert and re-normalizing to return the unsupervised policy \( \tilde{\pi}^N = \frac{1}{1-(1-\alpha)^N}[\pi^N - (1-\alpha)^N\pi^0] \) that never queries the expert. Our analysis below indicates how to train the policies \( \hat{\pi}^n \), and choose the parameter \( \alpha \) and number of iteration \( N \) so as to ensure good performance of \( \tilde{\pi}^N \).

We begin with a stochastic mixing algorithm based on CPI/SEARN. However, these are impractical if applied directly to imitation learning as they require optimization of the cost-to-go at each iteration for reasons discussed in Section 3. Furthermore, the known performance guarantees provided by Daume (2009) are no better, and in fact worse by a logarithmic factor, than the performance of the traditional approach. Here, we provide an alternative analysis of stochastic mixing methods defined in terms of the policy disadvantage, related to the policy advantage in Kakade (2002). Further, we bound the policy disadvantage by minimizing the immediate 0-1 classification loss to obtain a practical approach for our imitation learning setting. Additionally our analysis also provides a tighter bound on the performance of previous algorithms and further insight as to why they outperform naïve supervised learning for structured prediction (Daume 2009).

Let’s denote \( J_k^N(\pi’, t_1, \ldots, t_k) \) the expected \( T \)-step cost of executing \( \pi’ \) at steps \( \{t_1, \ldots, t_k\} \), \( J_k^N(\pi^*) = \frac{1}{\alpha^k} \sum_{t_k=1}^{T-k+1} \cdots \sum_{t_1=1}^{T} J_k^N(\pi^*(t_1, \ldots, t_k)) \) the expected \( T \)-step cost of executing \( \pi’ \) \( k \) times and policy \( \pi^* \) at all other steps, and by \( \bar{\alpha}_k(\pi, \pi^*) = J_k^N(\pi^*) - J(\pi) \) the \( k \)-th order policy disadvantage of \( \pi^* \) with respect to \( \pi \). Then:

**Lemma 4.1.** If \( \alpha \leq \frac{1}{T^2} \), then for any \( k \in \{1, 2, \ldots, T-1\} \), \( J(\pi^n) \leq J(\pi^0) + n \sum_{i=1}^{k} \alpha^i (T-i) \bar{\alpha}_i + n\alpha k^1T(k+1) \), where \( \bar{\alpha}_i = \frac{1}{T} \sum_{j=1}^{i} \bar{\alpha}_i(\pi^{j-1}, \tilde{\pi}^j) \). (Proof in Supplementary Material)

At each time step \( \pi^n \) chooses the expert \( (\pi^0) \) with probability \( p_n = (1-\alpha)^n \). We would like to have strong performance guarantees for the performance of the unsupervised policy \( \hat{\pi}^n \), which never queries the expert. The performance of \( \hat{\pi}^n \) can be bounded as follows:

**Lemma 4.2.** \( J(\tilde{\pi}^N) \leq J(\pi^n) + p_n T^2 \). (Proof in Supplementary Material)

This lemma implies that if \( n \geq \frac{3}{2} \ln T \), then \( p_n \leq \frac{1}{2} \), such that \( J(\tilde{\pi}^N) \leq J(\pi^n) + 1 \), where the additional cost of 1 becomes negligible for large \( T \).

The SEARN algorithm effectively seeks to minimize directly the previous bound for \( k = 1 \) by choosing \( \hat{\pi}^n \) to minimize \( \bar{\alpha}_1(\pi^{n-1}, \tilde{\pi}^n) \)\footnote{While they appear to scale linearly with \( T \), we note that in SEARN, for loss functions that are sums of losses on each prediction, the definition of \( \epsilon \) must scale with the number of predictions as the cost-to-go will so scale. Thus it is effectively \( O(T^2 \log T) \) in the horizon length.} using \( N = \frac{3}{2} \ln T \) and \( \alpha = T^{-3} \). With those parameters, SEARN guarantees \( J(\tilde{\pi}^N) \leq J(\pi^n) + O(T \ln T \bar{\alpha}_1 + \ln T) \). To minimize the cost-to-go, SEARN solves a cost-sensitive classification problem where for each state sample in the dataset, the cost-to-go under the current policy must be estimated for each action. Such estimates place the expert back in an identical state for each action and require \( T \)-step roll-outs. Such a reset is impractical in the physical world. Even when possible, it is difficult for a person to perform a task (e.g. driving) with multiple reset. Additionally, \( T \)-step roll-outs require tedious interaction: for \( A \) actions, \( k \) trajectories per estimate, and \( m \) sampled states per iteration, it can be shown that SEARN needs \( O(mAkT^4 \log T) \) queries to the expert to complete all \( O(T^3 \log T) \) iterations. Also when the cost function we would like to minimize is unknown, then again it is not possible to obtain the cost-to-go estimates. For these reasons, minimizing cost-to-go as SEARN is impractical in our setting.

Instead, we choose \( \hat{\pi}^n \) to mimic \( \pi^{n-1} \), as if \( \hat{\pi}^n = \pi^{n-1} \) exactly, then for all \( k \), we get \( \bar{\alpha}_k(\pi^{n-1}, \tilde{\pi}^n) = 0 \). Since only unknown component of \( \pi^{n-1} \) is the expert’s policy \( \pi^* \), we can focus on only learning \( \pi^* \) (under the state distribution induced by \( \pi^{n-1} \)). That is, if \( \hat{\pi}^n = \argmin_{\pi \in \Pi} E_{s \sim d_{n-1}}(\epsilon_\pi(s)) \), then the policy \( \hat{\pi}^n \) minimizes \( J_{n-1}(\hat{\pi}^n) \), which is equivalent to minimizing \( \bar{\alpha}_1(\pi^{n-1}, \hat{\pi}^n) \).}
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Theorem 4.1. Suppose we have the following guarantee:

\[ \hat{\pi}^n = p_{n-1} \hat{\pi}^{n-1} + (1 - p_{n-1}) \hat{\pi}^{n-1} \]

using the new estimate \( \hat{\pi}^n \) of \( \pi^* \), and the previously trained policies \( \hat{\pi}^{n-1} \). Using the same update rule as before (\( \pi^n = (1 - \alpha) \pi^{n-1} + \alpha \hat{\pi}^n \)), we obtain that \( \pi^n = p_n \pi^* + \alpha \sum_{j=1}^{n-1} (1 - \alpha)^{i-j-1} \hat{\pi}^j \). Hence we will use directly this update rule instead as we don’t have to construct the \( \hat{\pi}^n \). Finally, to ensure we get training data \((s, \pi^*(s))\) for every state we encounter while following \( \pi^n \), we always query the expert’s action, but \( \pi^n \) only executes it with probability \((1 - \alpha)^n\). This now completes the description of our algorithm, called SMILE, for Stochastic Mixing Iterative Learning, which is detailed in Algorithm 4.1. Again, from the reduction perspective, SMILE can use any classification algorithm, IOC technique or other imitation learning technique to train the classifier at each iteration. Note that for SMILE the weights of each learned policy remain constant over the iterations and decays exponentially as \( n \) gets larger. This contrasts with SEARN where old policies have much smaller weights than the newest policies. This makes intuitive sense as we might expect that for SMILE the old policies are better at mimicking \( \pi^* \) on the states encountered most often when \( \pi^n \) does a good job at mimicking \( \pi^* \).

Now let \( \epsilon_i = \mathbb{E}_{s \sim d_{i-1}}(e(s, \hat{\pi}^i)) \), \( \bar{\epsilon} = \frac{\sum_{i=1}^{n} (1 - \alpha)^{i-1} \epsilon_i}{(1 - (1 - \alpha)^n)} \), and \( \tilde{\alpha}_1 = \frac{\sum_{i=1}^{n} (1 - \alpha)^{n-i-1} \hat{\alpha}_1 (\pi^{n-i} \mid \hat{\pi}^{n-i} \mid \pi^*)}{(1 - (1 - \alpha)^n)} \), for \( \alpha_1 (\pi^{n-i} \mid \hat{\pi}^{n-i} \mid \pi^*) = J_{i}^{1-n} - J_{i}^{1-n} (\pi^*) \) then for SMILE we have the following guarantees:

**Theorem 4.1.** For \( \alpha = \frac{\sqrt{3}}{4 \sqrt{\ln T}} \), and \( N = 2T^2 (\ln T)^{3/2} \), then \( J(\hat{\pi}^N) \leq J(\pi^*) + O(T(\tilde{\alpha}_1 + \bar{\epsilon}) + 1) \). (Proof in Supplemental Material)

Since in most problems, \( \tilde{\alpha}_1 \) will be at least in the order of \( \bar{\epsilon} \), then this is effectively \( O(T \tilde{\alpha}_1 + 1) \). Hence SMILE needs \( O(T^2 (\ln T)^{3/2}) \) iterations to guarantee regret of \( O(T \tilde{\alpha}_1 + 1) \). This is an improvement over SEARN which requires \( O(T^3 \ln T) \) iterations.

Just as with the forward algorithm, in the general case, \( O(T \tilde{\alpha}_1) \) may be as large as \( O(T^2 \bar{\epsilon}) \) as an early error may simply be unrecoverable. Again, in parallel with the forward algorithm, in many instances—particularly those relevant to imitation learning—we can show that this policy disadvantage is upper bounded because of favorable mixing properties of the dynamic system or recovery behavior of the policy to be mimicked. In particular, it is straightforward to construct classes where \( \tilde{\alpha}_1 \) is bounded by \( O(\log T \bar{\epsilon}) \), while standard supervised training is still only able to achieve quadratic regret (see example in Supplemental Material). Further, we find in practice that the policy disadvantage is typically bounded on average due to the “recoverability” of the problem, leading to significantly better performance of the SMILE approach.

**Sample Complexity.** The sample complexity of the SMILE algorithm might seem prohibitive as it requires \( O(T^2 (\ln T)^{3/2}) \) iterations. If it takes \( m \) examples to train a classifier then, we might fear needing more than \( O(T^2 m) \) samples to guarantee our error bound. Fortunately, this is not the case as one can reuse a significant part of the samples collected at previous iterations as shown below.

Intuitively, the requirement to slowly change the policy implies that some of the samples that we draw for a given algorithm iteration are exactly that which the previous policies would have generated—no actions have actually changed on these. Concretely, as \( \pi^n = (1 - \alpha) \pi^{n-1} + \alpha \hat{\pi}^n \), with probability \((1 - \alpha)^T \), \( \pi^n \) always executes \( \pi^{n-1} \) over \( T \) steps. Thus a first simple approach, detailed in Algorithm 4.2, is to reuse a trajectory from the previous dataset for \( \pi^{n-1} \) with probability \((1 - \alpha)^T \). With this approach, we expect to collect less than \( \alpha T m \) new samples at each iteration. Summing over \( N = \frac{2}{\alpha} \ln T \) iterations, we need \( O(T \ln T m) \) samples (in expectation) to complete all iterations, rather than \( O(T^2 \ln T m) \). This first approach ignores that \( \hat{\pi}^n \) is similar to \( \pi^{n-1} \), so that even more samples can be reused. This is shown in the following lemma. Let \( D(\pi) = d_{\pi} \), \( D_{T}(\pi') \) the \( T \)-step state frequencies if \( \pi' \) is executed \( k \) times and \( \pi \) at all other times, and \( D_{T,k}(\pi', n) \) the \( T \)-step state frequencies if \( \pi' \) is executed \( k \) times, \( \pi'' \) \( j \) times and \( \pi \) at all other times. Then \( D(\pi^n) \) can be related to the distributions \( D_{T,k}^n(\hat{\pi}^{n-1}) \) (which are sampled during execution of \( \pi^{n-1} \)).

---

**Algorithm 4.1: The SMILE Algorithm.**

\begin{algorithm}
Initialize \( \pi^0 \) to query and execute expert.  
for \( i = 1 \) to \( N \) do 
   Execute \( \pi^{i-1} \) to get \( D = \{(s, \pi^*(s))\} \). 
   Train classifier \( \hat{\pi}^i = \arg\min_{\pi \in \Pi} \mathbb{E}_{s \sim D}(e(s)) \). 
   \( \pi^i = (1 - \alpha) \pi^* + \alpha \sum_{j=1}^{i} (1 - \alpha)^{j-1} \hat{\pi}^j \). 
end for 
Remove expert queries: \( \hat{\pi}^N = \frac{\pi^N - (1 - \alpha) \pi^*}{1 - (1 - \alpha) N} \). 
Return \( \hat{\pi}^N \)
\end{algorithm}

**Algorithm 4.2:** First algorithm to construct dataset for state distribution \( d_{\pi^n} \) at iteration \( n + 1 \) efficiently (\( n \geq 1 \)).
To verify the efficacy of the SMILe approach, we applied it on two challenging imitation learning problems: 1) the Super Tux Kart open source 3D racing game (Figure 1 and 2) the Mario Bros. game (Figure 3).
Track”. As this track floats in space, a car can fall off the track at any point. For this task, we measure performance by the average number of times the vehicle falls off the track per lap. When using SMILe, each iteration consists of three laps of data with screen capture and joystick commands recorded at 15 Hz (~1000 datapoints/lap). As \( T \) is not a fixed horizon here, we made a practical choice for \( \alpha \) and \( N \), comparing \( \alpha = 0.1 \) and \( \alpha = 0.2 \), and choosing to stop once the probability of choosing the expert reaches roughly \( \frac{1}{2} \), yielding \( N = 15 \) and \( N = 7 \) respectively. When comparing the result of our approach after \( n \) iterations, we give equivalent training data to the classification approach, i.e. data collected over \( 3n \) laps at 15 Hz, where the human is always playing, using the same parameters for the neural network. A video that enables more qualitative comparison is available on YouTube (Ross 2009a). Figure 2 shows the performance (with 95% confidence intervals) of the controller trained with SMILe and the traditional approach, as a function of the total number of training laps. We observe that the traditional approach requires 45 laps of data before beginning to yield reasonable performance. SMILe with \( \alpha = 0.1 \) achieves similar performance after only 5 iterations (15 laps) and gets much better performance after 15 iterations (45 laps). However, SMILe with \( \alpha = 0.2 \) doesn’t achieve as good performance at the end of its 7 iterations. This suggests that mixing more slowly is desirable and leads to better performance. Hence, we recommend choosing the smallest \( \alpha \) one can afford, considering the higher number of iterations required.

Figure 3: Captured image from Mario Bros.

MARIO BROS. For Mario Bros., we used the open source simulator from the recent Mario Bros. AI competition (Togelius 2009). In this game, Mario must move across a level without falling into gaps and being hit by enemies. Levels are randomly generated and vary in difficulty (more difficult gaps and types of enemies). Our goal is to train the computer to play this game by providing features extracted from screen captured images and corresponding actions taken by a near-optimal planner having full access to the game’s internal state. Here the actions are represented by 4 binary variables, corresponding to whether the Left, Right, Jump and Speed buttons are pressed. The player can choose any combination of these buttons at any step. Again here, since planning from the image features is non-trivial, the base classifier used was a Neural Network trying to map directly image features to actions, rather than using more sophisticated IOC techniques. \(^3\)

We compare the performance of SMILe (with and without sample reuse) to the traditional approach on randomly generated levels ranging in difficulty from 0 to 10 (where difficulty is chosen uniformly randomly). Difficulty 0 is easy even for beginners, however difficulty 10 is challenging even for very experienced human players. We measure performance by the average distance per level traveled by Mario before falling into a gap, being killed by an enemy or running out of time. As the average total distance of a level is around 4300 units, this can vary in roughly [0, 4300].

\(^3\)Implementation details: Each image is divided into 22x22 cells of equal size, and 14 binary features is extracted for each cell: whether it contains ground, pass-through ground, pipe, cannon, enemy, winged enemy, spiky enemy, flower enemy, bullet, shell, fireball, destructible block, item block and mushroom/flower. The game runs at 24 frames/second but new actions are only issued at every 4 frames (keeping actions constant over 4 frames). This is done to make the planner run in near real-time. As a single image does not allow the learner to detect the direction enemies are moving, we give as input the history of features for the last 4 images where decisions were made. In addition, the history of the last chosen actions and 4 other observable binary variables (mario on ground, mario can jump, fire mario, large mario) over the last 6 steps where new actions were chosen are also added to the input features. This yields 27152 input binary features, which are very sparse. We trained single hidden layer neural networks with 32 hidden nodes, using an available library optimized for sparse features (Karampatziakis 2008). The planner used as expert has access to the internal state and can simulate exactly the future using the game’s simulator. It plans 24 frames ahead, considering sequences of 3 actions (each action held constant over 8 frames), and chooses the one that leads to the best state in 1 second according to an heuristic function. It replans at every 4 frames. This achieves beyond human-level performance, as it can go through every level at any difficulty over 95 to 99% of the times.
When using SMiLe, each iteration consists 6000 training examples (state,action) for each difficulty in \( \{0, 1, \ldots, 10\} \), and we use \( \alpha = 0.1 \) and \( N = 15 \). When reusing samples, we choose \( T \) as \( \frac{1}{\alpha} = 10 \) and use the approach in Algorithm 4.3. The traditional approach is also given equal training data for each difficulty and we look at its performance after different total amount of data. Figure 5 compares each approach\(^*\). Again, SMiLe performs better even without reusing samples. When samples are reused, performance is not affected as it compares to the performance without reuse for the same number of iterations. However as a function of samples collected, the approach is even more efficient and gives better results. A video that enables more qualitative comparison is available on YouTube (Ross 2009b). What we observe is that the traditional approach is only good on the easiest difficulty levels, falling into gaps, hitting enemies or getting stuck often at the harder difficulties, whereas SMiLe also performs well at easy difficulties and performs better at the harder difficulties. SMiLe doesn’t get stuck like the traditional approach but still falls quite often into gaps.

6 CONCLUSION

We have presented an analysis of two different approaches to imitation learning that have better performance guarantees than the traditional approach. We showed that SMiLe works better in practice than the traditional approach on two challenging tasks. Our theoretical analysis provides further novel insights into why other stochastic mixing algorithms like SEARN works well in practice. As we never made any assumption that the states were markovian, our analysis also directly extends to partially observable systems where the “state” used for predicting the expert’s action might be only the last observation (if the expert’s policy is reactive) or a function of the history of action and observation\(^*\). While we have experimented using SMiLe with standard classification algorithms, it would be interesting to use more sophisticated IOC techniques as the base classifier with SMiLe when possible. We believe such combination should offer the best performance. SMiLe can also be adapted for general structured prediction and would provide similar guarantees to SEARN, but with the advantage of only having to solve simpler classification problems, without requiring rollouts of full cost-to-go.

\(^*\)The 95% confidence intervals are fairly tight, roughly \( \pm 20 \), so they are not shown in the plot.

\(^*\)The only assumptions we need for our analysis to hold is that the “state” must be a sufficient statistic of the history for predicting the next expert’s action and the immediate costs, in the sense that they are conditionally independent of any information in the history given the current “state”.
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