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Abstract

The real world is a rich environment, fraught with complexity. To be robust in this complex environment, computer Vision algorithms that operate in Unstructured Environments (VUE) tend to use large amounts of data or complex modeling. Unfortunately, these algorithms also require significant computational resources.

In this thesis, we examine a visual utility framework that we show is used regularly in an ad hoc manner. This framework uses visual utility estimators to speed up VUE algorithms with minimal performance degradation by focusing those higher level algorithms on the most relevant imagery. We formally define this framework, show that it has a submodular structure and discover under what conditions using it is valuable in practice. We find that visual utility approaches are most effective when using fast, task specific visual utility estimators and the VUE task is computationally expensive.

We also introduce SCATAT, a cascade building algorithm. SCATAT takes advantage of the submodular structure of the visual utility framework in order to build a near optimal cascade that trades off task performance and processing requirements explicitly. We then validate this algorithm in an experimental case study on object detection.

Finally, in theoretical case studies, we prove that two seminal cascade algorithms are special cases of our visual utility framework. We show they optimize a submodular visual utility function, explaining their high observed performance in practice.
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Chapter 1

Introduction

In my field, dreams are easy to come by.

Chris Hadfield, Canadian Astronaut

1.1 Motivation

1.1.1 Ever-Growing Computational Complexity of Computer Vision

Applying vision techniques to real world problems can be challenging. The real world is a rich environment, fraught with complexity. To be robust in this complex environment, computer vision algorithms that operate in unstructured environments tend to use large amounts of data or complex modeling. Even in the simplest case, an algorithm must operate on all of the pixels in an image, while the trend in vision is to increase the computational complexity further. For example, fig. 1.1 shows the processing time of algorithms proposed for the well studied problem of object detection. For this problem, the computational time has been increasing exponentially despite Moore’s law as the algorithms become more complex and are able to handle more object categories. In problems like scene understanding, pose estimation and others, newer techniques rely on modeling the relationships between portions of images and objects, adding extra dimensions to the search space [113]. Other approaches require many searches into a large scale database, which further increases computation time and memory requirements [258].

Moore’s law is not sufficient to overcome this increasing complexity because the same process that increases the transistor density on chips is increasing the number of pixels in camera sensors. Sometimes, for applications where latency is important, we can compensate for this extra complexity using GPUs or by parallelizing across many machines. However, this does not change the underlying computational costs and GPUs are not orders of magnitude cheaper than CPUs. This is shown in fig. 1.2 where even though the computational capacity of a single chip is high in GPU instances, the overall cost per teraflop-hour is only 10-20% cheaper. Another approach is to identify structures in specific algorithms that allow them to be reformulated to run in sub-linear time, but this is not always possible and often requires massive research and engineering effort. Our only other option is to limit the amount of data that must be processed in the first place. It is this approach that we will explore in this thesis. In particular, we will start by examining a visual system that effectively limits the amount of data processed, while still enabling complex inference and operations: the biological visual system.
1.1.2 Visual Search in Biologic Systems

Except for some gastropods, every animal on Earth with eyes has a foveal visual system. This system combines a low resolution, wide field of view region in the eye, with a high resolution, narrow field of view. In humans, these two regions work together to produce the visual grasp reflex [254] where a stimulus in the periphery causes the eye to direct the foveal region to the area of interest in order to obtain more information [169]. The eye will then gaze on that location for a short time before moving on.

There is evidence that the foveal visual system is optimized for three things. First, motion blur is minimized. As the eye is gazing at a location, the image is stabilized, while during the fast saccades, the blurred imagery is ignored by the brain [171]. Second, the effective resolution of the eye is increased because as the eye is gazing, it dithers slightly, enabling the creation of a super-resolution image [44]. Finally, the amount of processing required is minimized. It is this last characteristic that we will examine throughout this thesis.

We can see that biologic systems reduce the amount of processing required simply by examining the retinotropic mapping of the visual system. Each area in the retina can be mapped directly to a specific portion of the visual cortex where it is processed. Though the fovea only covers 1% of the retina, it maps to over 50% of the visual cortex [147]. Therefore, our brain would have to be significantly larger if our retina were covered with photoreceptors at the same density as it is in the fovea.

A larger brain would require more energy to maintain and from an evolutionary point of view, would thus be undesirable. Therefore, we can infer that the foveal visual system enables an organism to efficiently filter the rich visual world and distill it to that information that is most useful for the organism’s survival. In this thesis, we question whether computer vision systems can use a similar approach to operate efficiently.

1.1.3 Computer Vision ≠ Biologic Vision

There are significant structural differences in computer vision systems and biologic vision systems. First, computer vision systems use a camera with a sensor that has a uniform resolution across the array, while biologic systems have a foveal camera. Some foveal cameras have been built (section 2.3), but any computer vision algorithm must be reformulated to the different spatial mapping. It would be ideal not to have to rebuild over 30 years of computer vision research that has created algorithms for cartesian sensors.

The second major difference between computer and biological vision systems is that at the low level,
<table>
<thead>
<tr>
<th>GPU/CPU Instance</th>
<th>Teraflops/Core</th>
<th>Teraflop-Hours/$</th>
</tr>
</thead>
<tbody>
<tr>
<td>g2.2xlarge (GPU)</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>c4.4xlarge (CPU)</td>
<td>2.25</td>
<td>2.25</td>
</tr>
<tr>
<td>c3.4xlarge (CPU)</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Figure 1.2: The computational capacity and cost for different GPU and CPU instances on Amazon Web Services as of September 2015. Even though GPUs have a lot of computational capacity per chip, the overall capacity per dollar is only 10-20% better than CPUs.

...the biologic vision system is extremely parallelized. In the the V1, the first stage of the visual cortex, each small spatial region in the eye is attached to different neurons that fire on very simple cues, like Gabor filters [63]. As signals travel further along the visual cortex, the spatial extent associated with each neuron increases. Furthermore, there are multiple feedback mechanisms throughout the visual cortex where activity in the higher level regions will modulate responses in the lower regions [122]. In contrast, most computer vision systems still execute on sequential processors primarily using a pipeline architecture. This is slowly changing with the use of GPUs and other highly parallel co-processor architectures. These architectures enable simple, local features to be calculated very quickly in parallel across a visual frame, while higher level reasoning must execute on a sequential processor.

The last major difference is that for many applications, the vision system cannot actively control the camera to capture specific information. Instead, it is inundated with whatever visual data is available and must react to it. In contrast, biologic systems have the ability to predict where the useful visual data will appear and can thus act to limit the data input into the system [324].

### 1.2 Visual Utility

In this thesis, we present a visual utility framework that is inspired by the biological vision system with its grasp reflex, but is applicable to many computer vision approaches. In this conceptual framework (fig. 1.3), the rich visual world is filtered by a visual utility process. This visual utility process uses simple features in order to reduce the amount of data processed by a higher level algorithm. Thus, by removing most of the data in the visual utility process, the overall computational cost of the entire system can be reduced.

Visual utility is a metric for each location in an image of whether or not imagery from that location will be used by the higher level algorithm. It is inherently task specific and cannot be calculated a priori without a complete understanding of the algorithm as that would be seeing the future. However, we can examine algorithms that produce estimates of visual utility and compare that estimate after the fact with those locations actually used by the algorithm.

Saliency is a type of visual utility estimator. Saliency is the ability of an entity to stand out from its neighbours and thus attract the attention of the human eye [157]. It is usually generated as a saliency map where each pixel has a value proportional to its saliency. In its early computational formulation, saliency was defined as solely a bottom-up process computed from the raw imagery and independent of the task being performed [129]. More recent work has modified this definition to allow top-down task specific...
1.3 Thesis Statement

Computer vision algorithms are computationally expensive and difficult to use efficiently in real world settings. Therefore, in this thesis, we explore the visual utility framework that is inspired by biological vision systems but appropriate for computer vision systems. In particular, we show that:

The visual utility framework can be used to reduce the computational cost of computer vision algorithms in a lossy way such that the degradation of task accuracy is minimized.

Stepping through this statement,

The visual utility framework

refers to the framework just described informally in the previous section and specified formally in chapter 3.

reduce the computational cost of computer vision algorithms

We will show that the visual utility framework reduces the computational cost of some computer vision
algorithms including the cost of computing the visual utility estimator. Our theoretical formulation in chapter 3 specifies under what scenarios the cost can decrease. Then we will examine in detail two theoretical case studies in chapter 4 where processing time, and thus computational cost, is reduced. Finally, we will perform some experimental case studies in chapter 7 that examine different visual utility estimators for object detection.

Often, one goal of processes that reduce the cost of algorithms is to have an insignificant impact on task results. However, in many scenarios, it might not be possible to meet the computational requirements either in latency or in hardware a guaranteed approach. In this thesis, we are examining a class of approaches that have the potential to reduce the cost even more, albeit at risk of changing the high-level algorithm’s results.

There are many ways to reduce the cost of a visual process if task accuracy is allowed to degrade. In an extreme case, one could just avoid executing the process. It will have a run time of zero, but the task accuracy will also be zero. We will show in this thesis that it is possible to minimize the amount of accuracy degradation for a given cost by utilizing the submodular structure of the problem discovered in chapter 3 to create the SCATAT algorithm (chapter 5), which generates a near optimal cascade of visual utility filters. We will then validate this algorithm in an experimental case study on object detection in chapter 7.

The rest of the document is structured so that in chapter 2, we explore the biological inspiration of visual utility in more detail and examine the many scenarios where a visual utility like approach has been used in the literature. chapter 3 defines visual utility formally and details the theoretical foundation of the thesis. chapter 4 presents theoretical case studies of two seminal cascade algorithms. In these studies, we analyze the algorithms in light of our theoretical findings on visual utility and show that these processes are near optimal. chapter 6 examines how visual utility and submodularity relate to deep neural networks. chapter 5 details the SCATAT algorithm, which generates a near-optimal cascade of visual utility filters that explicitly trades off computational cost and task accuracy. chapter 7 walks through our experimental case studies. Finally, chapter 8 summaries the conclusions of this thesis.
Chapter 2

Literature Review

Chapter 2

Literature Review

The best time to plant a tree was 20 years ago. The second best time is now.

Chinese Proverb

This chapter discusses the prior work related to this thesis and presents an analysis of the effectiveness of prior visual utility implementations. Visual utility is inspired by an understanding of how the biological visual system functions. Therefore, in section 2.1 we will discuss in detail the models for the biological vision system along with the computational motivation for foveal vision (section 2.2) and some physical implementations of foveal cameras (section 2.3). Then, we will examine visual utility systems for computer vision problems. There have been a number of researchers that study visual utility problems in order to learn more about the brain. This can be broken down into two categories. First, work in social robotics tries to mimic human eye movement so that the robots react more naturally with the test subjects (section 2.4.1). Second, the work in saliency tries to predict the target of human eye saccades in different scenarios (section 2.4.2). Both of these streams show that it is possible to reasonably predict human eye motion for a generic task, but there is no analysis on the processing time or computational costs required because their goals are to better understand biological systems, not improve artificial ones.

Object detection is probably the most well studied application of visual utility because it is the most natural fit; a visual utility process attempts to find those regions that are of interest, while a object detector tries to find those regions that contain a given object. We can thus examine successful object detectors using the visual utility lens. The most effective detectors can be described as one or more visual utility estimators, trained to find the specific object. Cascades (section 2.8.1) are great examples.

Using a generic visual utility estimator is a different object detection approach that has been extensively proposed. The generic visual utility estimator can potentially be applied to any kind of object and is used to either limit the regions processed by a specific object detector or to segment out the objects of interest. In the literature, this kind of work has appeared under the names of saliency (section 2.4.2), and objectness (section 2.5.2). A full analysis of these approaches is given in section 2.7, but we find that there is evidence these approaches filter the candidate regions better than random. This is crucial for the object discovery task where the system learn new objects and be able to find them again reliably. However, there has been no analysis that explicitly looks at the computational cost of the entire object detection system and takes into account the computational cost of the visual utility estimator.

A slightly different form of visual utility can be found for active and reactive vision tasks. In active vision tasks, the visual utility estimator uses the current image, along with a model of the world (map) in order to plan subsequent measurements. This is the next-best-view problem and is detailed in section 2.6.1. A significant feature of these problems is that the processing cost of the high-level algorithm is expensive because an agent must move around the scene in order to get the next measurement. This enables more
complex processing in the visual utility estimator. Reactive visions systems, discussed in section 2.6.2 are those that react to changes in the environment to direct a sensor to gather new information.

Finally, at the end of this chapter, we will outline the submodularity. In chapter 3 of this thesis, we identify that building a cascade of visual utility estimators is a submodular process. We then use that insight in order to develop the SCATAT algorithm in chapter 5.

2.1 Eye Movements and How They Filter Data

The neuroscience and cognitive psychology communities have tried to understand how the mechanisms in animal visual systems function that define eye movements. These studies are interested in examining and reproducing the animal’s behaviour and many of them are conducted in laboratory settings [54]. Therefore, their results are not necessarily useful for solving complex tasks in the unstructured environments that we are interested in. However, humans also solve complex visual tasks and our visual system has been fine tuned over millions of year. Therefore, this body of work provides an excellent source of models for the structure presented in this thesis for their ability to help solve the tasks we are interested in.

Early observations noticed that the eyes do not scan a scene evenly. The eye will fixate on an area for a while and then jump to another location using a ballistic motion called a saccade [136]. The eye will even fixate when it is traveling relative to the scene in order to keep the focus of attention stable. As a result, measured eye movements show a smooth path when tracking interrupted by fast saccades [169].

This fixate and saccade behaviour is common throughout the animal kingdom. Land presents a comparative study of eye motions for different animals and notices that except for a few insects and gastropods, animals have evolved this behaviour. He shows that the main reason for keeping the eye still while fixating is to minimize motion blur that occurs in the photoreceptors. In this view, the saccades serve to increase coverage of the scene and they are performed quickly in order to minimize the visual information that will be discarded as being too blurry [169].

Yeshurun and Carrasco demonstrate that fixating also increases the effective resolution of the eye. They prove this result by running an experiment where subjects must segment artificial textures. Performance on this task will peak at a specific spatial resolution. In the experiment, they ask subjects to gaze at a particular spot and then flash the artificial textures for different amounts of time. In the area seen by the fovea, observing the scene for a longer period of time decreases performance, while in the areas seen by the periphery, performance increases. This paradoxical result shows that eye fixations serve to increase the perceived resolution [326].

Researchers have also worked to determine what factors affect the target of a saccade. Eye tracking experiments where subjects are not pre-cued show that the eye will move towards areas that are outliers in some low-level cue like orientation, color, contrast and motion [193, 215, 221]. However, in experiments where the subject is given a task, we see examples where some higher level mechanism in the brain is influencing the eye motions. For example, Wolfe et al. use a visual search task where subjects must find simple objects like red horizontal lines in a group of distractors like green vertical lines. Subjects were able to find the red lines more quickly if they were first told to find the red lines as opposed to being uncued [315].

Task-based biasing of the saccade target seems to be stronger as the task becomes more complex. A set of experiments track the eyes of subjects while they were performing everyday tasks that require hand-eye coordination like making a sandwich, pouring tea or playing cricket [170, 171, 224]. In the sandwich and tea experiments, subjects would often look at an object several seconds before it was needed and then look somewhere else (fig. 2.1). When that object was subsequently used, the eye and the hand would move towards that object simultaneously. This observation implies that there must exist some short term spatial representation of the scene that helps to drive both hand and eye movements [114]. In concert with this short term memory, there is evidence from the cricket experiment to show that the human eye will learn
where to look over longer periods of time. In this experiment, cricket players were observed to look not at the ball, but at the ground where the ball was expected to land. The ground is not visually interesting at the time of the saccade, but it is crucial for the player to know the timing of the ball hitting the ground in order to swing the bat and thus the eye fixates on that location [171].

The human visual system also exhibits the phenomenon called the inhibition of return. When the eye executes a saccade away from a location, it is less likely to return to that location on a subsequent saccade [229]. Klein has shown that the inhibition of return is a necessary mechanism for the kind of serial visual search that humans perform. In a serial search, the eye first looks at one location to search for the desired object. If it is not found, then the eye executes a saccade and looks at a new location. The process continues until the target is found. Without an inhibition of return, the eye would become stuck bouncing between a set of targets and never find the object. In a parallel search, where the entire scene is processed simultaneously, an inhibition of return is not necessary [154].

Though we do perform serial searches, there is also evidence of parallel processing of low level cues. Desimone and Duncan present a meta-analysis of multiple psychological studies and conclude that visual attention is an emergent behaviour of many different neural mechanisms that compete for finite visual processing. In their analysis, they found evidence that low level cues are extracted from the scene and grouped into objects in parallel, but evaluating those objects for a task usually occurs serially. In this view, the order of evaluation is driven by the amount of neural processing required for each object and thus, visual attention emerges from this minimization [69].

2.2 Computational Motivation for Foveal Vision

Many researchers that have used a foveal vision paradigm motivate their use of the approach as a way to lower the amount of processing required. There is both biologic and computational complexity evidence for this view. Biologically, we see evidence of the processing in the human visual pathway. Each area in the retina can be mapped directly to a specific portion of visual cortex where it is processed. Though the fovea only covers 1% of the retina, it maps to over 50% of the visual cortex [147]. Therefore, our brain would have to be significantly larger if our retina were covered with photoreceptors at the same density as it is in the fovea.

Two researchers have also performed computational complexity analyzes for foveal vision systems. Bundera, in his thesis, presents a first order analysis where he uses a complexity measure of the amount of data captured multiplied by the computation time. Using this metric, a Cartesian array of N x N pixels
has an $O(n^4)$ complexity while an exponential foveal array has a complexity of $O((\log N)^3)$ [19].

Tsotsos has also studied computational complexity of visual search, which is one of the most common visual tasks. In his analysis, he differentiates between bounded search where the desired object is completely known, like a template search, and unbounded search where the desired object is unknown. He proves that unbounded search, which is more common in practice, is NP-complete while bounded search is linear in the number of pixels. Even though unbounded search is NP-complete, Tsotsos identifies five optimizations that reduce the computational complexity of visual search to a small exponent making solving it more practical. The first optimization is a high degree of parallelism. The second is a hierarchical abstraction of visual prototypes that can cut search time logarithmically. The third is a hierarchical organization of raw input tokens to maintain semantic content and minimize the number of receptors. The fourth optimization is to take advantage of a physical world that is spatio-temporally localized and thus organize receptors locally. The last optimization is to be able to pool responses from different stimuli into a single interest map [285].

In a follow-up study, Tsotsos compares the computational complexity of active visual search compared to passive visual search. In this case, active search uses a hypothesize and test approach to control where to acquire more information but takes time to do so, while passive search waits for all the information and then searches through it. In this analysis, active search will always be more efficient for unbounded search that uses a brute force approach. However, if the unbounded search is performed using the 5 optimizations previously mentioned, then active search is only more efficient if the hypothesis pruning is good [286]. Applying this analysis to our framework, we can treat our concept of visual utility as a method of fast hypothesis pruning. Therefore, with an accurate enough visual utility estimate, we can except a computational performance increase for the overall task.

Empirically, we can also see that using large data bandwidth from high resolution imagery will cause complex algorithms to perform too slowly. For example, Hubner and Pajorola ran a timing experiment for calculating stable features across frames, a technique used in many high-level vision tasks. Using a 2.0 Ghz Core 2 Duo machine, SURF features [23] were calculated in 50.1 fps for a 256x192 image, but only 4.8 fps on a 1024x768 image [124]. Unfortunately, the ever-increasing processing power in computers cannot handle high resolution imagery because camera detectors and microprocessors are fabricated using the same technology: semi-conductor photo-lithography [42]. Thus, the same advances that decrease the size of a transistor also decrease the size of a pixel. So, while processing power increases, so too does the data captured.

### 2.3 Physical Implementations of Foveal Cameras

In order to achieve the computational savings of foveal vision, foveal cameras have been implemented in hardware and using optics. Most of these implementations use a log-polar mapping which was developed to mimic primate eyes [325]. The log-polar mapping defines a pixel to be an arc slice between two radii while the spacing of radii distances follows a logarithmic relationship (fig. 2.2). The log-polar mapping creates high resolution pixels at the center of the frame and low resolution pixels on the periphery. This representation also has the advantage that it is rotationally and scale invariant. However, in contrast to traditional square arrays, this representation is not location-invariant [137].

Rojer and Schwartz use the continuous log-polar transformation in a design trade-off model for if the transformation were to be implemented on chip as a visual sensor. This model allows the designer to select the desired field of view, the number of pixels in the outermost periphery, and the parameter a which displaces the singularity at the center of the field of view. Using this model, they show how to duplicate the field of view and resolution found in the human visual system [238].

Sandini and Tagliasco created another model that was simpler to implement in chip fabrication. Their model two distinct regions: the fovea and the periphery. The fovea is a high-resolution, uniformly sampled rectangle in the center of the field of view, while the periphery uses the log-polar mapping [246]. Van der
Spiegel et al. first implemented this model as a 2000 pixel CCD using VLSI technology [294]. Wodnicki et al. used the same two-region approach to create a CMOS sensor [313]. Simultaneously, Sandini’s group created a 8000 pixel CMOS implementation that took advantage of newer fabrication methods to remove the discontinuity between the fovea and the periphery [86]. Finally Sandini et al. created a 33,000 pixel color CMOS sensor [247]. A similar CMOS implementation has also been created as a retinal implant for people suffering from photoreceptor degeneration [252]. For a more detailed review of these fabrication efforts, see [28].

As opposed to creating arc-shaped pixels, Bandera uses a different approach. In his thesis, he creates sensors using traditional square pixels, but whose size grow as the move away from the periphery. He analyzes growing the pixel size both linearly and exponentially and the impact of that decision on the data bandwidth generated [19].

Instead of creating new sensors, Kuniyoshi et al. designed a new lens that when projected on a Cartesian sensor, simulates a log-polar mapping [163]. They then used two of the lenses in a robotic head and demonstrated stereo tracking [164].

The log-polar mapping has also been simulated using data from traditional Cartesian sensors that has been processed either in software [68, 89] or using specialized hardware [251]. Due to the extra computation to do the transform, these approaches are not valuable for real-time systems, however, they are useful to run proof-of-concept experiments and to develop vision algorithms in this space [137].

Though a log-polar mapping has some advantageous properties including biological plausibility and rotational invariance, algorithms designed for Cartesian sensors will not work directly on a log-polar image because pixel adjacency no longer has the same meaning [325]. Therefore, we cannot take advantage of most the tools developed in computer vision from the last 30 years.

Some algorithms have been reformulated for use on a log-polar image and take advantage of the new structure to execute more efficiently. For example, optical flow can be computed quickly, especially when trying to predict the time to impact of an object approaching the camera along its boresight [61, 220, 280, 325] and object tracking is very accurate because of the high resolution in the center of the view [180, 251]. Other algorithms are not necessarily more efficient in log-polar space, but have been demonstrated. Such algorithms include: image registration [235, 314], stereo scene reconstruction [27], object matching [43], interest operator calculation [319] and saliency calculation [273].
Though not applicable to the general log-polar model, Bandera’s approach of using square pixels sized using a log-polar model allows the use of some Cartesian vision algorithms. By using square pixels, Bandera picture is equivalent to sampling from an image pyramid along a 3D manifold (fig. 2.4) [19]. Thus, Cartesian algorithms that operate on image pyramids can be easily transformed to operate on this kind of foveal sensor. For example, Young demonstrated a silhouette classification algorithm that operates on Bandera’s data structure [327] while Arrebola demonstrated simple segmentation and object detection [12].

Other foveal transforms have also been proposed for different tasks. Tong introduced a reciprocal-wedge transform that is effective for road following and recovering depth in motion stereo (fig. 2.3(a)) [281]. Martinez implemented a Cartesian Foveal Geometry using FPGAs and demonstrated faster object tracking (fig. 2.3(b)) [196]. Finally, multi-foveal Cartesian systems have been simulated in software for image and video compression where there are multiple regions of interest in the scene (fig. 2.3(c)) [21, 41].

As opposed to using different mappings of a single plane to create foveal vision, some researchers have used two coordinated Cartesian cameras with different fields of view. One camera has a small field of view and high resolution like the fovea, while the other has a large field of view and low resolution like the periphery. This approach means that all of the traditional computer vision algorithms can be used, while still reducing the total data bandwidth that needs to be processed. We are using the same approach and evaluating its impact on overall task performance when coupled with visual utility based control.
Figure 2.4: Bandera's method of mapping a foveal sensor is equivalent to sampling a manifold from an image pyramid. Figure from [19].
Ude describes how to calibrate these two cameras along with a control scheme that allows the high resolution camera to focus on an object found in the low resolution camera [288]. This calibration is useful for object classification and tracking tasks. In these tasks, the low resolution image is used to identify the location of the objects and the high resolution feed is used for the classification. This has been demonstrated in three different settings. First, this approach was used on a social robot to track human eyes. The low resolution feed searched for faces in the scene, while the high resolution feed focused on the eyes [248]. Second, Gould used this approach in an office setting to identify objects like cups and staplers and then minimize their position uncertainty over time [103]. Finally, both Merger and Ude use this approach in a laboratory setting to find and classify objects like stuffed animals [199, 287].

Achieving speedups by processing imagery at multiple resolutions has also been demonstrated on a single sensor. Klarquist simulates a moving fovea to create a multi-resolution 3D map of the environment using stereo cameras. The fovea is controlled using an active strategy preferentially processes higher resolution data where there is the largest uncertainty in the 3D reconstruction [153]. In a more general early study, Burt analyzes processing an image pyramid and demonstrates value using industrial inspection, surveillance and object recognition [37].

2.4 Visual Utility Models of the Brain

Much of the work in computer visual systems that implement a visual utility process are attempting to model the neural processes in the brain. These researchers model these processes in order to better understand the brain. In particular this work is prevalent in social robotics and saliency.

2.4.1 Social Robotics

Visual utility processes have been implemented in social robots. Sometimes, these implementations are used to simulate a theory of the human visual system. By comparing the robotic response with known human responses, the neural model is tested. The Harvard Head (fig. 2.5(a)) was one of the first robots for these experiments. This head consisted of two cameras and a fast control system to allow the head to simulate saccadic motion [87]. It was used to simulate a few saliency models that incorporated a winner-take-all strategy [52, 53]. Another head, developed at the University of Toronto around the same time (fig. 2.5(b)) [201] has been used to develop and test a neural model for visual search that uses pyramids of simple features and top-down biasing [329].

Another class of social robots are developed to simulate human learning. For instance, Lopes et al. use a robotic torso with one arm (fig. 2.5(g)) [188]. They demonstrate a framework for imitation learning where the eye and hand movements are learning from people holding objects up to it. They robot learns how to look for an object and how to track it when interacting with the object using its arm [187]. Another robotic torso, called Babybot that has one arm and log-polar foveal eyes (fig. 2.5(h)) [200]. In an experiment Natale et al. enable Babybot to learn how its actions affects what it sees. The robot executes pushing and pulling actions on objects in front of it and then learns to predict where the objects will move to and where to move the eyes in order to most accurately move the objects [210]. Orabona et al. demonstrate a humanoid robot that learns an metric for the likelihood that an area in its view is an object. The robot explores its workspace and tries to grab objects. When an object is successfully grabbed, it is identified as an object and incorporated into the visual model. The eyes of the robot are then directed towards areas more likely to contain objects [217]. Finally, Kim et al. enable a cheap robotic head to track objects using cues that change over time (fig. 2.5(c)) [152].

Neural models in social robots is also used to allow the robot to interact in a more natural manner with the people around it. For instance, Scassellati uses a two camera foveated system where the wide field of view camera finds a person’s head and then the robot’s eyes, which have a narrow field of view, are directed towards the human’s eyes [248]. Jasso uses a reinforcement learning method to allow a robot to
Figure 2.5: A selection of social robots.
infer where people are looking and thus be able to react naturally when a person directs the robot to look at something [135]. Breazeal and Scassellati use the a saliency model from [315] to simulate human-like visual attention behaviour on the robot Kismet (fig. 2.5(e))[32]. Butko et al. enable a robot to have natural eye movements using a saliency metric. They speed up the calculation of the saliency from (Zhang et al. 2008) and then use the saliency map to direct camera saccades [38]. Finally, Ruesch et al. fuse both audio and visual saliency in order to direct the head and eye movements (fig. 2.5(f))[242].

2.4.2 Saliency

Many different computational saliency models have been proposed to try and recreate the observed behaviours of the eye and understand the potential neural mechanisms behind them. A recent review of this field is presented in [30]. Many of these models stem from Koch and Ullman’s seminal work in 1985 where they introduced the concept of a saliency map. In their formulation, a saliency map is a map across the field of view built by combining multiple feature maps. These feature maps are low-level features like color, motion and orientation where areas are singled out that differ significantly from their local surroundings. High values in the saliency map indicate regions to be targeted by saccades [157].

One of the most influential evolutions of Koch and Ullman’s saliency model was presented by Itti et al. In this seminal paper, Itti et al. apply center-surround operators to the raw feature maps at different scales before they are combined into the saliency map (fig. 2.6). This approach simulates the neural response found in the human visual system where a stimulus in the center of the field will trigger a response, while a stimulus in the immediately surrounding region will inhibit that response. Therefore, this configuration will trigger when the stimulus in the center is significantly different than that in the surround. Unsurprisingly, this model can be implemented easily using convolutional neural networks. In addition to including center-surround operators, Itti et al. implemented their model as a computer vision algorithm to be run on still images and analyzed the results qualitatively [129].

Though evaluating the results of a saliency model qualitatively can provide insight, a more quantitative approach is needed to be able to compare different models. The de facto standard for those who wish to understand the human brain has been to compare the results with eye-tracking data from human subjects. The comparison can be made in two ways. First, a list of fixations can be generated from the saliency map by ordering peaks in the saliency function. This list is then compared to the fixations measured by the eye tracker [230]. Alternatively, the eye tracking data can be used to create a heat map of where the eye traveled by treating each eye fixation movement as a gaussian centered at the point of fixation. These gaussians are then combined spatially to create a map which is compared directly with the saliency map [34, 219]. Comparing different approaches also relies on the data used. Most researchers have used their own datasets, however, recently, some standard datasets of natural pictures have been made available [142, 176, 183, 234, 293].

In addition to the center-surround model, Itti et al. also demonstrated a simplistic inhibition of return mechanism. This mechanism would zero the saliency map in a circle of fixed width around the points that have been seen before, thus causing the attention to move to another part of the picture [129]. Parkhurst et al. extended this model in two ways. First, he smoothed the inhibiting signal to avoid the harsh discontinuity in the saliency map at the edge of the circle. Second, he multiplied the saliency map by a gaussian centered at the current point of fixation. This simulates the belief that points further in the periphery are less likely to be noticed by the human visual system [221].

Perrerira Da Silva et al. use a different mechanism to create an inhibition of return. They simulate a prey/predator ecosystem where the ”prey” breed in proportion to the static saliency map and then the ”predators” move towards those areas of higher ”prey” concentration. Then, at any given time, the focus of attention becomes the location of maximal ”prey” population. By fiddling with the parameters of this model, it is possible to generate a range of behaviour from one that explores significantly to one that fixates on a specific location [226].
One of the problems with Itti’s initial saliency model is that the resulting saliency maps could be quite noisy. Noticing this, Harel et al. proposed a Markov-based smoothing method that operates on a graph sitting on top of the saliency map. In this method, they treat the graph like a Markov chain and allow saliency to collect in local areas. The resulting map is smoother and has more distinct points of attention, which can predict the human gaze more accurately [111].

Though Itti’s method only used color, orientation and intensity as low level features, some researchers have predicted that the human mind is naturally hardwired to see other shapes like faces [47] and text [179]. In the face experiment, the response from a face detector [299] was added as another feature map in Itti’s framework. Interestingly, the resulting saliency estimator showed improved correlation with human eye tracking even on images without faces because spurious face detections still triggered the human eye [47].

While Itti implemented a simple version of Koch and Ullman’s theory, Le Meur et al. propose a more complicated saliency metric that models more of the second order psycho visual phenomenon found in the human visual system. For example, instead of a simple contrast metric, the non-linear human contrast sensitivity function is used. The resulting predicted attention points are then compared with those found from a human experiment [173].

Thus far, all the saliency models we’ve discussed are purely bottom-up approaches that try to predict the motion of the human eye when it views a scene but has no task. However, Yarbus demonstrated in 1967 that the task has a significant effect on the motion of the eye [324]. Navalpakkam and Itti have developed two different methods of influencing a saliency map with top-down information. First, for visual search tasks, the different feature maps in Itti’s saliency model can be weighted before they are combined. These weightings are set based the feature responses of representative pictures of the objects being searched for. For instance, say we are looking for a blue sign, then the feature responses would tend to be strong in the blue channel and thus the blue feature map would have a higher weighting [211]. The second top-down
method uses retrospective feedback information about what part of the image is useful for the task at hand. In their experiment, a human identifies the relevance of the current focus of attention and then this information is used to create a Task Relevance Map which is multiplied by the saliency map [212].

Another top-down approach is presented by Torralba et al. In this work, a bottom-up saliency response is combined with the expected location of a particular class of object based on its context. For example, a person is more likely to be found walking on a road that in a tree. The authors create a model of context for each object class using a large dataset of annotated images. In each case, a distribution of the object’s location in the frame is determined based on large scale features that encode the large structures of the scene [205, 282].

In addition to predicting human eye movement on a static picture, some studies have tried to replicate the properties of human attention when looking at a video sequence. Itti and Baldi propose a model that extends Itti’s 1998 method by including motion features and Bayesian surprise [126]. In a more recent approach, Rudoy et al. explicitly model the saliency map in a given frame to be conditional on the one before it [241]. Finally, Rudoy et al. generate saliency maps for a given frame conditioned on the map from the previous frame. This smooths the saliency map over time and makes it more appropriate for video sequences [241].

Other studies have explored video sequences by implementing a neural model on a robotic head. For instance, Clark used a robotic head with a single camera to test a model where saccade generation and the gap effect would emerge implicitly. This head calculated a saliency map in real-time as a linear combination of low level features. Each point in this saliency map was then modified by a winner-take-all model with inhibition. The camera was then controlled to always move towards the location of the maximum modified saliency. When run, this head will automatically saccade towards a peripheral stimulus, get bored, and then saccade somewhere else [52].

Another robotic head by Colombo et al. simulated a more complex model and was developed as a demonstration of combining a foveal sensor with an attention model in a real system. This head was created with a log-polar foveal sensor, an attention model and short term memory. The attention model included both bottom-up and top-down components to generate a saliency map. Furthermore, observations were combined over time by mapping them in an ego-centric space based on the pitch and yaw sensors of the head [55].

All of the approaches to saliency estimation described thus far have tried to explicitly model the neural structures in the human brain. Other studies have tried to predict human eye motion by modeling the functional ability of the brain while ignoring how it is physically implemented. These studies model the human eye as a sensor that tries to maximize the usefulness of the imagery captured in an information theoretic sense. Renninger et al. restrict their study to silhouettes and predict saliency based on minimizing the uncertainty of the silhouette’s shape [236]. Bruce and Tsotsos propose a bottom-up saliency estimator by maximizing Shannon’s self-information of visual features [34]. Zhang et al. combine the bottom-up self-information approach with top-down mutual-information from the visual features biased according to scene statistics from a large set of natural imagery [331]. Butko et al. propose a speed-up to Zhang’s model by approximating the filters for extracting features as square [38]. Finally, Tamayo and Traver describe a technique to minimize entropy on log-polar images [273].

There have also been a few data-driven approaches presented that try to predict saliency. Liu et al. calculate a set of feature maps and combine them by learning a conditional random field on object locations [183]. Instead of using extracted features, Kienzle et al. learn a mapping from the raw data in 13x13 pixel image patches to the likelihood of the eye landing on that location [151]. Finally, the most recent approach by Judd et al. combines Itti’s features with a horizon detector, a face detector, a person detector and GIST [216] features to train an SVM to predict if each location will be a target for an eye fixation [142].
2.5 Generic Visual Utility Estimators

A generic visual utility estimator is one that can be applied to many different tasks. Saliency is the most obvious example because the human visual system is very adaptable and functions amazingly well for a large range of tasks. However, other models have been developed that are general purpose.

2.5.1 Estimators Called Saliency but Really Aren’t

Saliency, defined by being able to predict human eye motions, is a general purpose estimate of visual utility but the literature also includes work where the authors use the term saliency when creating a map of visual utility for their task. In these cases, the authors use saliency because their estimators are general enough that they could be useful to tasks other than the ones they test. However, the estimators are being used for specific tasks like object segmentation (e.g. [2]), background subtraction (e.g. [307]) and tracking (e.g. [144, 145]).

One of the problems with the biological models of saliency is that they can be a costly to compute in a sequential processor. The computational cost is not an issue when trying to understand how the human visual system works, but to use a visual utility map for some application, speed matters. Frintrop et al. try to address this problem using square filters and integral images [92], but Hou and Zhang take a different approach. They introduce a spectral residual approach that is fast to compute and can work well for roughly locating objects different from their background. Their approach identifies anomalies in the frequency domain of the image compared to an average natural image. These anomalies will correspond to objects of interest [121].

Avraham and Lindenbaum use a statistical model to find the areas of interest in a bottom-up way. They use a stochastic model to compute the probability that an area of the image will be of interest assuming that there are a small number of areas of interest in the scene and they are visually distinct.
from everything else. Using this assumption, they build a Bayesian tree on image segments and infer correlations between nodes based on the mutual information between the visual feature vectors. Finally, the visual utility is calculated by marginalizing over the N most likely interpretations of the Baysian tree [13].

Valenti et al. base their visual utility estimate on the structure of Isophotes. Isophotes are lines connecting points of equal intensity and are like contour lines on a map. They propose that each isophote is part of an interesting structure and the location of that structure is roughly in the uphill direction from each point on the line. The visual utility map is then created by accumulating all the estimates for the locations of interesting structures and then modulated using the curvature and color distinctiveness of the region [290].

For some problems, like scene summarization, the context around the area of interest is also useful. For these types of problems, Goferman et al. propose a context-aware visual utility technique. This technique reweights the underlying visual utility metric of the areas around a region of interest by their distance to a location of focus. The modified visual utility map is then segmented to find the final region of interest. This allows a region of interest to grow into those areas around of point of interest that also have reasonably high visual utility. As a result, some context around the point of interest is maintained [98].

Von Ahn et al. use a massive amount of human labeled data to predict the relevant areas for recognizing objects. They collect this data using a web game called Peekaboom where two players are partnered randomly. One partner can see the entire image of an object and tries to get the other player to guess what the object is by slowly revealing portions of the image. A higher score is given if less of the image is revealed. As many players play the game, a large dataset of images with relevant regions is created which can then be used to develop a visual utility metric [300].

Wang et al. also use a large dataset to calculate visual utility. In their case, it is a Google scale image set of random, unlabeled images. To calculate visual utility for a given image, this database is searched for the n nearest neighbors in appearance to the query image. Each of these images is then warped to line up with the query image. Finally, the visual utility is defined as the mean distance to all the neighbours. This approach is akin to anomaly detection across a global knowledge base [305]. An almost identical approach is presented in [195] for patches relative to the image as opposed to the image relative to a corpus.

Hoiem et al. present a different learned approach and apply it to object localization. They assume that objects of interest in the scene can be roughly found by understanding the 3D structure of the scene. To understand the scene, they predict the 3D structure based on a single image using a classifier trained using a large dataset. This classifier labels regions in the scene as ground, sky, or vertical. They then assume that objects will appear on the ground plane of the scene and thus, the visual utility is the probability that a vertical area is supported by the ground. Then, since the scene is undergoing a projection and the rough scene geometry is known, it is possible to estimate the real-world size of various objects. Thus, they use the top-down information about the size of the object being localized in order to prune potential matches [120].

Visual utility maps have also been extended to three dimensions. Schauerte et al. present a framework that uses multiple cameras and microphones to aggregate visual utility estimates in a 3D space. To do this, they use ray casting to back project a saliency value from each camera and gather evidence in each voxel. They then use this model to optimize camera views in a smart environment [249].

Statistical models have also been developed for calculating visual utility in video sequences. Rosenholtz used a simple model for a visual search task where he defined the visual utility as the motion of objects once the average motion of the frame is subtracted [239]. Zhai and Shah also identify regions that move differently than the scene as being of interest except that they find these regions using a RANSAC-like algorithm that clusters SIFT pairs based on their consistency to different homographic transforms [330]. Baluja and Pomerleau train a dynamic neural network to predict the next frame to arrive and then the visual utility becomes the difference between that predicted frame and the actual one [18]. Boiman and Irani use a model that looks for anomalies in the configuration of distinctive spatio-temporal features [29].
Finally, Gao et al. use a model that classifies a region into a stimulus of interest or not in video sequences. Their model calculates the mutual information between features in the center and surround regions of spatio-temporal center-surround structures. The less mutual information present, the higher the visual utility [95].

2.5.2 Objectness

A common task for applying visual utility is to segment objects from the background. In this task, an object is identified by first computing a visual utility measure related to the likelihood that a region in the image belongs to an object. This type of visual utility measure was coined as objectness in [4], but has also been labeled imprecisely as saliency. Once an objectness measure is calculated, it is used as input into a segmentation or region growing algorithm in order to extract objects from the background.

In one of the early cases for objectness, Rutishauser et al. evaluate whether the bottom-up saliency metric from [128] can be used to find objects. They extract objects by first identifying locations of interest from the saliency map. Then, they grow the region around each point using a region-growing algorithm on the feature map that contributed the most to the high saliency score. Finally, objects are classified using the bag-of-words model on SIFT features from [190]. By keeping track of objects already seen in a database, this approach results in an object discovery technique [245]. Walther and Koch have a very similar approach. Once again, the saliency metric from [128] is used, but then objects are extracted use a biologically plausible neural network to grow the region [302]. Han et al. use the same saliency measure, while the region growing is done using an MRF model seeded by the objectness score [108]. Ko and Nam take a different approach for the final segmentation. They first over segment the original image and then use the saliency measure from [129] in order to merge together segments that belong to an object [156]. Similarly, Yan et al. use a hierarchical segmentation strategy to more accurately segment objects when the background contains high frequency structures [322].

Looking at the problem from the other direction, Jiang et al. use a measure of background, called backgroundness, that they use to hierarchically carve out the potential objects in the image [139]. Instead of using pure CRFs or MRFs, Yang et al. use manifold learning in order to segment the object. This technique shows a significant improvement in the high dimensional image feature space because distances throughout the space are not consistent [323]. The segmentation can also be done greedily because the problem can be formulated as a coverage problem, which is known to be a submodular maximization problem [140].

Coarse boundaries for objects are found by thresholding a rough estimate of objectness. This is done by Hou and Zhang in [121] by thresholding their spectral saliency approach. Wang and Li then refined the boundaries of the objects by applying a graph propagation step based on the visual similarity and proximity of the pixels. This refinement enables tight object segmentation in some cases [307].

Other techniques define an objectness measure that inherently produces tight boundaries around objects and thus requires a less sophisticated segmentation step. Achanta et al. compute objectness using a combination of band pass filters to create a full resolution visual utility map that can be used extract the objects of interest by adaptive thresholding [3]. Rahtu et al. evaluate the contrast in a large set of center-surround regions at different scales all across the image. For each center-surround region, the contrast is calculated as the chi squared distance between the histograms of the pixels in the center region and those in the surround region. The base features for the histograms are the illumination, color and optical flow. Then, the objectness of each pixel is simply the maximum contrast found in any window whose center includes that pixel. Though many windows are evaluated, they can be evaluated relatively quickly by generating an integral histogram over the image. Finally, the segmentation is refined by defining a pixel-wise CRF on the visual utility map and running graph cuts [232].

Cheng et al. also define the objectness as a distance between colors in LAB space, except that they define it globally across the entire image instead of just within a specific window. Thus colors that are
far away from all the other colors in the image will have a higher objectness [50]. Shi et al. expand this concept and use the global contrast along with an image prior and a region filtering technique to get accurate boundaries quickly [256]. Mai et al. combine many features for a given image in order to generate the saliency map. The features with highest importance are determined by mining a large database of images to find those that are similar [191].

Thus far, most of the objectness measures have been built upon an intuition of what makes an object an object. Alexe et al. took a different approach and learned an objectness metric for a given bounding box from data. They trained an objectness classifier using 50 images from different object classes in the PASCAL VOC 2007 dataset. Their classifier is a Naive Bayes classifier that combines a multiscale version of the spectral saliency metric from [121], the color histogram distance in the center and surround regions, the edge density and the number of superpixels that straddle the region boundary [4]. Rahtu et al. extend this work in two ways. First, Alexe et al. identify candidate bounding boxes for objects by sampling uniformly spatially and in scale, while Rahtu et al. learn a distribution of image boxes found in a frame from the PASCAL data and then sample from that distribution to get candidate boxes. The resulting boxes are more densely sampled in locations where an object tends to appear in a still frame. The second improvement is to propose a different feature set. They use Alexe’s superpixel metric along with the distribution of oriented gradients near the edge of the window and a measure of window symmetry. The resulting classifier is faster to compute and more accurately matches the bounding boxes for the objects [233].

An unsupervised approach for modeling objectness was presented by Siva et al. They hypothesize that objects will be composed of patches that are relatively rare. Therefore, the objectness around each pixel is inversely proportional to the probability of the n x n region around that pixel being found in the corpus. Bounding boxes are then sampled from this pixel-by-pixels map [262].

Objectness can also be defined for superpixel regions without having a valid per-pixel definition. Endres and Hoiem take this approach and learn an objectness using statistics about the boundary of the region combined with a comparison of color and texture histograms with both local and global areas. They then use this definition to rank a set of candidate segmentations that are generated using a hierarchical segmentation scheme [77]. Defining objectness for a region, can be useful for segmentation or object classification tasks, however, it does require an initial segmentation to be calculated, which can be computationally expensive.

2.6 Applications of Saliency and Other General Visual Utility Estimators

Saliency and other visual utility estimators have been used in a variety of different applications. In data processing tasks, a couple of studies have used saliency in image compression to change the resolution of areas in a frame so that areas with low saliency are encoded with less resolution and thus take less space [107, 125]. In another study, Longhurst et al. showed how a saliency map could be used in the visual world by speeding up the rendering time of complex graphics [186]. In a different task, Lienhart et al. use a visual utility metric biased for text in order to extract and read text in scenes. These extracted words are then be used in traditional information retrieval frameworks to add richness and data to search [179]. Another study, by Van De Weijer et al. looks at the stability of using a color based visual utility in order to better select points of interest for feature detectors like SIFT [292]. Shahbaz Khan et al. then extend this concept with a bag-of-words classifier in order to perform object classification on the PASCAL VOC 2007 dataset [255].

Visual utility has also been incorporated on mobile robotic platforms. A collection of experiments have used bottom-up metrics of visual utility to identify landmarks for navigation and mapping. These robots have operated indoors [91, 199, 284] and outdoors along walkways [259]. In contrast to these works, this thesis focuses on robotic systems that operate in unstructured environments and use their cameras for
other tasks than navigation.

Social robots have also used visual utility models to recreate human eye movements and thus interact more naturally with people and learn about their environment in a biologically plausible way. Butko et al. use a spectral residual model to allow the robot to quickly home in on human faces [38]. Ruesch et al. combine visual and auditory saliency metrics to direct the motion of a robotic head and interact with its environment [242]. Finally, Orabona et al. use saliency on a robot to help direct its foveal eyes to learn about different objects over time [217].

Finally, a few studies have used visual utility metrics to improve mid-level vision tasks which are then used by a higher level task. For example, Chen et al. use the saliency estimator from [183], which has tight spatial boundaries, in order to segment objects from their background automatically across a very large dataset. They then use those objects to compose images from a user’s sketch of the scene [48]. In another example of higher level tasks, Schauerte et al. develop a system that can identify objects that a person points to. They use saliency to help locate which object the person is pointing to and then apply a higher level object classifier [250].

Although multiple groups have shown the benefits of using visual utility in complex tasks, there has been little work relating the accuracy of different visual utility measures to resulting task performance. Most research either compares the accuracies of different measures or uses one measure and determines the impact on the given task. Furthermore, to our knowledge, nobody has developed guidelines for when a task specific visual utility metric is worth developing instead of using a general purpose bottom-up approach.

In the following sections, we examine how visual utility has been applied in active and reactive vision systems.

2.6.1 Active Vision

A visual utility process can also be found in active vision systems. Active vision is the process of actively changing the parameters of a sensor in order to reduce some uncertainty in a model over time [16]. In a camera, these parameters include orientation, position, focus and zoom. While this definition of active vision encompasses many tasks, most active vision work has been in 3D reconstruction, mapping and exploration because in these tasks, the uncertainty in the model is well defined by the portions of the world seen and not seen. Solutions to these problems invariably require a complex map of the world along with an observation model of the sensor in order to predict future measurements and a planner to move the sensor to the new location.

In the following sections we will outline the prior work in 3D reconstruction, robotic exploration, simultaneous localization and mapping (SLAM) and object classification. For more detailed reviews see [73, 74, 269, 274].

2.6.1.1 3D Reconstruction

Active vision has been used to efficiently reconstruct 3D objects. Early systems use range sensors on the end of robotic arms and try to reconstruct and recognize simple objects from a known set. For example, Hutchinson and Kak use a database of known objects to generate a set of hypotheses about a scene. Their range scanner takes successive scans of a scene until the objects are uniquely recognized. After each scan, they update the valid hypotheses and then plan the arm’s operation to capture the next measurement that will minimize the ambiguity in the remaining hypotheses [123]. Califano et al. also use hypotheses to recognize objects from a range scan. However, instead of moving the physical sensor, they selectively process different parts of the scan in each case starting with those areas that are not well supported by a feature or object hypothesis [40].

Cameras have also been used for 3D reconstruction in active vision systems using structure from
motion algorithms [208] or a stereo head that acts as a range sensor. Aloimonos et al. prove that the 3D reconstruction of a scene using structure from motion is unstable if the camera is passive, but tractable with active control [6]. Shmuel and Werman use this result to define motions that will allow a camera to recover depth measurements in a scene using multiple pictures [257]. Finally, Abbot and Ahuja describe how to merge measurements from a stereo pair with different vergence and focus parameters in order to reconstruct 3D information [1].

The next-best-view problem is one of the most studied formulations for solving the active control for 3D reconstruction. In this formulation, the problem is simplified to a greedy approach where given the current reconstruction of the scene and a model of the sensor, what is the next measurement that should be taken in order to best refine the reconstruction [57]. Maver and Bajcsy present an algorithm for range sensors that identifies the shadows in the range measurements and then plans motions in order to fill in those shadows [198]. Banta et al. use a similar approach but instead of identifying shadows, they look for areas of high curvature that will correspond to the edges of objects. They then plan a new measurements that maximizes the amount of area beyond those edges that will be seen [20]. Finally Kutulakos et al. combine a laser scanner algorithm with a camera. The camera is used to identify occlusion boundaries and direct the camera towards them [166]. While the laser scanner is moved towards the surface normal at the horizon of the images in order to create smooth reconstructions [165].

Instead of looking for occlusion boundaries and object boundaries, some approaches try to directly reduce the uncertainty of the reconstruction. Shmuel and Werman use a gauss-markov model combined with a kalman filter in order to define the scene and the uncertainty about it. They then determine analytically which camera motions will not give new information and run an optimization on the other possible motions in order to reduce the model’s uncertainty after taking next picture [257]. Whaite and Ferrie assume that the world to consist of a series of superellipsoids. The uncertainty in the scene is then captured by the covariance matrix in the parameters of the superellipsoids [310]. They then plan trajectories for a sensor on the end of a robot arm that will minimize the determinant of the covariance matrices and thus the uncertainty in the model [311].

Planning motions to only get to the next-best-view is not the optimal way to create a reconstruction because it does not take into account the cost of the motions. Therefore, Marchand and Chaumette combine the volume of unexplored space expected to be seen with a metric for the ease of getting to that location with the actuator [194]. Pito adds another metric and includes the amount of overlap with the
current model in order to ensure that enough overlap is captured so that measurements can be registered easily. Pito also projects camera orientations into a new space called positional surface space which makes the search for the next-best-view more efficient [228].

3D reconstruction of a scene is not always the final goal. In some robotic systems, the end goal is to be able to manipulate the environment, which is easier if the locations of objects are known. Ballard studied such systems and showed that when active gaze control is used, it becomes computationally more efficient to determine objects’ locations relative to each other and the robot because additional constraints can be imposed on those calculations [17]. In the same spirit of Ballard’s result, this thesis explores techniques to solve a simpler vision problem in order to improve performance of a more complex task.

2.6.1.2 Mapmaking and Environment Exploration

Along with reconstructing 3D objects, active vision has also been used for exploring environments and creating maps using mobile robots. In these settings, the model is the resulting map and the uncertainty in that model is a combination of the areas seen/unseen and the uncertainty of the localization of objects. In an early study, Kleinhurgh presents a 2D search algorithm for a mobile robots that travels the minimum distance for exploring rectilinear polygons. The algorithm identifies cave mouths, which are corners in the walls where the space opens up beyond them. They then keep these cave mouths on either side of the robot during travel [155].

Kruse et al. extend mapping to a bounded 3D occupancy grid where each box is either filled, empty or unknown. They develop a planning algorithm that maximizes the expected information at the next location while minimizing the cost of getting there [162]. This paradigm has also been used for 2D environments like indoor corridor navigation (e.g. [76, 320]).

Unfortunately, planning using an occupancy grid can fail if the localization of the robot drifts because the entire map will be shifted relative to the robot. To help solve this, Thrun identifies landmarks using a neural network and then plans movements in order to minimize the localization error when navigating by the landmarks [278]. When navigating by landmarks, it is also important to be able to measure the location of those landmarks very accurately. Murray et al. present a control strategy for robots that have an actuating head that fixates on landmarks as the robot moves by in order to improve the localization of the landmark [206]. This work uses the results from Fermuller and Aloimonos where they proved that this kind of dynamic fixation enables more effective navigation [85].

In the mobile robot exploration framework, there is uncertainty in the map that derives from inaccurate sensor, inaccurate motion models and changing environments. The first two sources of error have been modeled using techniques like Kalman filtering (e.g. [59]), which assumes gaussian error distributions, and particle filtering ([240, 279]), which samples from an arbitrary error distribution.

Though these techniques provide a method for quantifying the uncertainty in the world, there still remains the question of what is the next optimal move. Cassandra et al. model this decision process as a partially observable Markov decision process (POMDP). POMDPs provide a grounded method for making decisions in the face of uncertainty, however, they are computationally expensive to solve. Therefore, Cassandra et al. provide some heuristics to make the computation tractable when navigating [46]. Smith provides a more thorough analysis of POMDPs and applies them to Science Autonomy, which enables an exploration vehicle to autonomously search a terrain to make measurements that will most likely inform a scientific hypothesis. In Smith’s case, he builds a map of life of an arid desert by combining two types of measurements: camera images that are fast to capture but very inaccurate for finding organic matter, and a fluorescence imager that is slow to use but can accurately detect the presence of organic matter. Therefore, the true measurements across a wide area of the map are difficult to acquire and so Smith uses POMDPs in order to plan operations that will build the map efficiently [264]. Unfortunately, building a plan can take a long time (20min in Smith’s case) so follow-on work by Thompson et al. examines some faster, less accurate techniques and builds geologic maps. For example, in one experiment, they use a rock classifier on the camera imagery in order to determine which rocks should be targeted for more in-depth,
time consuming spectrometer measurements [275]. In another experiment, they use overhead satellite imagery to create a prior estimate the locations of different regions and then plan operations to sample efficiently sample in that space [277]. Inspired by this work in Science Autonomy, this thesis examines an even simpler framework that can be used in realtime for any visual task to more efficiently sample the world and thus improve the quality of the data captured.

The next-best-view paradigm has also been used in mapmaking. Similar to the work in 3D reconstruction where the next-best-view is determined by finding occlusion boundaries, Yamauchi et al. plan operations to maximize the frontier space that the robot will encounter as it explores planar indoor environments [320]. González-Baños et al. use a slightly different approach and use a metric that includes the expected number of cells that will becomes known and the distance to move to the location while ensuring that there will be enough overlap in the measurements in order to register the new data [101]. Makarenko et al. have a similar approach but also include the expected localization quality once the robot arrives at the location to take the next measurement [192]. Burgard et al. use the next-best-view paradigm for teams of robots. In their solution, each robot calculates the next-best-view however, expected utility of a location will be inhibited if it will be visible by another robot when it gets to its next goal. As a result, the robots tend to spread out and cover the area effectively [36]. Finally, large occupancy grids are not always used. Kakusho et al. use a more compact representation and represent the space as a skeleton graph where each node is a small grid. The next-best-view is determined by searching the skeleton graph to find close nodes whose grids are unknown. Then, as the robot moves the grid is filled in and new nodes are added to the graph as necessary [146].

Due to computational limitations, most of the robotic mapping work that we have described thus far has simplified the planning problem to 2D indoor environments like corridors and classrooms. However, this thesis is most interested in tasks for unstructured real world environments. Robots have explored and built maps in these environments too, but the techniques are more complicated. For example, Sujan and Dubowsky also apply a next-best-view paradigm to teams of robots in unstructured environments. However, to handle the more complicated environment and poorer motion model, they use a gaussian probability distribution to fill out the occupancy grid instead of assigning the entire measurement to a single cell [268]. Nabbe takes another approach in his thesis. He noticed that mobile robots are limited by the range of their sensors for detecting obstacles and that a planning algorithm cannot identify an efficient path if it has not seen the terrain. Using this insight, he introduces a forward simulation technique that predicts the terrain beyond the sensor’s horizon and then plans operations in order to make the best observations for navigation en route to the goal. The resulting system will show behaviour like driving to the top of a rise to get a better view [207].

2.6.1.3 SLAM

In another active vision paradigm, when mobile robots explore a scene, there will be uncertainty in the map and in the robot’s location. Solving for these uncertainties together is called Simultaneous Localization and Mapping (SLAM). SLAM is generally solved by incrementally building a map as the robot moves around the scene assuming that the localization is correct. Of course the localization will drift over time. Then, when a known location is identified again, the localization solution is adjusted until the maps align, a process known as loop closure. SLAM has been demonstrated in 2D domains (e.g. [104]), 3D domains (e.g. [82]), with multiple robots (e.g. [90]) and even using sensors that are controlled by an external agent (e.g. [64]). When using SLAM to explore an environment, there will be a trade-off between expanding the horizon and returning to known locations to close loops. On one hand, closing loops often minimizes the drift in the localization, while on the other hand, it takes time and requires capturing more redundant data. Vildal-Calleja et al. address this problem by maximizing the expected mutual information gain between the measurements and posterior state of the map and robot. Therefore, it is possible to balance the expected information gain from exploring new areas with the information gained by improving the localization [296]. Tovar et al. take a similar approach, but they model the geometry of the scene explicitly and then use this known geometry to predict what will be visible from the next location [283]. Fox et al.
has a similar approach for multiple robots exploring a scene where the maps between robots must also be merged [90]. Finally Sim and Roy do not use a greedy approach for exploring the scene. Instead, they use an a-optimal formulation given an initial estimate of the scene [260].

2.6.1.4 Active Vision for Classification

Active vision techniques can also be used to improve object classification in mobile robots. Dima noticed that many robots capture large amounts of monotonous, similar imagery with the occasional surprising picture. If this imagery is used to train a classifier, then this unbalanced prior will break many machine learning techniques. Even if the technique is resistant to biased labeling, many excess images will be labeled for the training. In order to help solve this problem, Dima uses active learning techniques on the imagery in order to identify the subset of images that if labeled will enable the classifier to perform effectively [70].

We have also seen excess imagery negatively impact the performance of our marine species classifier (appendix A). In an experiment, a classifier was built using labeled fish that were tightly segmented. This classifier uses a nearest-neighbour image search technique and will return up to five scored matches. We then queried the classifier with instances of different sized bounding boxes around known fish and measured the accuracy of the correct result being found in the first N returns. The results are shown in fig. 2.9. As the bounding box increases, we see the accuracy drop significantly, thus demonstrating that the excess data used in the query is adding noise and confusing the classifier.

In this thesis, we explore image filtering using visual utility that is designed to minimize the excess imagery processed and passed to the high-level algorithm. Using this technique, we show that it is possible to reduce the noise in the signal and thus be able to improve some tasks like object classification. Unlike Dima’s work, we are not using an active vision technique with a feedback loop.

2.6.2 Reactive Vision

Reactive vision is often called active vision but it does not fit Bajcsy’s definition [16] that active vision is to purposefully control a sensor in order to reduce uncertainty in a model. In reactive vision systems the sensor is actively controlled but the controller does not keep any state information and thus does not have a model to improve. Instead, reactive vision systems react to changes in the environment and direct the sensor to events of interest. The framework we explore in this thesis is not reactive vision because it does not necessarily control a sensor.

In this section we will detail two main fields that have used reactive vision. First, we will consider structured environments like automated lecture hall and conference rooms. Next, we will examine surveillance systems.

2.6.2.1 Structured Environments

Some reactive vision systems rely on the structure of the environment in order to simplify their task, while in this thesis, we are interested in unstructured environments where structural assumptions cannot be made. One structured setting is the conference room. These conference rooms can be used for teleconferencing through the internet in order to save time and money on travel costs. Many commercial teleconferencing systems either use a wide angle field of view to see all the participants or have a pan-tilt-zoom (PTZ) camera that is controlled by one of the parties [88]. However, there has been interest in creating a system that is more interactive and will show whoever is speaking at a given time. In an early study, Wang and Chu describe how to use an array of four microphones to triangulate the speaker and then use this signal to direct a camera to that person [304]. Liu et al. take a different approach and use a panoramic camera
Figure 2.9: In the fish classification task in appendix A, the relationship between the size of the query bounding box and the fraction of the time the correct answer is in the 1st-5th results. As the bounding box increases beyond the tight box at 1, the accuracy drops, showing that the extra data captured is adding noise to the classification.

combined with a PTZ unit. They then allow many remote viewers to define what areas they would prefer to see and use an automated algorithm to optimize the viewing location for all the viewers [181].

Another structured setting is the lecture hall. A few systems have been created to automatically record lectures efficiently so that it is more interesting to the viewer. Rui et al. use multiple cameras, some of which point at the audience and some of which point at the speaker. They then use microphones to triangulate the location of the speaker whether in the audience or at the podium and finally direct a camera to capture the speaker [243]. Lampi et al. only use visual information. They combine a wide field of view camera with a PTZ unit, both pointing at the front of the room. They then use motion and face detection in order to identify the location of the lecturer and direct the PTZ unit to frame and follow the speaker effectively [168]. Finally, Liu et al. describe a system that combines multiple PTZ cameras with wide angle feeds. Their system is designed for viewing the lecture live on the web by multiple participants while minimizing the amount of video data that needs to be transmitted. For each viewer, the system composes a custom feed by merging into a single frame, live high resolution data from the PTZ units, cached high resolution data if the area has not changed since the last PTZ unit viewed it and low resolution data from the wide angle feeds [182].

Reactive vision with structured environments can also be found in attempts to automatically film scenes for human viewing. In an early example, Pighanez and Bobick automatically film a cooking show. They create a 3D models of the relevant objects in the set like the chef, the table, and pots and then find those objects in the camera shots to identify the current state of the environment. Then a director specifies high-level camera motions and the automated system frames the best shot [227]. In a more recent example, Wu demonstrates a system to automatically film hockey games by tracking the players using multiple cameras. Frankly, I’m including this example because I love hockey and it’s tangentially related
2.6.2.2 Surveillance

Surveillance systems are another example where reactive vision is useful. When using a surveillance system, one wants to simultaneously cover a large area to make sure that a target is not missed and acquire high enough resolution information about each target in order to be able to get a positive identity. In fact, a surveillance system can be described as a specialization of our general purpose control framework where the visual utility is defined by a person detector or similar metric, potentially augmented with a trajectory prediction. Batista et al. demonstrate a system with a binocular head that can move and has a small field of view and a static camera with a wide field of view. The static camera is used for tracking and predicting where people will move and then the binocular head is directed to collect the high resolution information [22]. Costello et al. use a similar approach but with multiple PTZ cameras while experimenting with different scheduling strategies like First Come, First Serve [58]. Comaniciu et al. use a more explicit biological approach and incorporate face detection to identify the targets for a log-polar foveal camera with saccadic motion [56]. Goodridge and Kay also incorporate audio cues to locate the targets [102]. Finally, Del Bimbo and Pernici predict the trajectories of the targets and then formulate the scheduling problem for the high resolution cameras as a dynamic vehicle routing problem with deadlines [67].

In surveillance systems with multiple PTZ cameras, there is also the problem of handoff where a target moves outside the range of one camera but still needs to be tracked. In that case, another camera must be scheduled to pick up the target when the target becomes visible to it. Erdem and Sclaroff solve the calibration for this problem dynamically by keeping track of instances when the same object is visible in more than one camera. Over time, many instances are collected and the transform between cameras is refined. Once the calibration is acquired, the scheduling is done by adding the target to the camera’s local priority queue [78]. Instead of using a local priority queue for each camera, Qureshi and Terzopoulos plan simultaneously across all of the cameras using a greedy best-first search to find a solution quickly [231].

2.7 Effectiveness of Previous Visual Utility Estimators

Now that we have provided an overview of many different areas that use the concept of visual utility, let us dig more deeply into some works and examine the effectiveness of different visual utility estimators. Remember that a visual utility based system has two potential benefits: to speedup processing and to improve performance by reducing false positives and thus noise. As we show in section section 3.4.1, an effective visual utility estimator must:

1. Be fast to compute relative to the computational cost of the high-level algorithm.
2. Have a high recall for those elements that are used by the high-level algorithm.
3. Minimize the number of examples passed to the high-level algorithm.

However, this theoretical underpinning does not specify how to build or find such an estimator. So, we will look at the prior work to find examples of effective and ineffective applications of visual utility and from that identify some common characteristics to help a designer build or choose an appropriate visual utility estimator. In particular, we will describe many examples, but most of the effective visual utility estimators are those that are tailored for the specific high-level algorithm and task at hand or those that operate in a scenario where the high-level algorithm is extremely expensive.
2.7.1 Generic Visual Utility Measures

Let us start by examining some instances where it is unclear if the visual utility based approach is effective. In particular, we will focus on the generic visual utility estimators like saliency and objectness. These bottom-up measures are based on low level cues and claim to provide a speed benefit for any task. As a reminder, in this discussion, we are using the term saliency to strictly mean those measures that attempt to predict the motion of a human eye when looking at a scene. In the literature, the term saliency is also used for generic visual utility measures that could be applied to other tasks than those tested by the authors. Objectness is a common subset of these measures that predicts the likelihood that a region in the image is part of an object. It is thus tailored for a large class of object segmentation and detection tasks.

Saliency was originally proposed by Koch and Ullman [157] and codified by Itti et al. [129] as a model of the human visual system. This work was conducted primarily in order to help understand and model the visual processing centers in the human brain. Itti et al. even make an argument for the computational advantages of this model, but they view the computation with respect to the human visual system, which has a massively parallel engine in the V1 that can almost instantly calculate simple features at every location in the field of view [129]. In contrast, computer vision systems are primarily serial machines and thus, the calculation of those simple features, which become the visual utility estimator, takes more time. This is equivalent to the estimator cost term ($D_H$) from eq. (3.20) in our theoretical formulation (chapter 3) becoming significant.

Even still, other studies have claimed the potential of faster processing in a computer vision system if a generic visual utility measure like bottom-up saliency is used [4, 5, 13, 38, 50, 55, 95, 121, 127, 142, 226, 233, 249, 273, 330]. However, in all of these studies, the experimental methodology is incomplete. None of these studies actually measure the resulting total system speed when the visual utility measure is used to filter the data for some task. Instead, they examine the resulting output of the visual utility measure, either in the form of a saliency map [50, 226], list of attention targets [13, 127, 142], or as a feed that would be used as input into a higher level process [4, 5, 38, 55, 121, 233, 249, 273, 330]. This output is then compared directly to previous studies or a random approach. However, this analysis ignores the fact that computing the visual utility metric takes time. In other words, they are ignoring the $D_H$ term when it cannot be ignored. Since $D_H$ is often significant, it is not valid to compare the potential impact of two visual utility measures based on the same sized outputs. Of course there could be a benefit, but the analysis conducted by the authors cannot show it. In the experimental section of this thesis (chapter 7), we perform a full analysis for pedestrian detection and show that actually, the generic visual utility metrics do not perform any better than a random sampling approach.

This flawed analysis is particularly prevalent in two objectness papers by Alexe et al. [4, 5]. In these papers, the authors specify a generic object detection algorithm that is equivalent to a visual utility filter. They then explain how to apply said algorithm to try and speed up the HOG detector from [60], the deformable parts detector from [83] and the bag-of-words detector from [167]. In their analysis, they then test their technique on the PASCAL VOC 2007 dataset and examine the number of windows processed by the high-level algorithm and compare that with the loss in mean average precision (mAP). They present a loss of between 2-4% in mAP, while examining between 15x-60x less windows and therefore claim a "massive speedup". However, this speedup assumes that computing objectness is free relative to the computational cost of the high-level algorithm. This is an invalid assumption. On a 2.5 Ghz Core 2 Duo with 4 Gb of RAM, on 640x480 pixel images, computing the objectness takes 4.45s, while running the high-level algorithm on the entire image takes 0.63s, 1.36s and 0.05s for the HOG detector, the deformable parts model and the bag-of-words respectively. Full timing for many different approaches are available in table 7.1.

Now that we’ve seen some cases where generic visual utility estimators are not significantly helpful, let us examine some examples where they can improve the performance of high-level algorithms. In particular, they can be very valuable in cases where the high-level algorithm requires stable detections but that do not necessarily correspond to full objects as humans would define them. For example, saliency measures have been used to identify proto-objects. Proto-objects are visually distinctive regions in the image that
could potentially be combined into a real object. In other words, they are mid level visual entities between the low level filter responses and the high-level object. In a sequence of papers from Koch and Perona’s group, they show the use of proto-objects in an object discovery scenario. In this scenario, proto-objects are extracted from a sequence of images and put into a dictionary built using a SIFT bag-of-words model. Using this framework, they show that previously seen objects can be recognized more easily if a saliency measure is used to extract the proto-object compared to simply selecting a random patch of the image [245, 302, 303]. Saliency, a generic visual utility estimator, is effective in this scenario because it limits the data in the object models to those that are visually distinctive. As a result, the model for a given object has a higher signal to noise ratio, which significantly reduces the false positives (the $C_F$ term in eq. (3.20) from our theoretical formulation in chapter 3).

Similar to object discovery, proto-objects that are extracted using saliency have also been used to identify landmarks for navigation. Siagian and Itti combine the landmarks with a rough scene classifier in order to perform localization on a robot [259]. Frintrop et al. go a step further, and use the landmarks in a visual SLAM procedure and show that the regions are stable enough for long term loop closures [91]. The fact that the landmarks are stable enough to enable SLAM shows that the generic visual utility measure sufficiently filtered the set of candidate regions to be valuable for this task. Furthermore, the runtime of SLAM is known to be dominated by the landmark matching procedure, not feature extraction [71]. This in turn is dependent on the size of the set of previously seen landmarks that must be searched through. Therefore, using saliency will also speed up SLAM compared to randomly sampling for features because it will generate less landmarks.

Contrary to much previous work, generic visual utility measures do not clearly improve the speed of high-level tasks. However, some generic measures like saliency can be valuable for tasks where a large quantity of data must be reduced to a smaller set of visually stable regions, like landmarks for SLAM. In these scenarios, the high-level task performs better because the resulting regions are by design, visually distinctive and thus can be reliably re-extracted.

### 2.7.2 Task Specific Visual Utility Measures

We have examined some cases where generic visual utility measures have been used to try and improve the performance of a high-level task. The results are mixed. We will now examine some cases where task specific measures were used effectively. A task specific measure is one that is engineered to more accurately identify regions that will be used by the high-level algorithm. This engineering could be in the form of learning, or deliberate design. In the saliency literature, this would be referred to as a top-down saliency metric. As these metrics have been tuned for the task at hand, they can often be computed more quickly than a generic measure and thus reduce the computational cost for a given increase in the number of false positives.

In our first example of a task specific visual utility measure, let us examine the object recognition system of Shahbaz Khan et al. [255]. In this system, the high-level algorithm is a bag-of-words object detector, where the words are greyscale SIFT features. The visual utility measure is built using a Bayesian color model that is calculated for each object category from some training data. The SIFT features are then sampled more densely in regions of the image that have a high color score. The resulting word histogram is used for classification. The authors show improved classification performance on the PASCAL VOC 2007 dataset compared to two bag-of-words baselines, neither of which has a visual utility step. The first uses the same greyscale SIFT features, while the second uses WSIFT features [291], which are calculated using the opponent color channels and thus incorporate color information. This improved performance shows that the category specific visual utility measures are able to improve the high-level algorithm.

In our next example, let us look at Dima’s work on active scene classification in [70]. In his thesis, Dima recognizes that in continuous obstacle identification problems where a video feed is used to identify obstacles for a mobile robot, most of the video feed does not contain objects of concern. In this scenario, if one were to sample randomly from the video sequence in order to label the data, most of the labels would be
for scenes that do not contain obstacles. This has two issues. First, it can bias any resulting classifier built on this data and second, it is very time consuming to label all that data. To address these two problems, Dima uses an active approach to identify which examples need to be labeled. In particular, he iteratively builds his classifier by identifying, at each step, a set of examples that would be most discriminative for the classifier if they were to be labeled. We can treat this like a visual utility process where the high-level task is to build a classifier that can identify obstacles. If we consider the cost of labeling as a part of this process, then each additional example that must be labeled becomes very expensive (the high-level algorithm cost \( DR_i \) from eq. (3.20) is large). Then, we can identify the visual utility measure to be the discrimination metric that is recomputed during each iteration based on the current state of the classifier. It is task specific because its form is dependent on the algorithm used by the classifier. Dima shows in his experiments that using these techniques, less images need to be labeled, thus speeding up the overall processing for training the classifier and the classifier performs more accurately because it is less biased.

Our final example of specific visual utility measures are those that directly estimate the high-level algorithm, but are able to perform that estimation much more quickly. The first class of these examples are coarse-to-fine detectors. They were originally proposed by Burt in 1988 in order to execute computer vision algorithms in a reasonable amount of time [37]. In these detectors, the visual utility estimator is simply a lower resolution version of the detector that is calculated on a lower resolution version of the image. This is significantly faster than the full resolution detector because in a naive implementation, a sliding window detector has a computational complexity of \( O(mn^2) \) where \( O(m) \) is the computational complexity of the detector and \( n \) is the size of the image. Furthermore, the low resolution detector will have a high accuracy because it is directly calculating an approximation of the high-level detector. Also, it is trivial to define a full hierarchy of resolutions in order to have multiple visual utility steps.

When Burt proposed the coarse-to-fine approach in 1988, computer vision was in its infancy and computers were not powerful enough to perform significant experiments. However, more recently, others have used this approach on more modern detectors and on large experiments. In the first case, Zhang et al. showed that a four stage HOG detector can operate 5x faster than the full resolution detector on the pedestrian detection task from [60] and on the car and motorbike categories of the PASCAL VOC 2006 challenge. Furthermore, the accuracy of the detector can actually be increased by incorporating the HOG responses at all scales of the hierarchy in the final evaluation [332]. Pedersoli et al. extend this approach using a non-maximal suppression at each level in the hierarchy and then performing a finer local optimization. They report a 12x speedup on average for the PASCAL VOC2007 dataset [222]. Then then extend their approach to the deformable parts detector of [83] and show a 10x speedup with no loss of precision compared to the original implementation [223].

Felzenszwalb et al. present another approach to speed up their parts-based detector using an approximation of the final detector as the visual utility estimator. In the deformable parts model, each object is composed of a root filter, defined at a low resolution and a group of smaller parts that are defined at a higher resolution and a location relative to the root filter. The deformable parts model allows the parts to move relative to the root filter, incurring a small cost. This leads to a detector that is more robust to changes in the object and viewpoint. To speed this up, Felzenszwalb et al. use a star cascade composed of multiple visual utility filters, one for each part in sequence. At each part, the visual utility estimator is simply the score of placing the part at a given location, combined with score of all the previously placed parts. If this total lies below a threshold, the candidate is thrown out. The threshold is chosen using a validation dataset to ensure that all positive examples will pass the filter. In other words, the threshold is set to throw out all examples that cannot accrue enough further evidence to pass the detector. Once all the parts are placed, the final score is compared to the same overall threshold used in the original algorithm. The resulting detector performs 20x faster than the original algorithm with no decrease in detection accuracy for the 2009 PASCAL VOC dataset [84].

Recently, Levi et al. have combined the coarse-to-fine approach with a fast search for parts using a restricted KD-Tree, which they call KD-Ferns. This enables hundreds of parts to be used, which increases task performance, while still able to search a scene very quickly. They report processing times of nearly 10 frames per second on 640x480 images [174].
2.7.3 Very Expensive Tasks

We have just shown many examples where task specific visual utility measures prove efficient enough to improve the overall performance of a high-level task. However, there are some tasks where the visual utility measure does not need to be as efficient: those that are already extremely expensive to compute. This will be explored in more detail in chapter 3 but intuitively, there can be a computational gain as long as the computational cost of the visual utility measure is significantly less than the cost of the high-level algorithm. One way to improve this ratio is to have a very efficient visual utility metric, which is easier to do if it is designed for the task at hand. Another approach would be to apply a visual utility framework to problems that already have a very large computational cost. We will now examine some cases where visual utility was used successfully in these high cost environments.

The first case of expensive tasks are those that require training. If we consider the cost and time of labeling images to be a part of the training, then using a visual utility estimator to limit the number of examples that need to be labeled, will improve the speed of the process. We have already discussed one such case that was presented by Dima in the context of learning a obstacle classifier for a mobile robot [70].

Another class of examples are active vision approaches where the cost of acquiring the next measurement is large. For example, this happens when a robot must move around a scene in order to take the next measurement. Though many of the active vision approaches mentioned in section 2.6.1 fall into this category, we’ll look at more detail into some science autonomy tasks. In science autonomy, the goal is to maximize the amount of scientifically useful data returned from an exploration rover that could be in a treacherous environment with poor communication (like on another planet). If the rover is able to reason about the science it is helping with, and terrain it encounters, then it can be much more effective. Many of these experiments were performed as a part of the Life in the Atacama project, which operated an autonomous analog planetary rover in the Atacama desert in Chile in order to develop techniques for exploring Mars for life [308, 309]. In one experiment, Smith et al. demonstrate a procedure improve the use of the on-board fluorescent imager. This imager sprays dyes that will fluoresce in the presence of chlorophyll, amino acids and other signs of life. A full measurement takes 25 minutes and there is a limited quantity of dye on-board. In order to minimize the use of the dye, the rover first performs a subset of the sampling procedure at regular intervals where only chlorophyll is detected. This limited procedure only takes approximately 5 minutes to perform. If chlorophyll is detected, then, the full procedure is completed. Smith et al. show that this approach finds significantly more positive life detections for the amount of dye used in comparison to performing the full sampling at every location. Unfortunately, there is no analysis on the rate of detections missed in the process [263]. This procedure is exactly like a visual utility procedure where the visual utility estimator is the first chlorophyll-only detection and the high-level algorithm is the ability to map life. Even though the visual utility estimator is expensive (~5 min and some dye used), the cost of the high-level algorithm is significantly higher (~25 min and more dye used), so the procedure proves effective.

A second relevant experiment from the Life in the Atacama project is presented by Thompson as the corridor exploration problem [276]. In this experiment, the rover must reach a certain distance in a time window, but it has the flexibility in its schedule to take an indirect route in order to acquire measurements in different locations. These measurements use an infrared spectrometer in order to determine the mineralogical composition of a location. Multiple measurements are fused with an orbital image using a gaussian point process in order to generate a map of the region delineating different geologic regions. The process of building this map can be viewed as the high-level algorithm, where the performance is measured by the map reconstruction accuracy. Thompson presents a large-scale planner that iteratively re-plans along the path in order to maximize the joint entropy of the expected measurements conditioned on the previous measurements and the orbital map. This planner is equivalent to a visual utility estimator because it is filtering the set of all possible future measurements into the ones that it estimates will maximize the fidelity of the resulting map. The planner requires between 5-30s to execute, which is significantly faster than the motion of the rover at the scale being planned on and thus the visual utility approach has
the potential to improve performance. In experiments, Thompson shows that indeed, using the planner produces significantly better maps than two naive approaches: simply driving to the goal, or performing a regular zig-zag pattern.

2.7.4 Summary of Effective Visual Utility Estimators

This section described in detail a number of different visual utility estimators from the literature. From this analysis, there is little evidence that generic visual utility estimators are effective at improving high-level task speed or performance unless that task only requires stable detections in an image, not higher level image understanding. However, when task specific knowledge is incorporated into the visual utility estimator, there is conclusive evidence of improved performance on some high-level tasks. Finally, using a visual utility framework on tasks that are very expensive does lead to task improvement simply because there is a larger computational budget to calculate a more complicated visual utility estimator.

2.8 Selective Computation For Object Detection

Instead of filtering for a high-level task, there are some proposed object detection techniques that selectively process portions of the image in stages. The most famous of these is the cascade, presented by Viola and Jones in their seminal paper [298] and then expanded upon by others. In this thesis, we show how to build a cascade of any type of visual utility filters that explicitly accounts for computational cost.

2.8.1 Cascades

Cascades reduce the computational cost of object detectors by quickly throwing out portions of the image that are unlikely to contain an object of interest. A cascade is composed of a series of filters. At each stage, only those regions that pass the filter move on (fig. 2.10). This approach has been shown to be quite effective in practice, being used to create real time systems for face detection [298], pedestrian detection [334] and others.

Some previous studies have examined the performance bounds for cascades, mostly as an effort to improve upon the Viola-Jones detector. For object detection, cascades inherently operate in an asymmetric regime of significantly more negative cases than positives cases. The original Viola-Jones cascade handles this by enforcing a maximum miss rate after the AdaBoost learning is complete [298]. Brubaker et al. handle this using an ad-hoc method that re-adjusts the filter thresholds in a second pass to optimize the joint performance [33]. Other approaches reformulate the AdaBoost learning process to incorporate this asymmetry directly [197, 297, 316].
Jun and Jones examine cascades for energy constrained scenarios. They are thinking specifically of physical sensors, which can be cascaded for making a measurement of the environment, but the analysis would work for processing time as well. They assume that for every sensor in the cascade most of the regions will be removed. This is a valid assumption early in the cascade, but later, the assumption breaks. With this assumption, they are able to express the problem as a continuous, convex optimization that is similar to our submodular approach except that our approach stays in set theory and thus does not require their assumption[143].

Sochman and Matas extend the Viola-Jones detector using Wald’s theoretical results showing that the optimal strategy in terms of average time to a decision occurs in the form of a sequential probability ratio test [301]. At each stage, an example can either be positive, negative, or more information is needed. Sochman and Matas extend this theory for the object detection case and show how to set the decision boundaries [266]. Bourdev and Brandt have a similar formulation that builds a soft cascade that thresholds on the sum of the responses so far instead of just the response of the current filter [31].

Some theoretical bounds have also been found by identifying more generic scenarios. For instance, Anthony identifies the error bounds for threshold decision lists, of which cascades are a special case [9].

A boosted cascade inspired by Viola-Jones has also been used more recently for multi-class object detection. In their regionlet paper, Wang et al. start by using an objectness estimator to generate candidate object boxes and then build a boosted cascade simple features to detect parts. The resulting cascade can run at 5 frames/second on a single 2.1 Ghz core, but, just like Viola-Jones, the computational time is achieved as a by-product of the boosting process and not optimized for explicitly [306].

The original Viola-Jones detector sped up processing as a side effect of finding an accurate cascade. Chen and Yuille took a slightly different approach and directly minimize the processing time subject to a 0 miss rate and limited false positive rate. Then, binary search is used to find a tight bound on the false positive rate [49]. This is a very similar formulation that we present in this thesis for our generic visual utility cascade, except that we also present the submodularity analysis and are not limited to the case of a 0 miss rate.

An extension of cascades is presented in [272]. In their formulation, the stopping criteria is based on a confidence threshold built based on the responses to classifiers up to that point. This is significant when each stage of the cascade is composed of a tree-based classifier. The resulting cascade evaluates between 2 and 10x less regions [272].

Li and Zhang show that more complex components can be used in cascades to achieve slightly better result. They build cascades using SURF features instead of Haar features, and logistic regression instead of decision stumps in order to reduce training time. This allows many more images to be trained on, thus improving task performance [177].

In this thesis, we also examine the Viola-Jones ([298]) and Star ([84]) cascades with respect to our generic visual utility formulation as a submodular optimization. We show that these two algorithms are special cases of a greedy submodular optimization that is near optimal, but achieves a speedup as a by-product. We then extend this insight to develop the SCATAT algorithm, which explicitly trades-off computational cost and task accuracy.

2.8.2 Submodular Approaches to Speed Up Object Detection

Though submodularity theory has not previously been used to analyze cascades, it has been used for other approaches in object detection. An et al. show how submodularity can be used to speed up a branch and bound object detection search if it is not necessary to guarantee that the best location in the image will be found [8]. Grubb and Bagnell use submodularity theory to create an anytime object detector that focuses its processing on promising regions of the image, but does not throw out regions like a cascade does[105]. In other words, their SpeedBoost algorithm is an example of a soft attention model, whereas cascade and
visual utility are hard attention models. Their formulation is especially powerful because they can adjust the processing on the fly to guarantee the processing time does not exceed a limit on every image. In contrast, a cascade can only be built to limit the average processing time on an image.

2.8.3 Other Approaches To Fast Object Detection

Most work on speeding up object detection is focused on improving the processing time of finding a single type of object in a scene. However, when trying to understand a scene, we would like to be able to find and label many different objects in the scene. The number of potential objects could be very large and yet all of the approaches are still roughly linear in the number of object classes. A different approach, presented by Dean et al. uses hashing on object parts and binary dot products instead of convolutions in order to detect objects such that the runtime is relatively independent of the number of object classes. Using this technique, they build an object detector for 100k+ object types that fits in memory in a single machine and can process an image in a few seconds [66]. In this thesis we examine in Section 7.3.2 how cascades and other visual utility processes scale to the multiple object scenario.

2.9 Submodularity

A submodular function is defined over a set $A \subseteq V$ and has the property of diminishing returns, where adding a new element to $A$ in the future can never have a larger effect than adding it now. Formally, let $F$ be a function defined on $2^V \rightarrow \mathbb{R}$. Then, the function $F$ is submodular if:

$$F(A \cup \{x\}) - F(A) \geq F(B \cup \{x\}) - F(B) \forall A \subseteq B \subseteq V, x \notin B,$$

(2.1)

Similarly, a supermodular function $F$ is where:

$$F(A \cup \{x\}) - F(A) \leq F(B \cup \{x\}) - F(B) \forall A \subseteq B \subseteq V, x \notin B.$$

(2.2)

From these two definitions, we can see that if $F(A)$ is submodular, then $-F(A)$ is supermodular. Furthermore, non-negative linear combinations of submodular functions are also submodular.

Submodular functions are interesting because they are the discrete analog to convex/concave function. In other words, they can be optimized relatively efficiently. However, there are different approaches for maximizing and minimizing submodular functions.

2.9.1 Submodular Minimization

Submodular functions can be minimized exactly in polynomial time. In order to do this, Lovasz recognized that every submodular function has an associated convex function [189]. This convex function can then be minimized using the ellipsoid method in polynomial time [106]. However, the ellipsoid algorithm is very slow, so work has continued to speed up the process. The most efficient technique guaranteed to have the correct solution runs in $O(n^6 \log n)$ [132]. In practice, the minimum norm algorithm by Fujishige et al is more useful. The guaranteed runtime is finite and unknown, but in the majority of the situations, it will find the solution order of magnitude faster than Iwata and Orlin’s approach [93].

For a more complete review of submodular minimization, see [131]. In this thesis, we require that the submodular optimization runs extremely quickly because the number of candidate filters can be extremely large. Therefore, submodular minimization is too slow and we focus on submodular maximization which does not guarantee optimality, but does present an optimality bound.
2.9.2 Submodular Maximization

The typical problem for maximizing a submodular function is to find the maximum value of \( F(A) \) subject to a cardinality constraint. Specifically, it solves:

\[
A^* = \arg \max_{|A|<k} F(A). \tag{2.3}
\]

This problem is known to be NP-Hard, however, the greedy algorithm is known to find a near optimal solution [213]. In particular, for non-decreasing, positive submodular functions, the greedy optimization gives a result that is near optimal because it has a worst case lower bound relative to the optimal solution:

\[
F(A_{\text{greedy}}) \geq (1 - 1/e) \max_{A \subseteq V} F(A). \tag{2.4}
\]

We can also identify "how close" a function is to submodular using the submodularity ratio introduced in [62]. A function \( F \) has a submodularity ratio \( \gamma_{U,k} \) if, for the set \( U \) and parameter \( k \geq 1 \):

\[
\sum_{x \in S} [F(L \cup \{x\}) - F(L)] \geq \gamma_{U,k} [F(L \cup S) - F(L)], \forall L \subseteq U, S : |S| \leq k, S \cap L = \emptyset \tag{2.5}
\]

Now, using the minimum submodularity ratio \( \gamma \) over all possible \( U \) and \( k \), [62] showed that maximizing \( F \) using the greedy algorithm is bounded by:

\[
F(A_{\text{greedy}}) \geq (1 - e^{-\gamma}) \max_{A \subseteq V} F(A). \tag{2.6}
\]

Submodular maximization has been used to create efficient and effective algorithms for areas including image segmentation [138], sensor placement [159] and dictionary selection [62]. For a more complete review of submodular maximization, see [158].

2.10 Summary

In this chapter, we have discussed the biological and computational inspirations for visual utility, namely that most animals’ vision systems are equivalent to efficiently filtering the complex visual world in order to enable higher level visual processing on our limited wet computers. We have explored attempts to recreate the biological system either through foveal cameras, or saliency models. Then, we have explored non-biological visual utility models and examine their reported effectiveness for computer vision tasks, most commonly object detection and mapmaking. The full list of applications is summarized in table 2.1. In this analysis, we have determined that visual utility approaches tend to be more useful when:

1. The visual utility estimator is specific to the task at hand.
2. The high-level task/algorithm is complex and thus computationally expensive.

We have also identified a few holes in the literature that we will examine throughout this thesis. In particular, there is little information about the full processing time and thus computational costs, of the whole visual utility process. Many cases ignore the processing time of the visual utility estimator and assume that if less regions are passed to the higher level algorithm, the overall process will speed up (e.g. [5]). Other cases mention that the overall processing time is fast enough to be useful for the task of interest, but dont examine the tradeoffs required to get to that processing time (e.g. [38]). Finally, many
works don't consider processing time at all because they are not interested in processing time and are using visual utility for another purpose (e.g., saliency work to understand the brain). Our experimental case studies (chapter 7) in this thesis are specifically targeting at cases where the high-level algorithm is already reasonably fast, but not real-time. This allows us to examine visual utility under the most challenging scenarios to see if it can be used to achieve that last step in speeding an algorithm.

Finally, we provided some background on submodularity, which is used in this thesis because the process of building a cascade of visual utility filters is in fact a submodular process. From this insight, we are able to show that by limiting the set of candidate filters, popular cascade building algorithms are in fact near optimal. We are then able to expand on that insight in order to develop the SCATAT algorithm (chapter 5), which allows cascades to be built by explicitly trading off computational cost and task accuracy.
Chapter 3

Theory

When life gives you lemons, make a daiquiri.

Chris Rose

In this section, we will explore the theory behind visual utility in order to understand in what circumstances it is most useful and how to use it most effectively. We will start by defining visual utility. Then, we will use Bayes Risk in order to determine how to use visual utility in a single frame. Finally, we will extend our analysis to situations where visual utility is estimated over time.

3.1 Defining Visual Utility

Visual utility is a detection process where the goal is to detect those locations in the image that will be useful to the higher level algorithm. If we consider a single image $I$, then in the most general case, the set of all possible regions to be evaluated can be defined by

$$
\Omega = \{ I(x, y, Y) \},
$$

(3.1)

where $x$ and $y$ are the coordinates of the region and $Y$ is a set of dimensions that describe the shape and scale. Note that for many problems, the number of dimensions can be reduced. For instance, if the high-level task involves finding an object with a known shape, then the set reduces to

$$
\Omega = \{ I(x, y, s) \},
$$

(3.2)

where $s$ is the scale of the object. Finally, some high-level algorithms only require points to be found. For instance, the process of calculating a SIFT feature\cite{190} automatically determines the natural scale of the feature. Therefore, we must only find the point of interest and the possible set of regions reduces yet again to

$$
\Omega = \{ I(x, y) \}.
$$

(3.3)

We can now define a new set $R_t \subseteq \Omega$ comprised of all those locations in $\Omega$ that are (R)eally used by the high-level task $t$. Then the probability of a region being useful can be defined as:

$$
P(R_t) = P(r \in R_t | r \in \Omega).
$$

(3.4)
Note that the set $R_t$ varies depending on the high-level task and algorithm used and it cannot be found a priori. However, it can be estimated a priori using a visual utility estimator that finds a hypothesis set $H \subseteq \Omega$. The probability that a region is found by this estimator can be defined as:

$$P(H) = P(h \in H | h \in \Omega).$$  \hspace{1cm} (3.5)

Different estimators will have different performance, and in the following discussion, we will examine the characteristics of effective estimators.

### 3.2 Visual Utility for a Single Frame

In this section, we will look at visual utility in a single frame and determine how to chain together multiple visual utility estimators in order to create a more effective overall system. To do this, we use the insights from the theory of signal detection and develop an aggregate visual utility estimator that minimizes the Bayes risk in the binary hypothesis testing scenario. In this case, our two hypotheses are whether the region $h \in R_t$ or not. Therefore, the Bayes risk for the visual utility estimator $H$ is defined as

$$BR(H) = C_F P(\neg R_t | H) + C_M P(R_t | \neg H),$$

where $C_F$ is the cost of a false positive and $C_M$ is the cost of a miss. Since we are also interested in using visual utility to speed up complex visual algorithms, we add an additional cost $D$ equal to the computational cost of the entire process. This cost should be proportional to the execution time of the algorithm. The resulting visual utility risk becomes:

$$\nu(H) = D + C_F P(\neg R_t | H) + C_M P(R_t | \neg H).$$

#### 3.2.1 Setting Relative Weights

In the visual utility risk equation, there are three weights that need to be set before using the SCATAT algorithm (chapter 5) to minimize the risk. There is the cost of a false positive ($C_F$), the cost of a miss ($C_M$) and the computational cost ($D$ terms). Note that the magnitude of the risk is not important and so there are actually only two degrees of freedom. Even still, these parameters represent the engineering trade off that occurs when designing a system. For instance, when performing an offline analysis with significant computational resources, the computational cost would be very low and perhaps 0 while in a real-time system, computation is more important and the computational cost will be higher. In another example, take our application of pedestrian detection for safety where the system must identify a dangerous situation and alert an operator. The cost of a false positive would be important because too many false alarms can make the system unusable. However, the cost of a miss would be significantly higher because of the possibility of injury or death. Therefore, we will examine how we might want to set these two degrees of freedom.

We can think about the first degree of freedom as being the relative cost of false positives vs. misses. This should be set according to the task at hand. For instance, in a safety critical scenario, a miss will be more expensive than a false positive because it could result in an injury. However, without knowing a special task, it is reasonable to assume that each of the errors is equivalent. In other words, the task is being evaluated based on accuracy.

No matter the relative cost of false positives vs. misses, a system designer must think about these costs relative to the output of the entire system. However, the SCATAT algorithm is training based on errors at the interface between the visual utility filter and the high-level algorithm. For instance, if the
high-level algorithm is very accurate, then the cost of a false positive in the visual utility filter will be low. Furthermore, it is training on those examples that are both useful to the high-level algorithm and are relevant to the task at hand. In the object detection case, this means that the visual utility filter is trained only on those regions that are identified by a higher level object detector and actually contain the object of interest. Therefore, we must adjust the system level desired costs into those for training the visual utility cascade. This can be done by examining the general case where we are trying to train the visual utility filter $H$, while there is a high-level algorithm $R$ and $G$ is the ground truth. Therefore, the system level cost is:

$$\tilde{C}_F P(\neg GHR) + \tilde{C}_M P(G \neg (HR)), \quad (3.8)$$

while the costs we are training on are:

$$C_F P(H \neg (RG)) + C_M P(\neg HRG). \quad (3.9)$$

First, we will examine the cost of misses. The system level cost is:

$$\tilde{C}_M P(G \neg (HR)) = \tilde{C}_M [P(G) - P(RG) + P(\neg HRG)]$$

$$= C_M P(\neg HRG) + C_M [P(G) - P(RG)]. \quad (3.10)$$

Now, we can remove the second term because it is a constant offset relative to the filter being trained ($H$):

$$\tilde{C}_M P(G \neg (HR)) = C_M P(\neg HRG). \quad (3.11)$$

Therefore, $C_M$ stays the same. Next, we will examine the cost of the false positives:

$$C_F P(H \neg (RG)) = \tilde{C}_F P(\neg GHR)$$

$$C_F = \tilde{C}_F P(\neg GHR) / P(H \neg (GR)). \quad (3.12)$$

which, if we approximate that $P(H)$ is independent of $P(\neg (GR))$ and $P(R \neg G)$, becomes,

$$C_F = \tilde{C}_F P(\neg GR) / P(\neg (GR)). \quad (3.13)$$

where $P(\neg GR)$ is the false positive rate of the high-level detector and $P(\neg (GR))$ is the probability of a region not being useful. Therefore, when training the visual utility filter, the cost of false positives at the system level must be multiplied by $P(\neg GR) / (\neg (GR))$.

Next, we must address the cost of computation compared to task accuracy. It is more practical to have a formulation as a constrained optimization, where the goal is to minimize the Bayes risk subject to a computational constraint. We can transform our weighted optimization into this constrained optimization by noting that the training approximately smooth; as we increase the cost of the computation relative to task accuracy, the resulting cascade will be faster, but the recall will fall. Therefore, we can set a desired processing speed and perform a robust binary search on the relative weight of the computation cost until we home in on a cascade that operates and approximately the desired speed. This search is still fast because the training of a given cascade is fast due to the problem’s submodular structure.
3.3 Metrics in Detection Tasks

Now that we have seen the risk metric that we will use throughout the analysis for visual utility, we should pause for a second and discuss other common metrics in detection tasks and why they are used. At times, we will be referring to these other metrics when it makes sense in the context of our discussion.

3.3.1 Precision and Recall

Precision and recall are often used in an information retrieval framework where a set of objects are returned. In this case, precision is the fraction of those object that are actually relevant and recall is the fraction of relevant objects in the world that were returned. Precision and recall are defined using the number of True Positives (TP), False Positives (FP), True Negatives (TN) and False Negatives (FN):

\[
\text{Precision} = \frac{TP}{TP + FP} = \frac{P(HR_t)}{P(HR_t)} \quad (3.14)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} = \frac{P(HR_t)}{P(R_t)}. \quad (3.15)
\]

Precision and recall represent a tradeoff that is encapsulated in a Precision-Recall (PR) curve (fig. 3.1(a)). Given an ordered set of returns, one can move a threshold for how many of the top ranked objects should be returned. Each different threshold represents a point on the precision recall curve. For different operating situations, there could be a desire to be at a different point on this curve. Note that when minimizing the visual utility risk, increasing the ratio \( C_M / C_F \) will move the operating point to the right on the PR curve.

Changing the classifier and/or features involved in the classification can change the overall shape of the PR curve. So, to compare one type of classifier versus another, the average precision is commonly used. Average precision is the area under the PR curve, or formally, given the precision as a function of recall \( p(r) \):

\[
\text{Average Precision} = \int_0^1 p(r) \, dr. \quad (3.16)
\]

For a more detailed discussion about precision and recall, see [333].
3.3.2 ROC Curve

The receiver operating characteristic (ROC) curve is another way to look at detection performance (fig. 3.1(b)). It is a plot of the hit rate vs. the false positive rate where:

\[
\text{Hit Rate} = \frac{TP}{TP + FN} = \frac{P(HR_t)}{P(R_t)} \quad (3.17)
\]

\[
\text{False Positive Rate} = \frac{FP}{FP + TN} = \frac{P(H\neg R_t)}{P(\neg R_t)}. \quad (3.18)
\]

The ROC curve is very useful in an engineering situation where there is a design requirement that the detector must be below a given false positive rate. In this situation, one must simply identify the hit rate at the point to compare detectors. This corresponds to a Neyman-Pearson test, which will be discussed more in section 3.4.2.

There are a few useful properties of the ROC curve. First, a random detector operates on the diagonal. Second, the ROC curve is concave, so trying to optimize along the curve will be an efficient operation that is guaranteed to get the globally optimal solution. Finally, in our situation of minimizing the Bayes risk, increasing the \(C_M/C_F\) ratio corresponds to moving left along the curve.

Classifiers can be compared using the area under the ROC curve, however, it has been shown recently that this metric is very noisy to compute [109, 184], and does not weight the types of errors equally for different classifiers [110]. Therefore, we will not use this metric in this thesis and will instead focus on precision-recall curves when comparing models.

3.4 Building a Visual Utility Filter

A visual utility filter is a process that uses visual utility in order to reduce the subset of image locations that are processed by the high-level algorithm. Using the visual utility risk metric from section 3.1, we can now determine if a filter built on a given visual utility estimator will be valuable. To start, let us consider the base case of no filter shown in fig. 3.2.

In this case, all the data is processed by the higher level algorithm and the visual utility risk becomes:

\[
\nu(R_t) = D_{R_t} + C_F P(\neg R_t). \quad (3.19)
\]
Figure 3.3: A visual utility filter pre-filters the input data into a higher level algorithm. This can potentially reduce computation time and increase the signal to noise ratio.

Then, we can expand eq. (3.7), the risk from a single visual utility filter \(H\), to account for an arbitrary function for the computational cost based on the number of regions processed by the high-level algorithm. In particular, eq. (3.7) becomes:

\[
\nu(H) = D + CF P(\neg R_t H) + CM P(R_t \neg H) = DH + DR_t \tau(P(H)) + CF P(\neg R_t H) + CM P(R_t \neg H),
\]

(3.20)

where \(\tau\) is a monotonically increasing function that specifies the computation time of processing a fraction of the candidate regions using the high-level algorithm. For instance, in a common case where each region is processed independently and no optimization is performed, \(\tau\) would be a linear function of the form \(\tau(P(H)) := kP(H) + b\). However, with optimizations, this function could easily be sub-linear.

Now, combining eq. (3.19) and eq. (3.20), we can say that adding a visual utility filter (fig. 3.3) is worthwhile for a given task if:

\[
\nu(H) - \nu(R_t) < 0
\]

\[
DH + DR_t \tau(P(H)) + CF P(\neg R_t H) + CM P(R_t \neg H) - D_t \tau(1) - CF P(\neg R_t) < 0
\]

\[
DH - DR_t [\tau(1) - \tau(P(H))] + CM P(R_t \neg H) - CF [P(\neg R_t) - P(\neg R_t H)] < 0.
\]

(3.21)

Let us look at each of these components in turn. First, the computational cost:

\[
DH - DR_t [\tau(1) - \tau(P(H))].
\]

(3.22)

First, \(\tau\) is monotonically increasing and \(P(H) \leq 1\). Therefore, \(DR_t [\tau(1) - \tau(P(H))]\), which represents the computation saved by avoiding computing the high-level algorithm on the filtered regions, is positive and the overall computational cost will decrease if:

\[
DH < DR_t [\tau(1) - \tau(P(H))].
\]

(3.23)
We can meet this criteria in a few ways. First, if we could use a visual utility filter that is simple relative to the high-level algorithm. In other words, \( D_H \ll D_{R_t} \). Another approach is to use a selective visual utility filter that passes few regions to the high-level algorithm. This type of filter would have a low \( P(H) \) and thus, \( [\tau(1) - \tau(P(H))] \) would be large.

However, using a selective visual utility estimator has a negative impact on the next term, which penalizes any example that was incorrectly filtered that would have been useful to the high-level algorithm.

\[
C_M P(R_t \neg H) \tag{3.24}
\]

Finally, the last term accrues a benefit for each of the examples that the high-level algorithm does not use that were filtered out by the visual utility filter.

\[
- C_F [P(\neg R_t) - P(\neg R_t H)] \tag{3.25}
\]

Putting these three components together, we see that using a visual utility filter generally involves a trade off between lower computation and lower false positives on one side and lower miss rate on the other.

### 3.4.1 Choosing a Visual Utility Filter

Looking at these results, we can describe the features of a visual utility estimator that will perform well by either decreasing the computational cost and/or increasing the precision of the overall system with minimal loss to recall. Let us start by examining one of the simplest visual utility estimators: one that samples candidate regions to process more sparsely than a given baseline \( B \). Let’s call this type of estimator \( C \) and let \( P(H_C) = \gamma P(H_B) \) where \( \gamma \) is a sampling factor. In this scenario, different performance characteristics are achieved by changing how sparsely we sample. In this case, the computational cost of the visual utility filter is \( D_C = 0 \) because the sampling locations are fixed. Then, the change computational cost is:

\[
D_C - D_{R_t}(\tau(1) - \tau(P(H_C)))
= - D_{R_t}(1 - \tau(\gamma P(H_B))). \tag{3.26}
\]

Which shows that the computational cost will always decrease and the size of that decrease is related to the number of examples that the high-level algorithm no longer needs to process. Next, look at the precision, which is equal to:

\[
\text{Precision}_C = \frac{P(H_C R_t)}{P(H_C)}. \tag{3.27}
\]

Now, because the sampling does not consider the content of the regions, we can say that \( H \) and \( R_t \) are independent. Therefore, the precision becomes:

\[
\text{Precision}_C = \frac{P(H_C)P(R_t)}{P(H_C)}
= P(R)
= \text{Precision}_B. \tag{3.28}
\]

Therefore, the precision will stay constant as the sampling becomes more sparse.
Next, let us look at the recall. If we consider the recall of the number of regions that can be used by the high-level algorithm, the recall is defined by:

\[
\text{Recall}_C = \frac{P(H_C R_t)}{P(R_t)} = \frac{P(H_C) P(R_t)}{P(R_t)} = P(H_C) = \gamma P(H_B). \tag{3.29}
\]

Therefore, the recall will drop at the same rate as the sampling is reduced.

However, there can often be another measure of recall that is relevant to many different tasks. In many situations, there will be a number of candidate regions that overlap the true object we are looking for and can be identified by the higher level algorithm. In this scenario, we can find the object of interest so long as at least one of the candidate regions are passed through the visual utility filter. Passing extra regions does not provide any benefit, but the particular region passed does not matter. So, in this scenario, let us define the fraction of target objects found to be the target recall. Now, for each of the objects \( i \in O \), let \( \bar{k}_i \) represent the number of candidate regions that would identify the object in the baseline scenario. Then, in the sampled scenario, the expected number of regions that are still processed is:

\[
E_\gamma[k_i] = \gamma \bar{k}_i. \tag{3.30}
\]

Now, if the sub-sampling is done uniformly, we know that if \( E_\gamma[k_i] > 1 \), the object will still be found. Therefore, the target recall becomes:

\[
\text{Target Recall}_C = \frac{\sum_{i \in O} \min(1, \gamma \bar{k}_i)}{|O|} \tag{3.31}
\]

So, when selecting a visual utility filter, we are looking for one that:

1. Is fast to compute relative to the computational cost of the high-level algorithm.
2. Has a high recall for those elements that are used by the high-level algorithm.
3. Minimizes the number of examples passed to the high-level algorithm.

Furthermore, if the goal is to reach a given computational budget and the naive resampling approach reaches that budget at \( \gamma \). Then, for the visual utility filter to be worthwhile, it must, when running at the same speed, have better or equal precision and, depending on the problem, either have a recall \( \geq \gamma \) or a target recall \( \geq \sum_{i \in O} \min(1, \gamma \bar{k}_i)/|O| \). Note that process using the content-based visual utility estimator must necessarily pass fewer candidate regions to the high-level algorithm than the naive approach. This can be seen by looking at eq. (3.26) and recognizing that in the naive approach, \( D_{\text{naive}} = 0 \), while for the visual utility estimator, \( D_{\text{content}} \geq 0 \). Therefore, to have the same overall computational cost, \( P(H_{\text{naive}}) \geq P(H_{\text{content}}) \).

### 3.4.2 Cascades (AND operation)

Now that we can measure the effectiveness of a visual utility filter, let us look at how we could construct such a filter using simple features. To do this, we will examine combining simple filters using the boolean AND operation.
Cascades have been used by object detectors in order to speed up processing (e.g. [84, 233, 299, 334]). In a cascade, each candidate region of an image is passed through a sequence of weak classifiers. At any step, if the classifier fails the region, processing stops and the detection is considered failed. Only if the region passes successfully through all of the classifiers is it flagged as containing the desired object. This fail-early approach results in significantly less processing than evaluating each classifier for all candidate regions. Also, this process is equivalent to the boolean AND operation.

The typical method to create this cascades is to use a boosting technique from some training data. This technique is described in [299] and is based on the Neyman-Pearson test. A Neyman-Pearson test is a binary hypothesis test that instead of using costs, explicitly trades off the miss rate ($P_M$) and the false positive rate ($P_F$) by minimizing one while constraining the other. Formally, a Neyman-Pearson test $\delta_{NP}$ is one that solves one of the following two equations [175]:

$$\delta_{NP} = \arg \min_{\delta} P_M(\delta) \mid P_F(\delta) \leq \alpha,$$

$$\delta_{NP} = \arg \min_{\delta} P_F(\delta) \mid P_M(\delta) \leq \beta.$$ (3.32)

Then, choosing a particular $\alpha$ or $\beta$ is equivalent to choosing an operating point on an ROC curve.

When training a cascade, we focus on eq. (3.33). For each level in the cascade, a very small $\beta$ is chosen so that most positive examples in the training data are passed down the cascade and will be eventually evaluated. This implies that performance will not suffer significantly, but a speedup is still likely because there are usually many more negative regions in an image than positive ones. In the extreme case of [299], $\beta$ is set to 0. However, this is a very conservative choice. In an ROC curve, the slope around $P_M = 0$ is typically very steep (fig. 3.4), which means that allowing a small number of misses could significantly reduce the number of false positives. Therefore, by being slightly less conservative, we could create a system with lower visual utility risk and thus better overall performance. This approach has been taken in some subsequent cascade classifiers [178, 334], however, $\beta$ is manually set to some small constant number. Instead, we will show how to set the thresholds of the cascade levels in order to optimize visual utility risk directly.

In order to build a cascade to optimize visual utility risk, let us consider the step of adding the n+1 filter. This corresponds to the situation depicted in fig. 3.5 where the aggregate of the filters 1 to n are depicted as a single filter $H_1$ and we would like to determine what filter to insert as $H_2$ (if any). To do this we must first define the cost of using all n+1 filters, which is given by:
Figure 3.5: Combining two visual utility filters in an AND operation. After each filter, the number of regions to consider decreases, producing a potential speedup.
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Then, subtracting the risk from using \( n \) filters (eq. (3.7) with \( H = H_1 \)), we can say that the filter to use for \( H_2 \) is the one that minimizes:

\[
\nu(H_1 H_2) = D_1 + P(H_1) D_2 + \tau(P(H_1 H_2)) D_{R_1} + C_F P(\neg R_1 H_1 H_2) + C_M P(R_t \neg (H_1 H_2))
\]

\[
= D_1 + P(H_1) D_2 + \tau(P(H_1 H_2)) D_{R_1} + C_F P(\neg R_1 H_1 H_2) + C_M[P(R_t \neg H_1) + P(R_t \neg H_2) - P(R_t \neg H_1 \neg H_2)].
\] (3.34)

If this term is less than 0, then it will be beneficial to insert filter \( H_2 \). Let us now examine at each of these terms individually, starting with the computational cost:

\[
\nu(H_1 H_2) - \nu(H_1)
\]

\[
= D_2 P(H_1) + D_{R_1} \tau(P(H_1 H_2)) - D_{R_1} \tau(P(H_1)) + C_F [P(\neg R_1 H_1 H_2) - P(\neg R_1 H_1)] + C_M [P(R_t \neg H_2) - P(R_t \neg H_1 \neg H_2)].
\] (3.35)

In this equation, \( P(H_1) \) is the number of examples passed through \( H_1 \), while \( \tau(P(H_1)) - \tau(P(H_1 H_2)) \) is related to the number of examples that were filtered out by \( H_2 \). We know that \( P(H_1) \geq P(H_1) - P(H_1 H_2) \) and therefore, to have any computational gain, \( D_2 < D_{R_1} \). Furthermore, in order to reduce computation,
we want to choose an \( H_2 \) that filters out as many examples as possible. Now, let us look at the false positive term:

\[
-C_F P(\neg R_t) [P(H_1 | \neg R_t) - P(H_1 H_2 | \neg R_t)].
\] (3.37)

This term says that we will accrue a benefit for every negative example that was incorrectly let through \( H_1 \), but is filtered by \( H_2 \). Therefore, to calculate this term, we only need to examine the negative training cases that get through \( H_1 \). Also, this term is proportional to the \( P(\neg R_t) \), which will be high relative to \( P(R_t) \) in most image applications because there is often only a small portion of the image/scale space that contains an area of interest. Finally, let us look at the miss term:

\[
C_M P(R_t) [P(\neg H_2 | R_t) - P(\neg H_1 \neg H_2 | R_t)]
\] (3.38)

This term says that we will be penalized by all positive training examples that are incorrectly filtered out by \( H_2 \) and were passed by \( H_1 \). Taken together, we can notice three things about these three terms. First, only those training examples that are passed by \( H_1 \) are needed to calculate this term and thus we can ignore all those examples already filtered out when trying to find the best weak classifier. Second, when searching for the next classifier to add, we could search through many classes of features, like motion, shape, texture and so on. Within each of these classes, parameters can be adjusted to change the resulting \( P(H_2) \) terms. Finally, as more weak classifiers are added the impact of any additional classifier begins to decrease. This property is known as submodularity and we will next examine how it applies to this formulation.

### 3.4.3 Submodularity in Cascades

A submodular function is defined over a set \( A \subseteq V \) and has the property of diminishing returns, where adding a new element to \( A \) in the future can never have a larger effect than adding it now. Formally, let \( F \) be a function defined on \( 2^V \rightarrow \mathbb{R} \). Then, the function \( F \) is submodular if:

\[
F(A \cup \{x\}) - F(A) \geq F(B \cup \{x\}) - F(B) \forall A \subseteq B \subseteq V, x \notin B,
\] (3.39)

or equivalently

\[
F(A) + F(B) \geq F(A \cup B) + F(A \cap B) \forall A \subseteq V, B \subseteq V.
\] (3.40)

Submodular functions are interesting because they are analogous to convex functions, but defined for discrete sets. Similar to convex functions, submodular functions can be maximized effectively using the greedy algorithm and thus can be optimized quickly. In particular, even though maximizing a submodular problem is NP-Hard, \cite{213} showed that for non-decreasing, positive submodular functions, the greedy optimization gives a result that is near optimal because it has a worst case lower bound relative to the optimal solution:

\[
F(A_{\text{greedy}}) \geq (1 - 1/e) \max_{A \subseteq V} F(A).
\] (3.41)

We can also identify "how close" a function is to submodular using the submodularity ratio introduced in \cite{62}. A function \( F \) has a submodularity ratio \( \gamma_{U,k} \) if, for the set \( U \) and parameter \( k \geq 1 \):

\[
\sum_{x \in S} [F(L \cup \{x\}) - F(L)] \geq \gamma_{U,k} [F(L \cup S) - F(L)], \forall L \subseteq U, S : |S| \leq k, S \cap L = \emptyset
\] (3.42)
Now, using the minimum submodularity ratio $\gamma$ over all possible $U$ and $k$, [62] showed that maximizing $F$ using the greedy algorithm is bounded by:

$$F(A_{\text{greedy}}) \geq (1 - e^{-\gamma}) \max_{A \subseteq V} F(A). \quad (3.43)$$

We will also use two other properties of submodular functions in our discussion. First, submodular functions are closed under non-negative linear combinations. In other words, if functions $F_1, \ldots, F_n$ are submodular and $\lambda_0, \ldots, \lambda_n > 0$, then

$$F(A) = \sum_{i} \lambda_i F_i(A) \quad (3.44)$$

is also submodular. Second, a function $G$ where $-G$ is submodular is called supermodular and is analogous to a concave function. Taken together, these properties imply that greedily minimizing a supermodular function is also near optimal.

Now, let us look at the problem of finding a set of weak visual utility filters $H_0, \ldots, H_n$ to combine in a cascade to minimize the visual utility risk. Let $V$ be the set of all possible weak classifiers. Then, to minimize the visual utility risk, let $A \subseteq V$, then we can define $F(A)$ that we want to minimize as:

$$F(A) = \nu(A) = D_A + D_{R_t} P(A) + C_F P(\neg R_t A) + C_M P(R_t \neg A). \quad (3.45)$$

Note that $D_A$ cannot be computed directly for an arbitrary set because it implicitly relies on an ordering of the set $A$ that is used to define the cascade. Let $\Pi = \{\pi_0, \pi_1, \ldots, \pi_n\}$ be a permutation of the set $A$, then:

$$D_A = D_{\pi_0} + D_{\pi_1} P(\pi_0) + \cdots + D_{\pi_n} P(\pi_0 \pi_1 \cdots \pi_{n-1})$$

$$= \sum_{i=0}^{n} D_{\pi_i} P(\bigcap_{j=0}^{i-1} \pi_j). \quad (3.46)$$

Then, using the results from eq. (3.35), we can see that:

$$F(A \cup \{H_i\}) - F(A) = D_i P(A) - D_{R_t} [P(A) - P(AH_i)] \quad (3.47a)$$

$$- C_F P(\neg R_t) [P(A|\neg R_t) - P(AH_i|\neg R_t)] \quad (3.47b)$$

$$+ C_M P(R_t) [P(\neg H_i|R_t) - P(\neg A\neg H_i|R_t)]. \quad (3.47c)$$

We will now look at each component of this equation separately and evaluate them for submodularity. In each case, $A \subseteq B \subseteq V$ and therefore $P(AY) \geq P(BY)$ where $Y$ is any set. Starting with the computational cost (eq. (3.47a)) $D_{R_t}$ term:

$$- D_{R_t} [P(A) - P(AH_i)] \quad \gamma \quad - D_{R_t} [P(B) - P(BH_i)]$$

$$- P(A\neg H_i) \quad \leq \quad - P(B\neg H_i). \quad (3.48)$$

Therefore, the $D_{R_t}$ term is supermodular. Next, we will look at the $D_i$ term of the computational cost:
\[ \begin{align*}
D_i P(A) & \geq D_i P(B) \\
D_i P(A) & \geq D_i P(B)
\end{align*} \] (3.49)

Therefore, the \( D_i \) term is submodular irrespective of the ordering associated with it. Also, we should note that \( D_R \gg D_i \) in most cases, so the \( D_R \) term will dominate as long as \( H_i \) continues to filter out a significant number of examples.

Next, let us look at the false positive term (eq. (3.47b)):

\[ \begin{align*}
-C_F P(\neg R_t) & [P(A|\neg R_t) - P(AH_i|\neg R_t)] \\
& \geq -C_F P(\neg R_t) [P(B|\neg R_t) - P(BH_i|\neg R_t)] \\
& -[P(A-R_t) - P(H_iA-R_t)] \geq -[P(B-R_t) - P(H_iB-R_t)] \\
& -P(A-R_t|H_i) \leq -P(B-R_t|H_i).
\end{align*} \] (3.50)

Therefore, the false positive term is not submodular and is in fact supermodular. Finally, let us look at the miss term (eq. (3.47c)):

\[ \begin{align*}
C_M P(R_t) & [P(\neg H_i|R_t) - P(\neg A-H_i|R_t)] \geq C_M P(R_t) [P(\neg H_i|R_t) - P(\neg B-H_i|R_t)] \\
P(\neg H_iR_t) & - P(\neg A-H_iR_t) \geq P(\neg H_iR_t) - P(\neg B-H_iR_t) \\
P(A-H_iR_t) & \geq P(B-H_iR_t).
\end{align*} \] (3.51)

Therefore, the miss term is submodular. Combining all of these terms, we have a utility function to minimize of the form:

\[ F(A) = G(A) + J(A). \] (3.52)

where \( G(A) \) is submodular and equal to:

\[ G(A) = D_A + C_M P(R_t|\neg A), \] (3.53)

while \( J(A) \) is supermodular and equal to:

\[ J(A) = D_R \tau(P(A)) + C_F P(\neg R_t|A). \] (3.54)

This result helps us to explain why the traditional method of creating a cascade using a Neyman-Pearson test is so effective. The traditional technique, fixes the miss rate and then any computational advantage is a side effect that is not optimized for directly. This approach is equivalent to greedily minimizing the \( C_F P(\neg R_t|A) \) term under a constraint of a low miss rate. This term is supermodular and so the minimization, is equivalent to maximizing a submodular function. We know that in the worst case, this maximization is guaranteed to be nearly optimal (eq. (3.41)) and thus we are guaranteed to have near-optimal false positive rate for a fixed miss rate. This is explored in more detail for the Viola-Jones Felzenswalb star cascades in chapter 4.
3.4.4 Parallel Filters (OR operation)

In the previous section, we talked about the benefits of using cascaded filters. However, for each level of the cascade added, the miss rate goes down because there are examples in the training set that are incorrectly filtered. We can avoid this problem by setting up the filter so that all examples pass through, but at that point on the ROC curve, we are trading off a large number of false positives for a small change in miss rate. For some problems, there is another approach: parallel filters. Just as a cascade is equivalent to a boolean AND operation, parallel filters are equivalent to an OR operation. Parallel filters are depicted in fig. 3.6 and are combined so that a region is processed by the high-level algorithm if it passes through either of the filters. As we will see, the operation is symmetric to adding a level to the cascade, except that this time, we are decreasing the miss rate and increasing the false positives.

Now, let us consider the operation of adding the \( n+1 \) filter. This corresponds to the situation depicted in fig. 3.6 where the aggregate of the filters 1 to \( n \) are depicted as a single filter \( H_1 \) and we would like to determine what filter to insert as \( H_2 \) (if any). To do this, we first define the cost of using all \( n+1 \) filters, which is given by:

\[
\nu(H_1 H_2) = D_1 + D_2 + \tau(P(H_1 \lor H_2)) D_{R_t} + C_F P(\neg R_t(H_1 \lor H_2)) + C_M P(R_t \neg(H_1 \lor H_2))
\]

\[
= D_1 + D_2 + D_{R_t} \tau[P(H_1) + P(H_2) - P(H_1 H_2)]
+ C_F [P(\neg R_t H_1) + P(\neg R_t H_2) - P(\neg R_t H_1 H_2)]
+ C_M P(R_t \neg H_1 \neg H_2).
\]

Then, subtracting the risk from using \( n \) filters (eq. (3.7) with \( H = H_1 \)), we can say that the filter to use for \( H_2 \) is the one that minimizes:

\[
\nu(H_1 H_2) - \nu(H_1)
= D_2 + D_{R_t} \tau[P(H_2) - P(H_1 H_2)]
+ C_F [P(\neg R_t H_2) - P(\neg R_t H_1 H_2)]
+ C_M [P(R_t \neg H_1 \neg H_2) - P(R_t \neg H_1)]
\]

\[
= D_2 + D_{R_t} \tau[P(H_2) - P(H_1 H_2)]
+ C_F P(\neg R_t)[P(H_2) \neg R_t - P(H_1 H_2 \neg R_t)]
- C_M P(R_t)[P(\neg H_1 | R_t) - P(\neg H_1 \neg H_2 | R_t)].
\]
Figure 3.7: A toy example of where parallel cascades are more expressive and might be more efficient because positive examples form relatively distinct clusters. In a single cascade (left), the decision boundary must specify a single closed space in a multi-dimensional feature space. As a result, any cascade that passes all of the positive examples, must also pass the negative examples in between. However, with parallel cascades, tighter decision boundaries can be specified around different clusters, so that fewer negative examples are passed. Furthermore, because of the tighter boundaries, examples are filtered more quickly and thus each individual cascade can be faster than a single cascade for all examples.

Furthermore, for the inclusion of $H_2$ to be useful, the equation must be $< 0$. Let us now look at each of these components in turn. First, we examine the computational component (eq. (3.56a)). In this case, we are guaranteed to increase the computational cost by the cost of computing $H_2$ and number of extra examples that must be processed by the higher level algorithm.

Next, looking at the false positive term (eq. (3.56b)), we see that we will accrue a penalty for each negative example that is filtered by $H_1$, but missed by $H_2$. Note that to calculate this term, we only need to examine those examples that were filtered by $H_1$.

Finally, the miss term (eq. (3.56c)) says that we will accrue a benefit for each positive example that was incorrectly filtered by $H_1$, but is passed by $H_2$. To calculate this term, we only need to examine positive examples that $H_1$ filtered.

Taken together, these terms show that adding a visual utility filter in parallel will decrease the miss rate, but at the cost of more computation and higher false positive rate. Furthermore, the best filter is the one that focuses on passing those positive examples that are distinct from those passed by $H_1$. From these observations, we can see that using parallel filters would be most effective in situations where there are distinct clusters of positive examples that can be isolated quickly. An toy example of this situation is shown in fig. 3.7.

In a practical example, consider the problem of pedestrian detection in mining. In this scenario, people can be walking or standing still. Often, when people are moving, their shape changes significantly to the camera because the legs and arms are moving relative to the body. Thus, a detector that can find people that are both moving and standing still, must be able to handle the change in morphology, which will make it slower to compute. On the other hand, we could use a motion detector to quickly find regions containing moving people and then a simpler shape detector that focuses on detecting people standing still. The resulting combined filter could then be faster and more accurate.
3.5 Adaptive Submodularity

In the previous sections, we have discussed filtering an entire image to identify the set of regions that contain useful information. Another approach is to be adaptive. In this setting, regions within the image are sequentially sampled. After each sample, the expected utility of examining each unsampled region is updated and a new sample is chosen. For submodular problems, this has been shown to reduce the expected cost by $\Omega(n/\log(n))$ relative to the non-adaptive approach [99].

Now, let us examine a the submodular properties of a typical approach for using visual utility estimators in an adaptive setting. In order to do this, we must first introduce adaptive submodularity from [99].

In this formulation, let $E$ be the set of all locations to sample. Then, let $O$ be the set of all possible states when evaluating the high-level algorithm. Next, let $\phi: E \to O$ be known as a realization so that $\phi(e)$ is the result of an observation at location $e$. So, we will sequentially choose a location $e$, get the observation at $\phi(e)$ and then pick the next location. Building up a sequence of observations creates a partial realization $\psi$ that is defined on $\psi \subseteq E \times O$ equal to $(e,o) : \phi(e) = o$. Partial realizations are equivalent to the current belief state of the model. Then, the dominion of $\psi$, or the set of items observed in $\psi$ can be defined by $\text{dom}(\psi) = \{e \in E : \exists (e,o) \in \psi\}$. Furthermore, we can consider $\phi$ probabilistically so that $p(\phi)$ is the prior belief and $p(\phi|\psi)$ is the posterior belief of all locations $e$ that are not selected yet. Finally, we can define a policy $\pi$ that is a function to select the next location to sample. Formally, $\pi: \Psi \to E$.

Next, we can examine problems where we want to maximize a utility function $f: 2^E \times O \to \mathbb{R}_{\geq 0}$ subject to cost constraints. Let us define the Conditional Expected Marginal Benefit of $e$ conditioned on observing $\psi$ as:

$$\Delta(e|\psi) := \mathbb{E}[f(\text{dom}(\psi) \cup \{e\}, \psi) - f(\text{dom}(\psi), \psi)].$$

(3.57)

Then, a function $f$ is adaptive monotone if the benefit of selecting $e$ at any point is always non-negative:

$$\Delta(e|\psi) \geq 0 \quad \forall e \in E, \psi \in \{p(\psi) > 0\}.$$  

(3.58)

Furthermore, $f$ is adaptive submodular if the benefit of selecting $e$ now will always be greater than or equal to the benefit of selection later:

$$\Delta(e|\psi) \geq \delta(e|\psi') \quad \forall e \in \{E \setminus \text{dom}(\psi')\}, \psi \subseteq \psi'.$$

(3.59)

Next, let us define the adaptive greedy policy, which is defined as the one that at each step selects

$$e^* = \arg\max_{e \in \{E \setminus \text{dom}(\psi)\}} \left(\frac{\Delta(e|\psi)}{c(e)}\right),$$

(3.60)

where $c(e)$ is the cost of selecting $e$.

If $f$ is both adaptive monotone and adaptive submodular, then the adaptive greedy algorithm will be near optimal for a given cost constraint:

$$f_{\text{avg}}(\pi_{\text{greedy}}) > (1 - e^{-1})f_{\text{avg}}(\pi_{\text{optimal}}).$$

(3.61)

3.5.1 Visual Utility and Adaptive Submodularity

To examine an adaptive submodular approach that incorporates visual utility, let us consider the high-level algorithm for object detection where each region $r \in R_t$ in the image could contain the object of interest.
Furthermore, we consider the object to be found in \( r \) if the standard IOU criterion is met with respect to the true objects bounding box \( g \):\

\[
IOU_{r,g} = \frac{|r \cap g|}{|r \cup g|} > 0.5.
\]  

(3.62)

Next, we can see that the visual utility estimator produces \( p(\phi) \), which gives us the prior probability distribution for finding an object. This leads us to defining \( p(\phi|\psi) \) to be the probability of finding an undiscovered object after examining a number of regions with the high-level detector.

In this scenario, we can use the utility function defined as the probability mass that has been examined thus far. So, at step \( n \), we examine the region \( r_n \) with the highest probability of finding an undiscovered object. Then, if an object is found, capture the mass probability by setting the posterior probability to 0 for all regions that meet the IOU criterion:

\[
p(\phi|\psi_n) = \begin{cases} 
0 & \text{if } IOU_{r_n,\phi} > 0.5 \\
 p(\phi|\psi_{n-1}) & \text{otherwise.}
\end{cases}
\]  

(3.63)

If an object is not found, reduce the posterior probability for all regions by a function of their IOU criterion to encode the belief that because an object was not found, the likelihood of nearby objects decreases. This can be done using a linear relationship:

\[
p(\phi|\psi_n) = (1 - IOU_{r_n,\phi})p(\phi|\psi_{n-1}).
\]  

(3.64)

This approach yields an anytime algorithm because steps can be taken until either a computation budget is exhausted or until the probability of all regions equals to zero. This formulation is equivalent to the Adaptive Stochastic Min-Sum Cover problem from [100], which they show is adaptive submodular and thus near optimal. Furthermore, [100] show that the adaptive case will examine \( \Omega(\log(|E|)) \) regions, while the non-adaptive approach will examine \( \Omega(|E|) \). Therefore, there is a potential for significant computational savings.

Now, just as in the non-adaptive case, the choice of visual utility estimator is an important consideration. First, it must be aligned with the high-level detector so that the local maxima of the estimator coincide with the local maxima of the high-level detector. Otherwise, we could examine regions that are close to true objects but do not detect them with the high-level detector. This will cause the regions that will fire in the high-level detector to lose posterior probability mass, making them less likely to be picked (e.g. fig. 3.8). The impact of this effect is shown in an experiment in section 7.3.4.

Next, the visual utility estimator should be fast to compute. In particular, we can use the previous approach without a visual utility estimator simply by choosing a uniform prior over all the regions in \( R_t \). To have less of a computational cost than this simple baseline, the visual utility estimator must be such that

\[
D_{VU} + (D_S + D_R)E[|\psi|\phi_{VU}] < (D_S + D_R)E[|\psi|\phi_{uniform}]
\]

\[
D_{VU} < (D_S + D_R)E[|\psi|\phi_{uniform}] - E[|\psi|\phi_{VU}].
\]  

(3.65)

where:

\( D_{VU} \) is the computational cost of computing the visual utility estimator.

\( D_S \) is the computational cost of selecting the next region to examine greedily.

\( D_R \) is the computational cost of computing the high-level detector on one region.
Figure 3.8: When performing an adaptive search, the alignment of the visual utility estimator with the high-level algorithm is very important. For example, in this toy sequence, we could be looking for apples (a) and using a high-level algorithm detector that is perfect at finding the apples. Figure (b) shows the output of the visual utility estimator that is not aligned, so the first region is examined (c). If the region selected does not result in a detection with the high-level detector, then the probability of returning to the area decreases (d).
Therefore, in the adaptive case, just like in the non-adaptive case, it is important to select a visual utility estimator that is both efficient to compute and accurate at predicting identifying the regions that are useful to the high-level algorithm.

3.6 Summary

In this chapter, we have defined visual utility for a general problem and presented some scenarios where its use could be of value. In particular, using visual utility can decrease the number of false positives and the computational requirements of an algorithm at the cost of missing some positive examples. We formalized this trade-off by minimizing a cost composed of the Bayes risk and the computational requirements in the non-adaptive case. This minimization problem is then analyzed using submodularity in order to identify techniques for combining simple visual utility filters into a more effective aggregate filter. From this analysis, we have identified algorithms for building a visual utility filter when the cost is constrained and when trying to balance computational cost and detection performance directly. Finally, we have examined the adaptive case that uses a visual utility estimator to iteratively process the useful regions in the image. We then show that it is possible to define an adaptive submodular algorithm that is both an anytime algorithm and near optimal.
Chapter 4

Theoretical Case Studies

Time is the only critic without personal ambition.

John Steinbeck

In this section, we will step through two well used algorithms from the literature and analyze them using the visual utility framework.

4.1 Viola-Jones Cascade Detector

In this section, we will use the visual utility framework in this thesis to examine the Viola-Jones cascaded face detector from [299]. First, we will detail the detector as it was presented in the original paper. Next, we will describe the detector in terms of the visual utility framework. Finally, we will use our theoretical analysis of the visual utility framework to determine the performance guarantees implicit in the detector.

4.1.1 Details of the Viola-Jones Cascade Detector

The Viola-Jones detector is a cascade of very simple features that are reminiscent of Haar basis functions. In this framework, a set of candidate bounding boxes are evaluated for whether or not they contain the object of interest. The features used for this classification are composed of two, three or four rectangles (fig. 4.1), and their value is simply the sum of the pixel intensity in the white rectangle(s) subtracted from the sum of the pixel intensity in the black rectangle(s). Each potential feature is defined by its height, width and location relative to the bounding box being evaluated. These features were chosen because they can be calculated very quickly at any scale or location using an integral image. An integral image is one for which the pixel at location \( x, y \) is equal to the sum of pixels above and to the left of \( x,y \). More formally, an integral image is defined by:

\[
\II(x,y) = \sum_{x' \leq x, y' \leq y} I(x', y')
\]

(4.1)

where \( I(x, y) \) is the original image and \( \II(x, y) \) is the integral image. Now, using the integral image, we can see that to calculate the sum of all the pixels in a window with the upper left corner at \( (x, y) \) and a height \( h \) and width \( w \) we need to only access at the values of the integral image in the four corners of the window. Specifically:
Figure 4.1: Example Haar-like features used in the Viola-Jones cascade. The sum of the pixels in the white rectangles are subtracted from the sum of the pixels in the black rectangle. Examples are shown for two-rectangle (A and B), three-rectangle (C) and four-rectangle (D) features. Figure from [299].

\[
\sum_{x<x'\leq x+w, y<y'\leq y+h} I(x', y') = II(x + w, y + h) + II(x, y) - II(x + w, y) - II(x, y + h) \quad (4.2)
\]

Furthermore, since the rectangles in each feature are adjacent, the two-rectangle features can be computed using six array lookups, while the three rectangle features take eight lookups and the four-rectangle feature takes nine lookups.

There are a large number of potential features that can be used for detection (180,000 for a detector of base resolution 24x24). Features are selected from this set using AdaBoost where the weak classifiers are decision stumps of the rectangle features. Specifically a weak classifier \( h_j(x) \) is defined by:

\[
h_j(x) = \begin{cases} 
1 & \text{if } p_j f_j(x) < p_j \theta_j \\
0 & \text{otherwise}
\end{cases} \quad (4.3)
\]

where \( f_j(x) \) is a feature evaluated on a window, \( \theta_j \) is a threshold and \( p_j \) is a parity function to indicate the direction of the equality sign. The final strong classifier is then a weighted sum of the weak classifiers defined by:

\[
h(x) = \begin{cases} 
1 & \sum_{t=1}^{T} \alpha_t h_t(x) \geq 0.5 \sum_{t=1}^{T} \alpha_t \\
0 & \text{otherwise}
\end{cases} \quad (4.4)
\]

where \( \alpha_t \) are weights learned during the AdaBoost process and \( T \) are the number of features.

In order to create a faster classifier, a group of these strong classifiers are put into a cascade. A cascade is a degenerate decision tree where a window is rejected if it fails any of the classifiers in the cascade. Only if a window passes all stages in the cascade is it accepted (fig. 4.2). Therefore, as soon as an example fails a given cascade level, processing can be stopped. This also means that when learned a strong classifier for a stage in the cascade, we only need to consider those training examples that were not already filtered by the previous stages in the cascade.

At each stage \( i \) of the cascade, a classifier is trained using a modified AdaBoost algorithm that ensures that the miss rate of the stage is \( \leq m \) and the false positive rate is \( \leq \kappa \). The classifier is trained only with those examples that have successfully passed all previous stages.

To ensure these guarantees, AdaBoost is run except that after each feature selection, the overall threshold is adjusted until the miss rate is below \( m_i \). Then, the false positive rate is measured. If it is \( \geq \kappa \), the AdaBoost process continues and another feature is selected. If the false positive rate is \( \leq \kappa \), the classifier is considered trained and added to the cascade as a new stage with the adjusted threshold.
4.1.2 Mapping to the Visual Utility Framework

Let us now examine the Viola-Jones cascade with respect to the generic visual utility framework. To start, the high-level algorithm in this case is simply a binary function that is true if the example passes through the entire cascade and false otherwise. This means that the computational cost of the high-level algorithm is 0 and the $D_{R_t}$ term from eq. (3.35) is also 0.

Next, let us look at the false positive and miss penalties (the $C_F$ and $C_M$ terms). When building stage $i$ of the cascade, the filter is built so as to have a miss rate $\leq m$ and false positive rate $\leq \kappa$. In a large training set, these bounds will be very tight. Therefore, for these penalties, we can derive a tighter bound than can be found using submodularity. In particular, for an $N$ stage cascade, the false positive cost will be $\leq C_F P(-R)\kappa^N$ and the miss cost will be $\leq C_M P(R)(1 - (1 - m)^N)$.

Finally, the $D(A)$ term is directly related to the processing time of the boosted classifier at each stage.

4.1.3 Theoretical Analysis

The only term in $F(A)$ that we must now consider is the $D_{A}$ term, which we have already shown is submodular in section 3.4.3.

Finally, to show that the Viola-Jones algorithm is near optimal given the constraints of the formulation, we must show that it is equivalent to the greedy algorithm on the constrained $F(A)$. Since the only non-constant term in $F(A)$ is the $D_{A}$ term, this is equivalent to saying that the modified AdaBoost process finds the filter that uses the least number of features that meets the constraints on the false positive and miss rates.

Though AdaBoost is not guaranteed to find the filter using the least number of features, it is guaranteed to be near optimal. This can be shown by recognizing that AdaBoost is greedily minimizing an exponential loss function:

$$R[f] = \sum_{n=1}^{N} e^{-y_n f(x_n)}.$$  \hspace{1cm} (4.5)

Grubb and Bagnell [105] show that such a loss function on a set of weak predictors can be bounded by examining the submodularity ratio (eq. (3.42)). In particular, if $R$ is $\lambda$-strongly convex for all $f, f'$:
\[ R[f'] \geq R[f] + \langle \Delta R[f], f' - f \rangle + \frac{\lambda}{2} ||f' - f||^2, \]  
for some \( \lambda > 0 \) and \( \Lambda \)-strongly smooth:

\[ R[f'] \leq R[f] + \langle \Delta R[f], f' - f \rangle + \frac{\Lambda}{2} ||f' - f||^2, \]

for some \( \Lambda > 0 \), then the submodularity ratio \( \gamma \geq \frac{1}{\lambda} \lambda_{\text{min}}(C) \) where \( \lambda_{\text{min}}(C) \) is the minimum eigenvalue of the covariance matrix for the weak predictors.

Now if we convert the problem of minimizing the loss function \( R[f] \) to the one of maximizing the submodular function:

\[ \max_f R[f] - R[f] \tag{4.8} \]

then, using Theorem 5.6 from [105], at any stage, AdaBoost will find a solution such that

\[ R[f_{\text{ada}}] < \min_f R[f] + e^{-\gamma(\max_f R[f] - \min_f R[f])}. \tag{4.9} \]

It has been shown in [204] that AdaBoost is guaranteed converge to within \( \epsilon \) of the optimal solution after \( O(\ln(1/\epsilon)) \) boosting iterations. Therefore, for stage \( i \), the number of weak classifiers required to reach a given bound can be bounded and \( D_{A_i} \) can be given by

\[ D_{A_i} < O(\gamma \ln(\max_{f_i} R[f_i] - \min_{f_i} R[f_i])). \tag{4.10} \]

Therefore, the Viola-Jones algorithm is guaranteed to limit the visual utility risk for an \( N \) stage cascade to:

\[ F(A) < C_F P(-R)\kappa^N + C_M P(R)(1 - (1 - m)^N) + \sum_{i=1}^{N} O(\gamma \ln(\max_{f_i} R[f_i] - \min_{f_i} R[f_i])) \tag{4.11} \]

### 4.1.4 Discussion

This exercise shows how to describe the Viola-Jones cascade using the visual utility framework. The bound detailed in eq. (4.11) cannot be used in practice for two reasons. First, it relies on the maximum and minimum values of \( R \), which in general cannot be found. Second, the bound is only specified up to an order of computational complexity (eq. (4.10)).

Though the derived bound by itself is not of practical use, we can examine the assumptions used to derive it in order to identify areas of improvement for cascade algorithms. First, when building each stage, Viola-Jones limits the filter to one that satisfies a miss rate \( \leq m \) and a false positive rate \( \leq \kappa \). However, it is not guaranteed that such a filter will also minimize the visual utility risk once computation time is considered. In other words, the Viola-Jones cascade achieves a computational speedup as a by-product of the construction process and is not guaranteed.

The second assumption is that AdaBoost will find a composite classifier that nearly minimizes the number of features used. AdaBoost is necessary because the features in the Viola-Jones cascade are so
simple that a simple decision stump would not be discriminative enough. A different approach would be to use a more limited set of slightly more complex features as candidates in the cascade. This more limited set could be examined exhaustively to guarantee that the best one is found.

Lastly, Viola-Jones uses an ad-hoc method based on a Neyman-Pearson test to deal with the asymmetry of the scenario; there will be many more negative than positive cases in a given image. In this case, a round of boosting is done and then the threshold of the resulting classifier is adjusted to meet the Neyman-Pearson criteria for miss rate. A better approach would be to handle the asymmetry directly in the learning process either by minimizing visual utility risk directly, or using other approaches like those described in [197, 297, 316].

4.2 Star Cascade for Deformable Parts Models

In this section, we will examine the star cascade from [84] using our visual utility framework and show that the construction of the cascade is a submodular process and is thus guaranteed to be near optimal.

4.2.1 Details of the Star Cascade

The star cascade operates on the deformable parts model detector from [83]. The deformable parts model is defined in the HOG feature space. The model consists of a root filter, that operates at a lower resolution, and a set of part filters that operate at a higher resolution. Each part filter covers a sub region of the model and has an ideal location relative to the placement of the root filter. For example, in the model of a human, the root filter may correspond to the rough shape of the person, while the parts correspond to the arms, legs, head and torso. However, we should note that the parts are found latently from the data and thus, the previous example is for only to illustrate the concept. In reality, the parts may not correspond to features that humans would identify.

Formally, using the notation from [84], let $\Omega$ be the space of locations within an image. For example, this space could be all locations and scales. Then, a model of an object consisting of $n$ parts is defined by a root filter $F_0$ and a set of parts $(P_1, \ldots, P_n)$ where $P_i = (F_i, a_i)$. In this case, $F_i$ is the filter for the $i$-th part, $a_i$ specifies the ideal location of the part relative to the root. Now, for $\omega \in \Omega$, let $m_i(\omega)$ be the score of placing $P_i$ in location $\omega$. In the case of HOG filters, $m_i(\omega)$ is the filter response with the image. Now, let $\Delta$ be a space of displacements relative to the root filter and let $\oplus : \Omega \times \Delta \rightarrow \Omega$ be a binary operator taking a root location and a displacement to find the displaced location. Finally, let $d_i(\delta)$ specify the deformation cost for a displacement $\delta$ of $P_i$ from its ideal location $a_i$. In the HOG-based deformable parts model, $d_i(\delta)$ is defined as:

$$d_i(\delta) = b_i \cdot (\bar{x}_i, \bar{y}_i) + c_i \cdot (\bar{x}_i^2, \bar{y}_i^2)$$  \hspace{1cm} (4.12)

where:

$$(\bar{x}_i, \bar{y}_i) = \frac{(x_i, y_i) - 2(x, y) + v_i}{s_i}$$  \hspace{1cm} (4.13)

where $v_i$ is a 2D vector specifying the ideal spatial displacement of the part, $s_i$ is a 2D vector specifying the scale of the part, while $b_i$ and $c_i$ are 2D vectors specifying the coefficients of a quadratic function.

Now, the overall score of a model at a given location with parts displacements is given by:

$$\text{score}(\omega, \delta_1, \ldots, \delta_n) = m_0(\omega) + \sum_{i=1}^{n} m_i(a_i(\omega) \oplus \delta_i) - d_i(\delta_i)$$  \hspace{1cm} (4.14)
Then, to find the score of a given location, we must search through all the displacements of the parts to find the maximum. In other words,

\[
\text{score}(\omega) = m_0(\omega) + \sum_{i=1}^{n} \max_{\delta_j \in \Delta} (m_i(a_i(\omega) \oplus \delta_j) - d_i(\delta_j)) \tag{4.15}
\]

In the original algorithm, presented in [83], this search was done exhaustively, but using a distance transform in order to avoid recalculating the filter responses \(m_i\). In order to speed up this approach, Felzenswalb et al. present a star cascade which prunes this search in two ways: hypothesis pruning and deformation pruning [84]. Both pruning approaches take advantage of the fact that \(\text{score}(\omega) > T\) for an example to be accepted. If we examine equation eq. (4.15), we see that the evaluation for each part is independent of the other parts. Therefore, we can choose an ordering to evaluate the parts and keep track of the total accumulated score thus far. If this partial score is below an intermediate threshold, then we can prune the evaluation tree. Specifically, let

\[
\text{score}_k(\omega) = m_0(\omega) + \sum_{i=1}^{k} \max_{\delta_j \in \Delta} (m_i(a_i(\omega) \oplus \delta_j) - d_i(\delta_j))
\]

\[
= \text{score}_{k-1} + \max_{\delta_j \in \Delta} (m_k(a_k(\omega) \oplus \delta_j) - d_k(\delta_j)) \tag{4.16}
\]

then, hypothesis pruning is stopping the evaluation at location \(\omega\) if \(\text{score}_k(\omega) < t_k\). In other words, placing parts \(k\) through \(n\) will not make \(\text{score}(\omega)\) go above \(T\). Next, deformation pruning skips the evaluation of \(m_k(a_k(\omega) \oplus \delta_j)\) if \(\text{score}_{k-1}(\omega) - d_k(\delta_j) < t_k\). In other words, displacing the part be \(\delta\) is too expensive to allow \(\text{score}(\omega)\) to go above \(T\).

Of course, we must also find the thresholds \(t_k\) and \(t'_k\). To do this, a set positive examples \(E\) are randomly sampled from the \(n\) positive training samples. Then, the tightest thresholds are chosen which allow all of the examples in \(E\) to pass the cascade. In the paper, it is shown that this approach bounds the probability to be \(\leq \gamma\) that the threshold is within \(\epsilon\) of optimal as long as \(|E| \geq 2n/\epsilon \ln(2n/\gamma)\) [84].

### 4.2.2 Mapping to the Visual Utility Framework

Now that we have described the star cascade as it is presented by its authors in [84] let us see how it is equivalent to a cascade of visual utility filters that near-optimally minimizes the visual utility risk from eq. (3.7). Let us start with describing the high-level algorithm from the visual utility framework. That is simply evaluating equation eq. (4.15). Note that because of deformation pruning, not all \(\delta_j\) in the maximum will be passed to the high-level algorithm. It simply uses those locations that are passed to it. Therefore, the set of regions to evaluate in the visual utility filter \(\Omega\) is given by the location of the root filter and the displacements of all the parts. Formally,

\[
\bar{\Omega} = \{I(\omega, \delta_1, \ldots, \delta_n)\} \tag{4.17}
\]

Now, the star cascade is defined as a set of visual utility filters that operate on a given permutation of the parts \(\Pi = \{\pi_1, \ldots, \pi_n\}\). For each part, there are two associated visual utility filters: a deformation filter and a hypothesis filter. The deformation filter for part in position \(\pi_k\) uses the visual utility estimator

\[
\text{score}_{k-1}(\omega) - d_k(\delta_j) \geq t'_k \tag{4.18}
\]

The hypothesis filter uses the visual utility estimator
score_k(\omega) \geq t_k \quad (4.19)

4.2.3 Theoretical Analysis

Now, let us look at the process of selecting all the \( t_k \) and \( t'_k \) values. Remember that this is done using a set of positive training examples \( E \) and selecting the tightest thresholds that will pass all of the examples. The thresholds for each part are selected in order from the root filter to part \( \pi_n \) because the intermediate scores are needed. We will now show how this process greedily minimizes a super modular function in the same way as described in the general case in section 3.4.3 and is thus near optimal.

First, let us define the set of possible filters \( V \) to be the set of all hypothesis and deformation filters that pass all of the positive examples. Therefore, for part \( \pi_k \), the set of hypothesis filters is defined by

\[ \mathcal{H}_k = \{ x | \text{score}_k(I(\omega)) \geq x \forall I \in E \}, \quad (4.20) \]

and the set of deformation filters for part \( \pi_k \) is defined by,

\[ \mathcal{D}_k = \{ x' | \text{score}_{k-1}(I(\omega)) - d_k \delta_j \geq x' \forall I \in E \}. \quad (4.21) \]

Therefore, the set \( V \) is defined by

\[ V = \mathcal{H}_0 \cup \bigcup_{k=1}^{n} \mathcal{D}_k \cup \mathcal{H}_k. \quad (4.22) \]

Now, setting the thresholds is equivalent to selecting a set \( A \subseteq V \) where for each part \( \pi_k \),

\[ t_k = \begin{cases} \min \{ h_k \in A \} & \text{if } \exists h_k \text{ for } \pi_k \\ -\infty & \text{otherwise} \end{cases} \quad (4.23) \]

and

\[ t'_k = \begin{cases} \min \{ d_k \in A \} & \text{if } \exists d_k \text{ for } \pi_k \\ -\infty & \text{otherwise} \end{cases} \quad (4.24) \]
Next, using this formulation, let us examine the Bayes Risk (BR) of the resulting detector. From chapter 3, remember, that \( BR = C_F P(\neg RH) + C_M P(RH) \) where \( C_F \) is the cost of a false positive, \( C_M \) is the cost of a miss, \( R \) is the set of examples that are used by the high-level algorithm and \( H \) is the set of examples that pass the aggregate visual utility filter. Let us start our analysis with the miss term. By construction, all of the filters in \( V \) are those that pass every example from the training subset. Therefore, the miss rate on the training subset is 0 and we can ignore the miss term. Next, let us look at the false positive term. We have already shown, in eq. (3.50) that the cost of a false positive is a supermodular function when building any cascade of visual utility filters. Therefore, in the star cascade, setting the thresholds is also a supermodular function with respect to the false positives.

Finally, let us examine the computational cost \( D \). In our baseline scenario, when \( A = \emptyset \), all possible locations in the image are passed through the entire cascade. Let \( D(\emptyset) = D \). Now, for any location evaluated by the cascade, the computational cost cannot increase if part of the cascade is skipped. Therefore, filtering out more examples will lead to a monotonically decreasing computational cost. In other words \( \forall A \subseteq B \subseteq V \),

\[
D(B) \leq D(A) \leq D \tag{4.25}
\]

Now, to show that \( D \) is supermodular, remember that a function \( F \) is supermodular if \( \forall A \subseteq B \subseteq V \),

\[
F(A \cup \{x\}) - F(A) \leq F(B \cup \{x\}) - F(B) \tag{4.26}
\]

Let us examine adding a new filter \( x \) in the four possible scenarios. The first scenario is where \( x \) is associated with a part \( \pi_k \) and there is already a filter \( y \in A \) with a lower threshold than the threshold in \( x \). In that case equations eq. (4.24) and eq. (4.23) minimize the two values and thus the cascade remains unchanged. Therefore,

\[
D(A \cup \{x\}) - D(A) \stackrel{?}{=} D(B \cup \{x\}) - D(B) = 0 \tag{4.27}
\]

Next, let us look at scenario where the new filter has a lower threshold. If the lower threshold is lowered by \( \epsilon \) such that the evaluation of the filter at any location on any training image is unchanged, then once again, the resulting cascade is unchanged and as before, the supermodularity criterion is met.

Finally let us look at the two scenarios where the threshold is tightened such that some instances \( \omega \) are now filtered on part \( \pi_k \) when they were not earlier by the filters in set \( A \). Let us call the set of these instances \( Z \). For all the examples in \( Z \) the computational savings comes from not having to evaluate those examples further down the cascade. Therefore, \( D(A \cup \{x\}) - D(A) = \tau(Z) < 0 \) where \( \tau \) is a monotonically decreasing function.

There are two cases here that depend on the entries in \( B \). In the first case, there are some filters in \( B \setminus A \) that change the thresholds for parts \( \leq k \). In this scenario, let \( Y \) be the set of instances filtered before part \( \pi_k \) by the filters \( B \setminus A \). Now, for instances in \( Y \cap Z \), the savings from not evaluating further down the cascade are already accounted for in \( D(B) \). Therefore, \( D(A \cup \{x\}) - D(A) \leq D(B \cup \{x\}) - D(B) \) and the supermodularity criterion is met.

In the second case, there are some filters in \( B \setminus A \) that change the thresholds for parts \( > k \). In this case, the computational savings from filtering out the examples in \( Y \cap Z \) using \( x \) will be reduced. Therefore, once again, \( D(A \cup \{x\}) - D(A) \leq D(B \cup \{x\}) - D(B) \) and the supermodularity criterion is met.

Since these four scenarios cover all the possibilities for \( x \), \( A \) and \( B \) and in all of them, the supermodularity criterion is met, the process of adding a new filter is a supermodular process on the computational
cost. Finally, since the addition of two supermodular functions is also supermodular, the combination of the computational cost and the Bayes Risk is supermodular in this case.

Therefore, building a star cascade is equivalent to minimizing a supermodular function, which we know can be done near optimally using a greedy approach.

Finally, we must show that the process of setting the thresholds to their tightest bound from the root filter to part $n$ is in fact equivalent to the greedy process. Within a part, this is true because choosing an $x$ that has a tighter threshold will always decrease the cost over a looser threshold and so the greedy thing to do is always to choose the tightest threshold. Across parts, this is also true because the computational savings from filtering early is always going to be greater than the savings from filtering later in the process. Furthermore, the model is constructed in [83] so that the parts are ordered greedily by their ability to discriminate positive examples on the training set. This implies that filters on the earlier parts will necessarily filter out more locations.

4.2.4 Discussion

In this section, we have shown that even though it is trained greedily, the star cascade is a near-optimal implementation of a visual utility filter for a deformable parts model. It is guaranteed to speed up detections using the deformable parts model, while on a training set, it is guaranteed to reduce the false positive rate while keeping the miss rate constant. As long as the training set is representative of the data stream in the application, these strong results will hold. This theoretical exercise helps to explain the strong performance of the technique shown in the literature, while at the same time, provides a concrete example of our visual utility framework implemented in a state-of-the-art algorithm.
SCATAT Algorithm

If its slower than me and stupider than me ...
pass the salt.

Anthony Bourdain

In chapter 4, we show that foundational cascade algorithms attempt to minimize the visual utility risk (eq. (3.7)) by first constraining the problem and then using a greedy approach. However, we have to question if we can do better by optimizing the underlying cost function directly. In this chapter, we present a fast iterative algorithm that approximately minimizes the visual utility risk directly. The algorithm is called Submodular Cascade Assembly with Time Accuracy Trade-off (SCATAT) and is based on a generic SupSub procedure from [133].

5.1 Minimizing the Difference of Two Submodular Functions

Recall from section 3.4.3, that the visual utility risk, which is being minimized, can be written in the form

$$F(A) = G(A) + J(A),$$

(5.1)

where $G(A)$ is submodular and equal to:

$$G(A) = D_A + C_M P(R_t \neg A),$$

(5.2)

while $J(A)$ is supermodular and equal to:

$$J(A) = D_{R_t} \tau(P(A)) + C_F P(\neg R_t A).$$

(5.3)

Minimizing $F(A)$ is equivalent to minimizing the difference between two submodular functions $G(A)$ and $-J(A)$. Approximate algorithms to this generic problem are presented in [133, 209]. All of these approaches are discrete versions of the convex-concave optimization from [328]. In order to achieve the approximate solution, these algorithms inductively build up a sequence $A_0, A_1, \ldots, A_i, A_{i+1}, \ldots$ such that $F(A_0) \geq F(A_1) \geq \cdots \geq F(A_i) \geq F(A_{i+1}) \geq \ldots$. At each step, at least one of the terms in the function is replaced by a modular approximation that is tight at $A_i$ and is an upper bound on the true function. Then, a standard submodular optimization algorithm is used to find $A_{i+1}$. In particular, the SubSup algorithm replaces $J(A)$ and then minimizes the resulting submodular function, the SupSub algorithm.
replaces $G(A)$ and minimizes the resulting supermodular function and the ModMod algorithm replaces both and minimizes the resulting modular function. Formally, the approximation function $K_i(A)$ is one that meets the three criteria in table 5.1.

\[
K_i(A_i) = J(A_i) \quad G(A_i) \quad G(A_i) + J(A_i) \quad \forall A \in 2^V
\]

Table 5.1: Requirements of the modular approximation function $K_i$ for the different approximate minimization algorithms

Once we have this approximation function, we pick $A_{i+1} = \arg \min_{A \in 2^V} F_i(A)$. In the SubSup case, $F_i$ is submodular and can be minimized in polynomial time [130]. Unfortunately, the polynomial time algorithm from [130] runs in $O(n^8 \log^2 n)$ and so is not practical for building cascades out of very large sets of candidate filters. In the SupSub case, $F_i$ is supermodular and can be minimized using the greedy approach to generate a near optimal solution in linear time [35]. Finally, in the ModMod case, the function can be minimized exactly in linear time [133]. In practice, all three of these approaches perform the minimization similarly, but the SubSup algorithm is significantly slower because solving the generic submodular problem is much slower [133]. Therefore, for the SCATAT algorithm, we employ the SupSub approach which is reproduced in alg. 1. The next section describes the SCATAT algorithm in detail.

**Algorithm 1** SupSub algorithm from [133].

**Input:** $G, J$

**Output:** Approximate minimizer of $G + J$

1. $i = 0$
2. $\text{min} = \text{inf}$
3. $\text{improvement} = \text{false}$
4. **while** improvement do
5.  $K_i = \text{ModularApproximation}(G, A_{i-1})$
6.  $A_i = \arg \min_{A \subset V, A \neq \emptyset} (J + K_i)(A)$
7.  $\text{val} = (J + K_i)(A_n)$
8.  $i = i + 1$
9.  **if** $\text{val} < \text{min} - \delta$ **then**
10.  $\text{min} = \text{val}$
11.  improvement = $\text{true}$
12.  **end if**
13. **end while**
14. **return** $A_{i-1}$

### 5.2 SCATAT Algorithm

In order to describe the SCATAT algorithm, we must examine two parts of the generic SupSub algorithm in more detail. We will first look at the supermodular minimization that moves the solution from $A_i$ to $A_{i+1}$ (line 6). Then, we will describe the modular approximation $K_i(A)$ that provides an upper bound on $G(A)$ (line 5).
5.2.1 Minimizing the Supermodular Function

When minimizing the submodular function, we start with the cascade represented by $A_i$ and then greedily modify the cascade in order to minimize:

$$F_i(A) = J(A) + K_i(A). \tag{5.4}$$

The minimization is described by alg. 2. Each step in the greedy minimization can either remove a stage in the cascade (line 4), or add a new one at the end (line 6). The minimization terminates where no additional change will reduce $F_i$.

Algorithm 2 Supermodular minimization that is part of the SCATAT algorithm.

**Input:** $K_i, J, A_i$

**Output:** Approximate minimizer of $J + K_i$

1. $B = A_i$
2. $F_i = J + K_i$
3. while True do
   4. $x^- = \arg\min_{j \in B} F_i(B \setminus j)$
   5. $\delta^- = F_i(B \setminus x^-)$
   6. $x^+ = \arg\min_{j \in V \setminus B} F_i(B \cup j)$
   7. $\delta^+ = F_i(B \cup x^+)$
   8. if $\delta^- < F_i(B)$ and $\delta^- < \delta^+$ then
      9. $B = B \setminus x^-$
   10. else if $\delta^+ < F_i(B)$ then
       11. $B = B \cup x^+$
   12. else
   13. break
   14. end if
15. end while
16. return $B$

5.2.2 Modular Approximation

Many different approximation functions could be used for the modular approximation as long as they meet the criteria in table 5.1. [209] defines a universal approximation function as follows. Given $\pi$, which is any permutation of $V$, let $W_i = \{\pi(1), \pi(2), \ldots, \pi(i)\}$. Then, we can define a function $K : V \to \mathbb{R}$:

$$K(\pi(i)) = \begin{cases} G(W_1) & \text{if } i = 1 \\ G(W_i) - G(W_{i-1}) & \text{otherwise} \end{cases} \tag{5.5}$$

which defines $K$ for all of the single element subsets of $V$. For all $A \subseteq V$, it is defined by:

$$K(A) = \sum_{x \in A} K(x). \tag{5.6}$$

Now that $K_i$ is defined, we must still specify the permutation needed in order to calculate it. [209] uses a random permutation and show that the solution cannot be improved by adding or deleting a single element to the subset. This means that only $O(n)$ permutations need to be examined to find the optimal solution. In practice, [133] observed that ordering with respect to the greatest improvement relative to $A_i$ is effective.
In the SCATAT algorithm, we take a slightly different approach and define the modular approximation using the structure of the cascades. In particular, we take advantage of the following modular bound that [133] established for submodular functions:

$$ f(Y) \leq f(X) - \sum_{j \in X \setminus Y} f(j|V \setminus j) + \sum_{j \in Y \setminus X} f(j|X), \tag{5.7} $$

where $V$ is the set of all candidate filters and $f(X|Y) \triangleq f(X \cup Y) - f(Y)$ is the change of adding $X$ starting with cascade $Y$. This results in the following modular approximation function:

$$ K_i(A_i) = G(A_i) - \sum_{j \in A_i \setminus A} G(j|V \setminus j) + \sum_{j \in A \setminus A_i} G(j|A_i), \tag{5.8} $$

Let us look at each of the summation terms separately. The first one represents the change in cost from removing stages in $A_i$:

$$ G(j|V \setminus j) = D_j P(j) + C_M [P(R_t \neg V) - P(R_t \neg (V \setminus j))], \tag{5.9} $$

where $P(j)$ is the probability of a region getting to stage $j$. In the scenario of building cascades, there will typically be at least one filter that blocks all of the candidate regions. Therefore, if all of the potential filters in $V$ are in the cascade, every stage will be missed and $P(R_t \neg V) = P(R_t \neg (V \setminus j))$. Therefore, the change in cost from removing the stage reduces to:

$$ G(j|V \setminus j) = D_j P(j). \tag{5.10} $$

Next, let us look at the change in cost to add a new stage:

$$ G(j|A_i) = D_j P(A_i) + C_M [P(R_t \neg (A_i | j)) - P(R_t \neg A_i)] $$
$$ = D_j P(A_i) + C_M P(A_i R_t \neg j). \tag{5.11} $$

Thus, the upper bound on the cost to add a new stage is the sum computation cost of $j$ and the cost of any new misses in stage $j$ if $j$ were to be added to $A_i$. Combining eqs. (5.8), (5.10) and (5.11)

$$ K_i(A) = G(A_i) - \sum_{j \in A \setminus A_i} D_j P(j) + \sum_{j \in A \setminus A_i} D_j P(A_i) + C_M P(A_i R_t \neg j), \tag{5.12} $$

we can see that $K_i$ only depends on $A_i$. Therefore, $K_i$ only needs to be computed once at the beginning of alg. 2 for all candidate stages, reducing the processing requirements.

Alas, in alg. 2, the $J(A)$ term must be recalculated in each iteration, significantly increasing the training time of the cascade. Fortunately, $J(A)$ is supermodular and we can thus use the lazy evaluation approach from [202]. In this approach, a priority queue is initialized for all filters that can be added to or removed from the cascade with their change in cost from $A_i$. Then, during each iteration, the filter that produces the lowest cost is popped off the queue and reevaluated. If it remains the best filter, then it is chosen and otherwise it is replaced in the priority queue with its new change in cost. Supermodularity guarantees that minimum change in cost from adding or removing a filter occurs when the cascade is $A_i$. Therefore, if a filter is reevaluated and is still the one that produces the minimal cost, it is guaranteed to be the best modification. In practice, this can reduce the training time by order of magnitude in deep cascades.
5.3 Conclusion

In this chapter, we have detailed the SCATAT algorithm which builds a cascade by approximately minimizing the visual utility risk. It is an iterative process that adapts the SupSub algorithm from[133]. At each step, the submodular component of the visual utility risk is approximated by a tight modular approximation and then greedy minimization is performed with lazy evaluation. The resulting algorithm is fast to run and is the first one proposed which explicitly trades off computation time and task accuracy.
Chapter 6

Visual Utility in Deep Neural Networks

6.1 Introduction

Recently, there has been a revolution in computer vision caused by the re-popularization of deep neural networks. This chapter examines these new approaches using the lens of visual utility and submodularity in order to both analyze these approaches and highlight known, successful examples. In particular, we will examine visual utility filtering for deep networks, adaptive searching, object detectors with integrated region evaluation, and finally, discussing techniques to construct deep networks.

The revolution started in 2012 with Krizhevsky et al. using a deep convolutional neural network to demolish the competition on the ImageNet Large Scale Visual Recognition Challenge [244]. Neural networks had fallen out of favor in the late 1990’s and early 2000’s in favor of engineered features and statistical techniques. However, in their paper, Krizhevsky et al. were able to show that a properly trained neural network could perform significantly better than the engineered approaches [160]. Three main changes had occurred to enable this result. First, computational power has increased significantly, especially the availability of GPUs for processing, which are architecturally well suited for neural networks. Second, improvements have been discovered in how to train these kinds of networks (e.g. [118]). Finally, large, labeled datasets, like ImageNet, are now available.

Throughout most of this thesis, computational cost is treated synonymously with processing time, which is most relevant in situations like robotics which have a time deadline. In a single core CPU world, each region you do not examine directly saves you time. However, GPUs still incur a processing cost on a per region basis, not necessarily in time, but in throughput. Thus, the visual utility framework for deep neural networks is more appropriate for applications where the high-level algorithm is very complex and there are many images to process, like at the web scale. In these settings, the computational cost should be proportional to the throughput lost.

Since the seminal result on ImageNet, there has been a rush to apply deep neural networks to a number of problems. In the computer vision community, let us examine the problems that directly use convolutional neural networks like the one that Krizhevsky et al. used on ImageNet. There have been a
Figure 6.1: Deep neural networks can be used with visual utility filters. The filter reduces the set of candidate regions that the network classifies, thus reducing the computation cost to process an image.

few evolutions of these kinds of networks, with deeper ones (e.g. GoogLeNet[271] and VGGNet[261]) or wider ones (e.g. [14]). However, all of these networks are designed to take a single image and output a confidence that the image contains each type of object. In order to use these networks for more complex tasks, like object detection, something extra is needed.

### 6.2 Visual Utility Filtering

One approach to use the image classifications networks for object detection is simply to apply a sliding window approach and evaluate each candidate window using the network (fig. 6.1). However, the neural networks can easily take 50ms to evaluate a region [185]. This is quite fast, however, when applied to hundreds of thousands of candidate regions, the resulting runtime becomes intractable. This leaves us in exactly the same situation examined in HOG-based object detection in chapter 7, where visual utility estimators can be effective. In this scenario, a visual utility filter can be chosen to reduce the number of candidate regions evaluated by the neural network. This estimator could be built either by training a new neural network or using another learning technique with potentially different features. Furthermore, multiple estimators could be combined in a cascade to create an aggregate estimator that can be both fast and accurate. This can be done near optimally using the SCATAT algorithm from chapter 5.

In fact, we see many examples of visual utility estimators being used for object detection with deep neural networks. For example, a popular estimator is an objectness estimator called Selective Search. In this work, Uijlings et al. generate candidate bounding boxes by hierarchically grouping together super pixel regions. Their fast mode produces approximately 2000 candidate regions in 3.8 seconds with 98% recall on the PASCAL 2007 dataset [289]. Edge Boxes [335] and MultiBox [79] are other examples of new objectness estimators that run even more efficiently than those examined explicitly in the experiments of this thesis.

Once a much smaller set of candidate regions are proposed, they are then evaluated by a neural network. Szegedy et al. do this with the GooLeNet network and just use the resulting classification [270], whereas Girshick et al. train a convolutional network to generate features and then evaluate those features using an SVM [97]. A faster version that reuses computation and performs dimensionality reduction is presented in [96]. Their resulting architecture is called R-CNN and has been used for more complex tasks. For example, Karpay et al. feed the top 19 R-CNN objects into a CNN [150] or a recurrent neural network [149] in order to generate sentences describing each image.

As shown throughout this thesis, the more complex the higher level task, the more likely that the
Figure 6.2: A deep neural classification network can be converted to one for detection by removing the last, fully connected layers so that the spatial information is not lost. Then, a classifier can be applied on sub portions of the final layer in order to detect the desired objects. This is equivalent to converting the image into a different feature space, which (ideally) makes classification easier so that it is faster and more accurate.

6.3 Integrated Region Evaluation

Instead of using a visual utility estimator in front of an image classification net, it is possible to change the network for object detection. In the original networks, there are fully connected layers at the end that destroy the spatial relationships from the image. So, these layers can be removed and replaced with a classifier that can be applied efficiently at each location on the neural network features (fig. 6.2). This approach reuses the computation for lower level features and is thus more efficient. Long et al. describe that classification as more neural layers that eventually output a classification confidence for each pixel and can thus be used for segmentation [185]. He et al. use spatial pyramid pooling layers to generate features that allow many scales and aspect ratios to be examined quickly by an SVM classifier [115]. Finally, the OverFeat architecture applies a small number of small, fully connected layers, in a sliding window approach that reuses a lot of the calculations. This allows the confidence at each potential location to be evaluated quickly in a similar way to the integral HOG features from our experiments. Then, instead of using non-maximal bounding box suppression, they combine the scores of similar boxes to merge them and find the most likely location of various object in the scene [253].

Changing the networks for object detection extracts features from a mid layer that are highly discriminatory allowing a per region evaluation to be done very quickly. In the visual utility framework of this thesis, this situation is equivalent to transforming the input space in order to enable a low cost, high-level algorithm. As our theoretical framework (chapter 3) describes, in this scenario, there is little value of having extra visual utility filters.
Thus far we have discussed two ways to build a detection system. First, one can use visual utility filters to reduce the regions inspected by a classification network. Second, one can integrate region evaluation into the network in order to produce predictions at each location. A third approach is inspired by what animals do when they move their eyes around (Section 2.1). As an animal saccades his/her eyes, information is acquired that both helps the task and also informs where to look next. We can use a similar, adaptive approach, when processing a visual scene by machine. In this approach, a sequence of glimpses are taken. At each glimpse, visual information is acquired at a specific location and passed on to a higher level algorithm. Then, the location to sample next is based on the posterior likelihood of finding the most valuable information given what has already been seen. This process is depicted in fig. 6.3. In section 3.5 we show that such a process can be adaptive submodular, and thus near optimal. Furthermore, the adaptive process naturally generates an anytime algorithm and will have a computational cost that is \( \Omega(\log(n)) \) whereas the non-adaptive equivalent will have a computational cost that is \( \Omega(n) \) [65].

A neural-inspired system using this glimpse approach was presented by Larochelle and Hinton. They use Restricted Boltzman Machines (RBMs) along with a foveal transformation of the visual data in order to acquire information about the scene to make a classification. At each step, a controller is used which estimates the probability vector for each hidden unit in the RBM [172]. A more recent example of a of glimpse network is presented in [15, 203]. It uses convolutional neural networks along with a Long Short Term Memory (LSTM) module in a Recurrent Neural Network (RNN) in order to decide where next to look. The LSTM module encodes the relevant history of where the network has "looked" but can also optionally forget in order to limit the amount of memory required. The resulting network is trained using reinforcement learning because the attention model does not optimize a differentiable loss function. Xu et al. take a further step with this approach by adding two components. First, instead of simply classifying an image, the RNN generates a sentence describing the image. Each word in the sentence is then associated with a particular glimpse. Second, a soft attention model is presented which doesn’t reduce the computational cost in current hardware, but is differentiable and thus, easier to train [318].

Glimpse networks and attention models are just starting to become an area of interest in the deep neural network community. We can now examine these early proposals based on our understanding of the adaptive search process that is described in detail in section 3.5. For such a process to be near-optimal requires two conditions. First, the utility function must be adaptive submodular. Second, the process that decides the next glimpse must do so greedily at each step in order to maximize the utility function.
In [15, 203], the utility function is a delayed reward function equal to 1 if the object is correctly classified at time $t$ and 0 otherwise. This is not a submodular function because an attention at time $t-1$ would not be able to correctly identify the object whereas choosing it at time $t$ would. Xu et al. optimize the log likelihood of a sentence being generated using the sampled trajectory [318]. This is also not submodular because it is equivalent to solving a POMDP, which is known to not be submodular [99].

The second condition for these approaches to be near optimal are that the selection of locations is done greedily. All of the glimpse networks mentioned above encode a strategy that attempts to minimize an objective function. However, it is unclear that the resulting choices are going to be equal to the greedy ones at each step because there are no formal guarantees known for these types of networks. That being said, if we could bound the error at each step relative to the greedy choice, even probabilistically, then we can bound the overall performance. In particular, as proven in [99], if the network is guaranteed to be within $\epsilon$ at each step, then after $k$ steps, we get the following guarantee:

$$f_{\text{avg}}(\pi) \geq (1 - e^{-1})f_{\text{avg}}(\pi_{\text{opt}}) - k\epsilon \quad (6.1)$$

Overall, we can see that existing approaches to use deep neural networks to adaptively sample an image are not adaptive submodular. In order to use a submodular process, an adaptive submodular function must be defined on the network output and the resulting trained networks that predict the next glimpse must be bounded relative to the greedy approach. We have defined an initial adaptive submodular function in section 3.5 that can be used, while we have identified how the performance of the trained network must be bounded. However, both of these components will benefit from advancements in the theoretical understanding of how deep neural networks are trained and the functions they encode. These advancements are left for future work.

### 6.5 Building Near Optimal Networks

So far, we have seen approaches that take an existing neural network and either adapt them or wrap them to change their focus of attention. Next, let us examine a different aspect of deep neural networks that could benefit from submodularity: the structure of the network itself. Currently, finding the structure of a successful network usually requires significant trial and error because learning the structure on top of the weights can be computationally intractable. Unfortunately, the cascade building approach from chapter 5 cannot be used directly to build networks because neural networks pass partial information to later layers using multiple paths, while the submodular guarantees in chapter 3 require that visual information is stopped by the filter. However, there have been a few examples of building the network structure by constraining the structure definition problem and these approaches actually use submodularity. In this section, we will examine hierarchical modular optimization [321] and layer-wise learning [11, 25, 117].

#### 6.5.1 Hierarchical Modular Optimization

Hierarchical Modular Optimization (HMO) is a technique presented in [321] to build a neural network using a combination of subnetworks that have a specific structure and are called hierarchical convolutional models. In particular, each subnetwork contains a sequence of layers that operate in the following order: filter, threshold, normalize and finally pool. Furthermore, any of the operations in the stack can be skipped for a given subnetwork. Finally, $N$ subnetworks are combined using a fully connected layer.

The subnetworks to use are chosen iteratively. At each step $i$, a network $n$ is chosen from all the possible subnetworks that maximizes the following score function:

$$\text{score}(n, S) = \sum_{s \in S} 1 \text{ if } F(n, s) \text{ and } \exists m \in N_{i-1} | F(m, s) \quad (6.2)$$
where $F(n, s)$ is true if the network $n$ correctly classifies the training example $s$ and $\mathcal{N}_{i-1}$ is the set of subnetworks chosen by the end of step $i-1$. This is a classic example of a submodular set coverage function and thus, this learning process is near optimal.

Intriguingly, the primary motivation in Yamnis et al.’s work is to determine if there are artificial neural networks that are structured similarly to the neural structures in the primate brain. Therefore, they correlate the responses in the trained network with the neural responses in a Macaque monkey and find a strong correlation. This implies that the neural structures in the brain might be growing in a submodular way.

### 6.5.2 Layer-wise Learning

Another way to build a deep network is to iteratively select layers and attach them in a network. This was shown first by Hinton et al. and analyzed by Bengio et al. where each layer must be a Restricted Boltzman Machine. The structure of the network is trained unsupervised on the data in order to be able to capture the information in the dataset and then a supervised learning step is used to update the weights in the network. In the unsupervised step, successive layers are chosen iteratively such that they minimize the KL-divergence between the output of the previous layer and the dataset [24, 25, 117]. We know from [134] that KL-divergence is submodular and thus, Hinton et. al’s process is approximating a submodular optimization. However, the process used to train the RBM at each layer does not guarantee the minimum KL-divergence and therefore, the overall algorithm does not achieve the tightest submodular bound. That being said, it is known to be a good approximation [45] and can still be considered near optimal.

Another greedy approach to build a network layer-wise is presented by Arora et al. In this approach, the type of network is limited to layers that are connected sparsely and randomly. This type of structure is not typically used in practice. For instance, convolutional neural networks are connected in a structured, localized way. Therefore, the results presented are more of theoretical interest than of practical use at this time. That being said, they present some provable bounds for their processes that creates an auto-encoding network in an unsupervised manner [11].

### 6.6 Conclusions

The field of computer vision has change significantly in the last few years with the reintroduction of deep neural networks. In this chapter, we have examined multiple ways to use visual utility and submodularity in order to both optimize task accuracy in neural nets or to trade off task accuracy with computational cost. In particular, we seen that visual utility filtering, adaptive searching and constructing deep neural networks can all be done near optimally by structuring the problem in a submodular way. We have also shown that some prior work in these areas is provably near optimal and have discussed some techniques to improve on the ad hoc status quo.
Chapter 7

Experimental Case Study in Object Detection

Insanity is relative. It depends on who has who locked in what cage.

Ray Bradbury

In this chapter, we present a complete experimental analysis for pedestrian detection. We use pedestrian detection because it is a well studied problem and is indicative of the generic object detection problem as evidenced by the results of PASCAL challenges where the performance on pedestrian detection is strongly correlated with performance on overall object categories (fig. 7.1). We will first describe the pedestrian detection problem and its possible applications. Then, we will detail how our generic visual utility framework can be implemented to solve this problem. Finally, we will detail four classes of experiments that characterize the performance of using visual utility in different scenarios.

7.1 Problem Description

Automatic people detection and tracking can be useful in many scenarios. It can be used in surveillance situations, pedestrian traffic analysis or interactive robotics. In this analysis, we will focus on pedestrian detection for automated vehicles that operate in minimally structured real world environments. For example, an automated car that travels on public roads and must never hit a pedestrian. Another relevant scenario would be for mining vehicles. The size of these vehicles can make it challenging for the operator to see around the vehicle and know if a person is in a dangerous location. Cameras around the vehicle could watch for people and alert the operator if the person is in danger. In both of these scenarios, the vehicles operate in a challenging environment where all computing hardware must be rugged and portable. Therefore, computation is expensive and it could be valuable to minimize the computation required. Furthermore, the pedestrian detection would be present in a safety critical system and thus must have high detection rates, while at the same time minimize the false positives that an operator must pay attention to.
Figure 7.1: The average precision on pedestrian detection in the PASCAL VOC object detection challenges from 2007-2010 are strongly correlated with the mean average precision on all other tasks. Spearman rank coefficient = 0.891182 (p < 1e-10)

7.2 Experimental Framework

These experiments are conducted by specializing the generic visual utility filtering framework from fig. 1.3. In this case, our high-level algorithm is the Histograms of Oriented Gradients (HOG) detector from [60] as implemented in OpenCV 2.3.1 using the default pedestrian detector. The detector was trained on Dalal and Triggs’ INRIA dataset and is a model that is 64x128 pixels. Using this model, our search space is a set of bounding boxes where the ratio of height to width is known. Therefore, the initial set of candidate windows is \( \Omega = \{ I(x, y, s) \} \) where \( x \) and \( y \) are the coordinates of the box and \( s \) is the scale.

We chose not to use the HOG detector instead of more recent detectors, like the parts-based pedestrian detector from [83], because it presents a harder challenge. As shown in chapter 3, the theoretical ability of a visual utility system to speedup the overall system is partially governed by how fast the high-level algorithm runs; the faster the high-level algorithm runs, the less potential for an overall speedup. Given that the HOG detector is already quite fast to compute, we felt it was a more challenging choice for this study.

Unless specified otherwise, the initial set of bounding boxes are uniformly sampled throughout each image in steps of 8 pixels spatially and by 10% increments in scale. We then evaluate the visual utility estimation for each bounding box and if it surpasses a threshold, it is passed on for evaluation by the HOG detector. Computational cost is measured by overall processing time including the amount of time spent computing the visual utility estimator on the entire frame plus the time to evaluate the HOG detector on all of the windows that were passed by the estimator. All of the experiments are performed on a 2.66GHz Intel Core 2 machine with 8GB of RAM.

7.2.1 Datasets

All experiments for this task are conducted using two datasets: the Heimonen Mining dataset [116] and the ETH Pedestrian dataset [80].

The Heimonen HIMA dataset contains 7 annotated video sequences of a few people walking in mine settings around equipment (fig. 7.2). Data was taken simultaneously using wide angle stereo, narrow angle stereo, high dynamic range and infrared cameras. The frames from the stereo sequences that we use in this
thesis are 1024x768 pixels. Some sequences are from a stationary vehicle, while others are from a moving platform.

The ETH Pedestrian dataset contains 7 annotated video sequences of people walking in a crowded pedestrian mall in Zurich (fig. 7.3). Each frame is 640x480 pixels. The video is taken from a platform moving into the scene in a similar manner as a car. The scenes are very densely packed with people, although only people greater than about 50 pixels are labeled. Stereoscopic data is also available, but not used in this study.

7.2.2 Evaluation Criteria

All evaluation is done on a per-frame basis. For each frame, a bounding box that is identified by the visual utility procedure is compared to the ground truth boxes in the dataset using the PASCAL overlap criterion [81]; the box $h$ is a hit if there exists some ground truth box on the frame $g$ such that:

$$\frac{|h \cap g|}{|h \cup g|} > 0.5$$ \hspace{1cm} (7.1)

where $|h \cap g|$ is the area of intersection of the two bounding boxes and $|h \cup g|$ is the union. Recall is then defined as the number of people labeled in the ground truth data who had at least one hit divided by the total number of people in the ground truth data.

In order to capture a measure of overall performance for a given set point (and thus speedup), we use precision, recall and F-score. F-score is defined as the harmonic mean of the precision and recall or mathematically:
\[ F = \frac{2 \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (7.2) \]

Finally, we look at the speedup of a given run. The speedup is defined by:

\[ \text{Speedup} = \frac{t_{hog}}{t_{tot}} \quad (7.3) \]

where \( t_{hog} \) is the average computation time per frame of running the HOG detector on the entire frame and \( t_{tot} \) is the average computation time per frame of running the visual utility filter to prefilter the bounding boxes and then running the HOG detector on those bounding boxes:

\[ t_{tot} = t_{vu} + t_{hog} \tau(p(H)) \quad (7.4) \]

where \( t_{vu} \) is the time to compute the visual utility estimator for the entire frame, \( t_{hog} \) is the time to run the high-level object detector on the entire frame, \( p(H) \) is the probability that a candidate region passes the visual utility filter and \( \tau \) is a monotonically increasing function from 0 to 1 representing the fraction of time to compute the object detector on a portion of the image. The function \( \tau \) accounts for the non-linearity of the processing time when processing portions of an image.

We can thus change the speedup by changing the threshold on the visual utility filter. As explained in section 3.4, as long as the computation time of the visual utility estimator is less than the computation time of the HOG detector, tightening the threshold of the visual utility filter will speed up the overall runtime.

### 7.3 Experiments

#### 7.3.1 A Range of Visual Utility Estimators

In this set of experiments, we examine the impact of different visual utility estimators. To do this, we use a variety of different visual utility estimators, vary the threshold for each one, and examine the resulting system performance. We set the HOG threshold to be its default value of 0.

In our theoretical formulation detailed in section 3.4, we show that as long as the computational cost of the visual utility estimator is less than the cost of running the HOG detector, tightening the threshold on the visual utility filter will have three effects. First, the overall computational time will decrease. Second, the number of false positives (\( FP \)) and true positives (\( TP \)) will either stay the same or decrease. Third, the number of missed examples will either stay the same or increase. In other words, recall must either stay the same or go down, while precision could go up or down. Specifically, the precision will go up if:

\[
\begin{align*}
\text{Precision}_{\text{HOG}} &< \text{Precision}_{\text{VU}} \\
\frac{TP}{TP + FP} &< \frac{TP - \Delta TP}{TP - \Delta TP + FP - \Delta FP} \\
TP(\frac{TP - \Delta TP + FP - \Delta FP}{TP - \Delta TP}) &< (TP - \Delta TP)(TP + FP) \\
TP^2 - TP\Delta TP + TP \cdot FP - TP\Delta FP &< TP^2 + TP \cdot FP - TP\Delta TP - FP\Delta TP \\
TP\Delta FP &> FP\Delta TP \\
\frac{TP}{FP} &> \frac{\Delta TP}{\Delta FP}
\end{align*}
\]  

(7.5)
where $TP$ and $FP$ are the number true and false positives at the set points for the HOG detector and $\Delta TP$ and $\Delta FP$ and the true and false positives filtered by the visual utility detector.

### 7.3.1.1 Visual Utility Estimators

There are seven different visual utility estimators in this experiment along with one control for comparison. Each visual utility estimator must be defined for a given bounding box, so, for those that are defined on a pixel-by-pixel basis, we calculate the relative entropy of the actual visual utility inside the box compared to a hypothetical visual utility estimator that assigns visual utility uniformly throughout the frame. Specifically, for box $B \in \Omega$, let $q(B)$ be the fraction of visual utility encompassed by the box if the visual utility estimator produced a uniform estimate across the image.

$$q(B) = \frac{A_B}{A_I}, \quad (7.6)$$

where $A_B$ is the area of the box and $A_I$ is the area of the image. Then, let $r(B)$ be the fraction of visual utility actually in the box:

$$r(B) = \frac{\sum_{i \in B} V(i)}{\sum_{i \in I} V(i)}, \quad (7.7)$$

$$r(b) = \frac{\sum_{i \in B} V(i)}{\sum_{i \in I} V(i)} \quad (7.8)$$

where $V(i)$ is the visual utility estimate at position $i$. Then, the score for box $B$ is given by the relative entropy of the visual utility distribution compared to a uniform estimate:

$$H(B) = \begin{cases} 
-q(B) \log \frac{q(B)}{r(B)} - (1 - q(B)) \log \frac{1-q(B)}{1-r(B)} & \text{if } q(B) < r(B) \\
(1 - q(B)) \log \frac{1-q(B)}{1-r(B)} & \text{otherwise} 
\end{cases} \quad (7.9)$$

Note that this score can be quickly calculated for many boxes using an integral image of the visual utility score. Now, using this measure of relative entropy, we can define the visual utility score of any bounding box. Next, we will detail the seven metrics used in our evaluation.

#### Spectral Residual Saliency

This is the generic per-pixel visual utility metric defined by [121] that uses the observation that in natural images, the average amplitude of the Fourier spectrum obeys a $1/f$ relationship. Therefore, we can find those areas of the image that are not typical by subtracting out the average Fourier spectrum and re-projecting the result back into image space. Furthermore, we can approximate the average spectrum by convolving the Fourier spectrum of the input image with a box filter. In summary, to calculate the spectral residual saliency $S(x)$ of an image $I(x)$, we use the following equations:

$$L(f) = \log(|\mathcal{F}[I(x)]|)$$

$$P(f) = \Im(\mathcal{F}[I(x)])$$

$$R(f) = L(f) - h_n(f) * L(f)$$

$$S(x) = (\mathcal{F}^{-1}(|\exp(R(f) + P(f))|^2)^2$$
where $F$ is a Fourier transform, $h_n(f)$ is a box filter, $L(f)$ is the log spectrum, $P(f)$ is the phase spectrum, and $R(f)$ is the residual. Once the spectral residual saliency is calculated for every pixel, it is calculated for each box using the relative entropy measure mentioned previously.

**Laplacian**

The discrete Laplacian operator is the sum of the second derivatives in the x and y direction on the image. This can be calculated very quickly and the absolute value of the Laplacian is a good measure of local edge energy [225]. Since edge energy can correspond to areas of interest, we define a visual utility measure as the absolute value of the laplacian calculated over an aperture of 5x5 pixels. This creates a pixel-by-pixel measure of visual utility, which is converted for each box using the relative entropy measure.

**Center Surround Histograms**

This visual utility measure is inspired by the work presented in [232], which uses center-surround boxes in order to identify regions that are different than their local surrounds. In that work, a pixel-by-pixel saliency measure is defined by first sampling the image with many different overlapping boxes at different scales. For each box, there is defined a region around it. The feature space is then binned. This feature space could include color, motion, intensity, or other image features. Once the feature space is binned, histograms are built for both the box and the surrounding region and then normalized to sum to one. The visual utility of the box is defined as the chi-squared distance between the resulting center and surround histograms. Rahtu et al. then convert that per-box score into a per-pixel score by taking for each pixel, the maximal box score from all the boxes that contain that pixel. In our measure, we simply stop at the per-box definition.

For our implementation, we use the intensity as the only feature and bin the range into 32 bins. To make the computation of many boxes faster, we use an integral histogram. An integral histogram is similar to an integral image except that for each pixel, there is a complete histogram of all the pixels above and to the left of that current pixel. Equivalently, it is a set of integral images stacked together, one for each bin in the histogram. Formally and integral histogram is defined as

$$
IH(x, y, b) = \sum_{0 \leq x' < x} \sum_{0 \leq y' < y} \mathbb{1}(I(x', y') \in b)
$$

(7.10)

Then, the visual utility of a box whose upper left corner is at $(x, y)$ of height $h$ and width $w$ can be calculated by:

$$
H_{center}(b) = IH(x, y, b) + IH(x + w, y + h, b) - IH(x + w, y) - IH(x, y + h)
$$

$$
H_{surr}(b) = IH(x - \theta_x, y - \theta_y, b) + IH(x + \theta_x, y + \theta_y, b) - IH(x + w + \theta_x, y - \theta_y) - IH(x - \theta_x, y + h + \theta_y) - H_{center}(b)
$$

$$
V(B) = \chi^2 \left[ \frac{H_{center}}{\sum_b H_{center}(b)} - \frac{H_{surr}}{\sum_b H_{surr}(b)} \right]
$$

where $\theta_x$ and $\theta_y$ are the margins to specify the size of the surround region. We grow the region so that each dimension is $\sqrt{2}$ times as large as the box of interest.

**Objectness**

This is the generic visual utility estimator proposed by [233]. It is a complex feature designed to estimate the likelihood that an a bounding box contains some kind of object. It uses a combination of four different features. The first feature is the superpixel straddling feature from [4]. The idea behind this feature is that an object should be contained completely inside the bounding box, so, if the object is only partially in the box, it is a bad box. Furthermore, there is an assumption that an object is composed
of regions of uniform appearance and thus composed of superpixels. To calculate this feature, the image is first oversegmented in order to create a set of superpixels. Then, for each superpixel that crosses the boundary of the bounding box, we measure the degree to which that superpixel straddles the bounding box. Formally, the superpixel straddling measure is defined by:

$$SS(B) = 1 - \sum_{s \in S} \frac{\min(|s \setminus B|, |s \cap B|)}{|B|}$$ (7.11)

where $S$ is the set of superpixels, $|s \cap B|$ is the area of the superpixel inside the bounding box and $|s \setminus B|$ is the area of the superpixel outside of the bounding box.

The second feature is similar to the superpixel straddling except that it is calculated on the super pixel bounding boxes. It is called the superpixel boundary integral and is calculated by first creating a binary image composed of all the superpixel boundary boxes overlayed on one another. In this binary image, a pixel is on if it belongs to the bounding box of some superpixel and off otherwise. That binary image is then smoothed and the boundary integral feature is calculated as the integral of the around the window being evaluated. Formally, the boundary integral is defined by:

$$BI(B) = \sum_{p \in B(B)} \frac{I_s(p)}{\text{perimeter}(I_s)}$$ (7.12)

where $I_s$ is the Gaussian smoothed version of the binary image and $B(B)$ is the set of boundary pixels for the window being evaluated.

The third feature is the boundary edge distribution. It is calculated by first splitting the bounding box of interest into a 6x6 grid. Then, each cell $y_l$ in that grid is assigned a weight $\gamma_l$ an an orientation $d_l$. The orientation can be either horizontal, vertical or $\pm 45$ degrees. The weights and orientations used for each cell are shown in fig. 7.4. The final measure is sum of the weighted gradient magnitude in the direction of interest over all of the cells. Specifically,

$$BE(B) = \frac{1}{Z} \sum_{l=1}^{L} \gamma_l \sum_{p \in y_l} G_{d_l}(p)$$ (7.13)

where $Z$ is a normalization term equal to the maximum value from all the candidate windows in the image and $G_{d_l}(p)$ is the gradient magnitude in direction $d_l$ at pixel $p$.

The last feature is a window symmetry feature. It breaks up the candidate bounding box into a 4x4 grid. For each grid cell, the gradient histogram is calculated using four different orientation bins. Then, a
histogram intersection is calculated for each pair of cells opposite either the vertical symmetry line or the horizontal one. Finally, these histogram intersections and summed together and normalized over all the candidate windows in the image.

The different features are combined using a weighted sum. The weights for each sum are learned from a dataset of different objects. In our case, we use the default model from the authors, which is trained on the PASCAL VOC 2007 object database. The PASCAL dataset has a number of object categories including people and thus, the detector is optimized to find these types of objects.

The objectness estimator is significantly different than the other visual utility estimators we use in this experiment. The other estimators are very simple and easy to compute, while this metric is much more complicated and thus more computationally expensive. Even so, it has been suggested in the literature the speed of an overall object detection system can still be improved with these kinds of complex features [4, 5, 233]. However, nobody has actually analyzed the final runtime as we do in this experiment.

Motion

The motion-based visual utility estimator assumes that the predominant motion in the image is from the camera motion and that any motion significantly different that this gross motion corresponds to an area of interest. In order to calculate the gross motion of the image, we calculate the affine motion between two images using the fast iterative process from [237]. On each iteration of this technique, the best known affine transform is used to project one image into the other. The difference between the two images is then taken, and then, using the optical flow equations, the affine transform is adjusted. This process is continued until convergence. Once the affine transform has been computed, the two images are aligned and the visual utility estimate is calculated as the distance in LAB color space. This per-pixel measure of visual utility is then converted into a per-box measure using the relative entropy technique mentioned above.

Half Resolution HOG Detector

This is one of two application specific detectors. The high-level algorithm in this experiment uses a 64x128 pixel HOG model of pedestrians trained using the INRIA pedestrian dataset [60]. In order to estimate the likelihood that this detector will fire, we simply define the visual utility estimator to be a 32x64 pixel HOG model trained on the same data and run it on an image that is half of the resolution in each dimension. By construction, this visual utility estimator approximates both the high-level detector and is tuned for the specific task at hand. This lower resolution version of the detector will execute faster because there are significantly less pixels to process and the convolution with the model is smaller. However, it will not be as accurate as the high resolution version. Note that using this visual utility estimator is very similar to the coarse-to-fine approach from [222] with only one level. The only difference is that the coarse-to-fine approach uses local, adaptive thresholds in the visual utility estimator instead of a global one and only one entry is passed on from each local region, similar to non-maximal suppression.

Haar Cascade

The last visual utility estimator is a Viola-Jones cascade [298] of Haar features trained on pedestrian images from the CBCL dataset [161, 218]. It is an application specific detector because it is trained to find people, however, it is trained on a different dataset than the one used in the high-level HOG detector and so is not specific to the high-level algorithm being used. In order to generate different processing speeds, we truncate the cascade at different stages. The longer the cascade, the less candidate locations will be passed to the high-level algorithm.

Resample Boxes

This control is a model for trying to speed up a detector without the use of visual utility. We use a model in order to be able to draw some analytical conclusions in section 7.3.2.

Instead of sampling the bounding boxes for the HOG detector in the image at our default rate of every 8 pixels and 10% increase in scale, we can sample more sparsely. This will speed up the processing because
less locations are evaluated, but there is no visual utility estimator to calculate first. The resampled bounding boxes will have the same distribution throughout the frame as the original set. Therefore, $P(b|b \in \Omega) = P(b|b \in H)$ where $\Omega$ is the set of initial bounding boxes, $H$ is the set of sampled bounding boxes and $b$ is true if it contains a person and is identified by the HOG detector. Therefore, the precision should stay the same.

Now, let us examine the recall. Recall cannot go up, while as more boxes are filtered out, the probability increases that all of the positives boxes associated for a given person-frame are dropped. In particular, if we make the assumption that the positives boxes for a given person-frame $i$ are clustered around a point in the scale-location space, then as long as the new sampling period is smaller than the extent of the examples, the person will still be found. In other words, if the number of samples is reduced by a factor of $k$ so that $|H| = |\Omega|/k$, then for person-frame $i$ with $n_i$ positive, the person will still be found if $n_i \geq k$; but if $n_i < k$, the probability of the person still being found is reduced to $n_i/k$. This allows us to compute the expected recall of the resampled boxes to be:

$$E[Recall] = \sum_{i \in \wp} \min\left(\frac{n_i}{k}, 1\right)$$  \hspace{1cm} (7.14)

where $\wp$ is the set of all person-frames in the sequence of interest. Furthermore, the variance of the recall can be determined by first looking at the variance of finding each person-frame $i$. If $n_i \geq k$, then the person will always be found and thus the variance is 0. If $n_i < k$, then the variance is given by:

$$\text{var}[i] = P_1(1 - E[i])^2 + P_0(0 - E[i])^2$$

$$= \frac{n_i}{k} \left(1 - \frac{n_i}{k}\right)^2 + \left(1 - \frac{n_i}{k}\right)\left(-\frac{n_i}{k}\right)^2$$

$$= \frac{n_i}{k} - \left(\frac{n_i}{k}\right)^2$$  \hspace{1cm} (7.15)

Now, since the each person-frame is independent, the covariances are 0 and the variance in the number of people found is:

$$\text{var}[\text{nFound}] = \sum_{i \in \wp} \frac{n_i}{k} - \left(\frac{n_i}{k}\right)^2$$  \hspace{1cm} (7.16)

and the variance of the recall is:

$$\text{var}[\text{Recall}] = \sum_{i \in \wp} \frac{n_i}{k} - \left(\frac{n_i}{k}\right)^2$$ \hspace{1cm} (7.17)

### 7.3.1.2 Results

In order to examine the results of this experiments, we must first look at the computation time of the various visual utility estimators. These are detailed in table 7.1. As we can see, executing the HOG detector on an entire frame takes a significant amount of time when computed naively, while computing the various visual utility estimators range from milliseconds for the Haar Cascade to many seconds for the Objectness metric. We include the timing for the HOG detector with and without caching of the HOG cells. If the HOG features are extracted densely throughout the image, then the HOG cells will be used by multiple HOG evaluations. Therefore, by caching the cell response, we can achieve a significant speedup (\textasciitilde 6x) while still evaluating the identical function and thus having no impact on performance. All of the following results for the visual utility filters are measured using the cached implementation.
Looking at table 7.1, we can quickly see that using objectness as a visual utility estimator will never speed up the overall performance of the detector because computing objectness is more computationally expensive than the HOG detector. Furthermore, there are limited improvements in speedup possible when using the motion or center surround histogram estimators because their computation time is very close to that of the HOG detector.

Now, for the other visual utility estimators, as we tighten the threshold on the visual utility estimator, the overall process can speed up as the HOG detector must be evaluated on fewer windows. However, at the same time, we are also potentially filtering out some of the boxes that the HOG detector would fire on. Figures 7.5 to 7.7 shows the result of this trade-off on both the HIMA and ETH datasets. In these figures, let us start by looking at the f-score because it is a combined metric. For a given speedup, none of the generic visual utility measures perform better than the simple approach of resampling the set of candidate boxes. However, the two task specific metrics (Haar cascade and lower resolution HOG detector) do perform more effectively than the naive strategy. The lower resolution HOG detector shows almost identical performance to the original detector for lower levels of speedup, however, it is much more expensive to compute than the Haar cascade and is thus limited to maximum speedup of around 2.5x. Therefore, when the speedup approaches this limit, the f-score drops below that of the resampling strategy. On the other hand, the Haar cascade shows some f-score degradation throughout, but can achieve a much higher potential speedup as it is so fast to compute. Furthermore, the f-score degradation occurs at a much slower rate than the resampling strategy, meaning that if a user is willing to sacrifice some task performance for significant speedups, this approach is reasonable.

Recall that when using visual utility, it is theoretically possible to see an improvement in performance as false positives are removed. We see this in the f-score results for the HIMA dataset for the lower resolution HOG detector, but that is the only instance of this phenomenon. Let us examine the precision (fig. 7.6) and recall (fig. 7.7) in more detail to see why that might be occurring. First, note that the baseline precision is quite high, while the baseline recall is fairly low. The f-score is the harmonic mean of these two values. The harmonic mean naturally becomes dominated by the lower value if two values are significantly different. As a result, we see that the f-score is dominated by the recall, which cannot increase. If we look at the precision graph, we do in fact see that precision does increase for most of the visual utility estimators, which, according to eq. (7.5), shows that candidate boxes are being removed more effectively than random.

Though precision increases as a tighter visual utility threshold is used, recall is also decreasing. If we are only interested in the performance of the resulting system and not the runtime, this effect can also be achieved simply by raising the threshold on the full resolution HOG detector. We can compare these two approaches by examining the precision-recall curves in fig. 7.8. Note that the visual utility approaches cannot achieve a recall rate higher than the baseline used for the HOG detector. In this graph, we see

<table>
<thead>
<tr>
<th>Dataset</th>
<th>HIMA</th>
<th>ETH</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG Detector (No Caching)</td>
<td>13.65 ± 1.85</td>
<td>3.99 ± 0.03</td>
</tr>
<tr>
<td>HOG Detector (With Caching)</td>
<td>2.07 ± 0.4</td>
<td>0.63 ± 0.01</td>
</tr>
<tr>
<td>Spectral Residual Saliency</td>
<td>0.26 ± 0.03</td>
<td>0.200 ± 0.013</td>
</tr>
<tr>
<td>Laplacian</td>
<td>0.054 ± 0.004</td>
<td>0.05 ± 0.001</td>
</tr>
<tr>
<td>Center Surround Histograms</td>
<td>1.00 ± 0.02</td>
<td>0.881 ± 0.011</td>
</tr>
<tr>
<td>Objectness</td>
<td>11.6 ± 2.6</td>
<td>4.45 ± 0.55</td>
</tr>
<tr>
<td>Motion</td>
<td>1.13 ± 0.56</td>
<td>0.62 ± 0.17</td>
</tr>
<tr>
<td>Half Resolution HOG Detector</td>
<td>0.73 ± 0.04</td>
<td>0.238 ± 0.016</td>
</tr>
<tr>
<td>Haar Cascade</td>
<td>0.074 ± 0.006</td>
<td>0.027 ± 0.003</td>
</tr>
<tr>
<td>Resample Boxes</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.1: The computation time in seconds of running the visual utility estimators on a full frame in the default configuration. The bounds specified are standard deviations.
Figure 7.5: F-Score vs. Speedup when using visual utility with the HOG detector.

Figure 7.6: Precision vs. Speedup when using visual utility with the HOG detector.

Figure 7.7: Recall vs. Speedup when using visual utility with the HOG detector.
that as the visual utility uses a tighter threshold, the set point moves to the left. All of the generic visual utility estimators perform more poorly than the baseline approach of adjusting the HOG threshold. The lower resolution HOG detector shows no significant change on the ETH dataset and a small improvement on the HIMA dataset. This is consistent with other work that has shown an improvement in performance when incorporating HOG features at multiple resolutions in a classifier [222]. Finally, the Haar cascade shows a small decrease on the HIMA dataset and a small increase on the ETH dataset.

These results can also be seen in table 7.2, which shows the change in average precision compared to the baseline over the valid recall ranges for each of the visual utility estimators. Table 7.2 also shows the average precision of the visual utility estimator for finding those boxes that are useful to the higher level algorithm. In other words, those that find a person and that the HOG detector will fire on. Most of these average precisions are very low, meaning that many extra boxes are sent to the full resolution HOG detector for a given recall point. As a result, we see a correlation between the average precision of the visual utility estimator and the change in average precision of the overall system. However, it is a correlation and not a direct relationship because the stream resulting from the visual utility filter is also filtered by the HOG detector, which operates in a high precision regime. Therefore, most of the false positive mistakes made in the visual utility filter are caught by the higher level algorithm, while false negative mistakes will persist. For example, the half resolution HOG detector has an average precision over 10 times higher than the Haar Cascade, but the resulting system performance is only slightly better.

Based on this analysis, we can conclude that if an appropriate, task specific visual utility estimator is used, we can use a visual utility filter to move up and to the left along the precision-recall curve, while reducing the computational requirements.

### 7.3.2 Applying Multiple Object Detectors

In our analysis thus far, we have used the cached and optimized version of the HOG detector as the high-level algorithm. This is already a relatively fast algorithm and so pre-filtering a candidate window only saves a small amount of time. However, this is only evaluating a single HOG model. There are two situations where we would want to evaluate multiple HOG models at each candidate location, thus creating a more expensive visual utility estimator. In the first case, we might want to find not just a single type of object in a scene, but actually understand the whole scene. This involves finding many different kinds of object simultaneously and thus different HOG models would be needed for each object. In the second
<table>
<thead>
<tr>
<th>Metric</th>
<th>VU AP</th>
<th>Overall ∆AP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HIMA ETH</td>
<td>HIMA ETH</td>
</tr>
<tr>
<td>Spectral Residual Saliency</td>
<td>8.0×10⁻⁴ 2.4×10⁻³</td>
<td>64% 97%</td>
</tr>
<tr>
<td>Laplacian</td>
<td>6.3×10⁻⁴ 1.9×10⁻³</td>
<td>71% 92%</td>
</tr>
<tr>
<td>Center Surround Histograms</td>
<td>5.2×10⁻⁴ 1.0×10⁻³</td>
<td>65% 91%</td>
</tr>
<tr>
<td>Objectness</td>
<td>1.3×10⁻³ 2.2×10⁻³</td>
<td>87% 92%</td>
</tr>
<tr>
<td>Motion</td>
<td>2.4×10⁻³ 4.4×10⁻³</td>
<td>82% 95%</td>
</tr>
<tr>
<td>Half Resolution HOG Detector</td>
<td>0.33 0.46</td>
<td>102% 99%</td>
</tr>
<tr>
<td>Haar Cascade</td>
<td>0.016 0.062</td>
<td>96% 99%</td>
</tr>
</tbody>
</table>

Table 7.2: VU AP: Average precision of the visual utility estimator for identifying those boxes that are useful to the full resolution HOG detector. In other words, those that overlap a person and the HOG detector will fire on. Overall ∆AP: Percent of the average precision over the valid range in the overall system PR curve (fig. 7.8) compared to the baseline.

In the first scenario, we would want to evaluate different HOG models for different visual subcategories for the object type. For instance, one subcategory could be a pedestrian from the side and the other from the front. A detailed analysis of how to create such a combined detector can be found in [72], but for typical objects, using on the order of 20 subcategories is valuable.

In the first scenario, we could imagine using a generic visual utility estimator to filter the set of candidate boxes. So let us run a quick thought experiment to see if these generic detectors can realistically provide a speedup in this scenario. In particular, we will examine how many HOG detectors must be evaluated at a given recall level in order to reach the speed performance of our baseline, which uniformly resamples the candidate boxes.

First, let us restrict this analysis to objects with the same aspect ratio. Though objects come in many different aspect ratios, different aspect ratios require a different set of candidate bounding boxes, which requires the visual utility estimators to be recomputed. Therefore, applying more HOG models of different aspect ratios will not improve the performance compared to the baseline.

Second, we should observe that evaluating a HOG model on a candidate window is composed of two parts. In the first part, the HOG signature is extracted. In the second part, the signature is compared to the model using a dot product. The signature can be reused in subsequent model evaluations and therefore, the cost of those evaluations stems only from the dot product, which in our experiments took 4.8ms.

Now, we would like to find the number of HOG models $k$ for each recall level such that:

$$t_{vu} + (k - 1)w_{vu}t_{dot} = t_b + (k - 1)w_b t_{dot}$$  \hspace{1cm} (7.18)

where:

- $t_{vu}$: Time to process an entire image using a single HOG detector with the visual utility filter
- $w_{vu}$: Number of candidate windows accepted by the visual utility filter
- $t_{dot}$: Time to perform the dot product for a single window
- $t_b$: Time to process an entire image using a single HOG detector by resampling
- $w_b$: Number of windows passed to the HOG detector(s) when resampling

Looking at this equation, we can see that there will only be a solution for $k$ that represents a speed up if $w_{vu} < w_b$. To examine this, see fig. 7.9, which shows the number of windows passed to the high-level algorithm for different levels of the pedestrian recall and compares that to the windows needed when resampling the initial set of candidate boxes. On the ETH dataset, we can see that the only algorithms
that meet this criteria are the application specific visual utility estimators. However, these estimators already result in a faster system performance and furthermore, they are trained to find people so are not applicable to the generic scene understanding problem.

In contrast to the ETH dataset, the HIMA dataset shows more promise. We see that many of the generic visual utility estimators identify less windows than the resampling strategy because the scenes are not as cluttered with people as the ETH dataset. All of the generic visual utility estimators use a variation on pop-out from the surrounding. If there are a lot of people in the scene, the uniform resampling will catch people more often and a pop-out detector will fire less frequently. This results in the \( k \) values that we see in fig. 7.10. Unfortunately, for most of the generic visual utility estimators, the value of \( k \) is very high, necessitating the use of a logarithmic scale. In the best case, the spectral saliency approach breaks even between 10-100 HOG detectors, while in the worst case, the objectness measure breaks even when over 1000 HOG detectors are used. It is very rare to encounter a problem that requires evaluating 100’s of detectors on a single frame. Therefore, for most problems, using the generic visual utility estimators are too expensive to compute relative to their performance gain when using a reasonably fast high-level detector.

### 7.3.3 SCATAT Algorithm

In this section, we will examine a set of experiments using the SCATAT algorithm. In this case, the SCATAT algorithm uses a set of integral HOG features [334]. Normally, when calculating HOG features, a histogram is generated for each block. This histogram is built for each block by binning the orientation space into 9 bins and then interpolating the component for each pixel into the two adjacent bins. Then, a gaussian spatial smoothing process is applied. Many of these blocks, which are potentially overlapping, are then combined to build the descriptor for the entire window. The feature vector is then normalized using a 2-norm [60].

In an integral HOG feature, we first build an integral histogram over the entire image. This integral histogram is exactly the same as an integral image, except that for each pixel in the image, there is an associated 9-bin histogram. For each pixel, we still interpolate between the adjacent angular bins. Once the integral histogram is built, the histogram for a block can be extracted using 4 reads:
Figure 7.10: Number of high resolution HOG detectors $k$ to evaluate on each window for the HIMA dataset when the runtime of the visual utility based approach has the same runtime as the baseline resampling strategy. Entries are not shown for those cases where the visual utility based approach is already faster or where there is no $k$ that will make it as fast.
Table 7.3: The computation time in milliseconds for each significant component when evaluating an integral HOG feature on a window.

<table>
<thead>
<tr>
<th>Process</th>
<th>HIMA</th>
<th>ETH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generate Integral Histogram</td>
<td>115</td>
<td>42</td>
</tr>
<tr>
<td>Fill Cache for One Block Size</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>SVM Evaluation of One Window (min)</td>
<td>$4 \times 10^{-5}$</td>
<td>$4 \times 10^{-3}$</td>
</tr>
<tr>
<td>SVM Evaluation of One Window (max)</td>
<td>$1.7 \times 10^{-4}$</td>
<td>$1.7 \times 10^{-3}$</td>
</tr>
<tr>
<td>Max Number of Windows</td>
<td>46203</td>
<td>16326</td>
</tr>
</tbody>
</table>

$h(x_0 \leq x < x_1, y_0 \leq y < y_1, \theta) = I_h(x_1, y_1, \theta) + I_h(x_0, y_0, \theta) - I_h(x_1, y_0, \theta) - I_h(x_0, y_1, \theta).$ (7.19)

where $h$ is the histogram bin of a box at an orientation $\theta$ and $I_h$ is the integral histogram.

Each block is then normalized using the L-1 norm because the normalization factor can be calculated using an integral image. The gaussian spatial smoothing process cannot be computed efficient and is thus left out.

Once the integral histogram and integral image are calculated, evaluating a block becomes very fast and therefore, the integral HOG feature is fast to compute. However, using an L-1 norm instead of L-2 and omitting the gaussian spatial smoothing does degrade performance [60]. Therefore, we use the same approach as [334] and also examine HOG features calculated using different block sizes. In the standard scenario from Dallal & Triggs, a pedestrian window would be 64x128 pixels and blocks would be 16x16. We allow blocks to range from 16 pixels on a side up to the window size with a step size of 8. Also, we allow the HOG feature to be limited to a subwindow of the natural 64x128 window with varying widths, heights and offsets. The widths and heights range from one block to the full window size in increments of 2 blocks and the offsets start at 0 and step by block widths.

An SVM classifier for each of these integral HOG features is then trained using the INRIA pedestrian dataset. This is the same dataset used to train the high-level HOG detector. Then, when using SCATAT, we allow the threshold on the SVM classification to change. Therefore, the set of candidate filters considered by SCATAT are all possible thresholds for all of the different integral HOG features.

The processing time for each candidate filter features consists of three significant components. First, the integral histogram is calculated, which is constant for all features and must only be calculated once. Second, a cache is filled with the HOG feature value of every block for a given block size. This must be redone for each block size. Third, the SVM evaluation is performed. This evaluation is dependent on the size of the feature vector and the number of candidate windows being evaluated. The processing time for each of these stages is given in table 7.3.

In order to generate performance curves for an integral HOG cascade, we train a sequence of different cascades built using different weights of the $C_M$, $C_F$ and $D$ terms from eq. (3.7). We set the relative weights of the $C_M$ and $C_F$ terms to put an equal weight for false positives and misses of the entire system as detailed in section 3.2.1. Then we vary the relative cost of processing time relative to the cost of the system's accuracy in order to generate a curve.

We should note here that in practice, SCATAT requires such a detailed understanding of the components of an algorithm's runtime. This understanding is needed because the modular approximation at each point (eq. (5.8)) requires recalculating the computational cost of candidate filters at each stage in the cascade. Though this can be simulated, that approach will increase the runtime of the training significantly. It is more efficient to have a good understanding of your implementation. For example, when the first filter is added to the cascade for the integral HOG features, the integral histogram is calculated and the cache is filled for one block size. This means that the marginal computational cost of adding another filter of the same block size will only be the cost of the svm evaluation, and the marginal cost of a filter of a different
block size will be the cost to fill the cache and to perform the SVM evaluation.

The effort to understand the runtime components of a given algorithm makes SCATAT expensive to implement in terms of engineering time. Furthermore, doing such an analysis will identify other improvements to an implementation that will not change the task accuracy at all. These improvements should be implemented first in most cases. Therefore, using SCATAT is most helpful in those situations where the additional speed up is worth the considerable engineering investment. For example, when computational resources are constrained, like on a Mars rover, or when a system is operating at a very large scale, like the size of the web.

Now that we have detailed the implementation of the SCATAT algorithm in order to build an integral HOG cascade, we will examine the results of two different experiments. The first experiment will compare the results of a visual utility filter built using SCATAT in comparison to the other visual utility filters we have seen in this chapter. The second experiment will compare to a filter built where processing time is not included explicitly in the cascade optimization. This is equivalent to comparing against the cascade built in [334].

7.3.3.1 Comparison With Other Visual Utility Estimators

In this section, we compare the task specific visual utility estimators from section 7.3.1 with an integral HOG cascade built using SCATAT.

In each of the graphs, the standard error of the resampling baseline and the SCATAT algorithm is shown as a translucent range. This range is generated analytically for the resampled baseline. For the SCATAT algorithm is is generated using leave-one-out cross validation between with the video sequences in each of the dataset.

Figure 7.11 shows the f-score vs. speedup. Figure 7.13 shows the recall vs. speedup. Figure 7.12 shows the precision vs. speedup. Finally, fig. 7.14 shows the precision recall curve. In these graphs, we see that the integral HOG cascades generated using the SCATAT algorithm perform as expected. The precision is slightly higher than the baseline of using just the high-level HOG detector (92% vs. 90% on the ETH dataset), while the recall stays constant until around a 2x speedup and then begins to slowly degrade as recall is sacrificed for speed. At high levels of speedup, the variance becomes very large because the cascade is being trained to be as fast as possible, while accuracy is being ignored. Given that there are many different filters with nearly identical cost on the training set, the one selected is almost arbitrary. As a result, we can conclude that using the SCATAT algorithm is not appropriate in the regime of very high speedup.

Now, let us compare the results of the integral HOG cascade built using SCATAT to the resampling baseline. It is clear from the graphs that the SCATAT approach performs significantly better than the random resampling baseline. With SCATAT, we are able to achieve a greater speedup, while sacrificing less task accuracy than the simple baseline. However, because precision stays fairly constant as speed is increasing, the precision-recall curve (fig. 7.14) shows that using SCATAT is only effective for adjusting the operating point of the detector close to the original operating point. If one wishes to make significant changes to the operating point, then it is better to change the parameters of the high-level HOG detector.

Compared to the other task specific visual utility estimators, we see that the SCATAT cascade performs similarly to the low resolution HOG detector by keeping a constant recall at low levels of speedup. This shows that both of these approaches are effectively estimating the value of the high-level HOG detector. However, SCATAT has the ability to reach a higher speedup (10x for ETH) than the low resolution HOG detector. However, the integral HOG cascade cannot reach as high of a speedup as the Haar cascade. This is unsurprising because the Haar cascade is built using features that are designed to be incredibly fast. Each Haar features can be calculated using only 6 reads on an integral image, whereas an integral HOG feature requires 36 reads for each box (9 histogram bins at the 4 corners) and there are many boxes per window. Then, a dot product between the feature vector and the SVM decision boundary must be
calculated. In contrast, the Haar feature is a simple comparison. Though the Haar cascade can achieve a higher speedup than the integral HOG cascade, it is also less accurate, so in the range where the integral HOG cascade can effectively operate, it shows much better performance.

### 7.3.3.2 Comparison to Other Cascade Techniques

There are many other techniques to train a cascade. In section Section 4.1, we analyze the Viola-Jones [298] technique from a visual utility perspective. In this experiment, we will compare SCATAT to the cascade training algorithm from [334]. In [334], Zhu et al. introduce the integral hog cascade to speed up the HOG detector from [60] and generate a cascade. In the visual utility formulation in this thesis, their algorithm is greedily minimizing the Bayes Risk, which is just the visual utility risk without the explicit term for the computational cost from eq. (3.7), \( D \). So, to compare their technique with SCATAT, we simply run our optimization procedure with \( D \) set to 0. Then, the various performance curves are generated by varying the cost of false positives \( C_F \) relative to the cost of a miss \( C_M \).

Figures 7.15 to 7.18 show the performance of Zhu et al.’s cascade relative to SCATAT. The plots of performance relative to speedup demonstrate that the resulting cascade executes more slowly than the
Figure 7.13: Recall vs. Speedup for the SCATAT algorithm compared to other visual utility estimators.

Figure 7.14: Precision vs. Recall when using visual utility with the HOG detector including building an integral HOG cascade using SCATAT.
full SCATAT cascade. This observation is unsurprising given that SCATAT explicitly tries to optimize for processing time.

In fig. 7.15 we can also see that the time agnostic cascade can hold a constant F-score for most of its operating range. However, the full version of SCATAT will trade off F-score performance for processing speeds not reachable by the time-blind cascade. Therefore, if higher speeds are required, SCATAT is able to achieve them more effectively and in a more principled way.

### 7.3.4 Impact of Non-Maximal Suppression

When examining biological visual systems, Klein proved that in order to function effectively, they require an inhibition of return mechanism [154]. When the eye executes saccades around a scene, inhibition of return makes it less likely to return to locations that have been focused on previously. Without this mechanism, the eye would get stuck moving between a small set of locations and never examine new regions. In our case of pedestrian detection operating on a single frame, non-maximal suppression on the output of the visual utility estimator can act like an inhibition of return mechanism. Non-maximal suppression reduces the scores of regions around local maxima so that they are less likely to pass the visual utility filter. As a result, less frames are passed to the high-level algorithm in a particular region of the image, which has the potential to speed up processing.

Our implementation of non-maximal suppression (alg. 3) is similar to that from [295] and [233]. We use the greedy approach because it is fast to compute and the computation time must be included in our analysis of overall system speedup. In this approach, all candidate regions are first sorted in descending order by their visual utility score. Then, this list is traversed until the visual utility threshold is hit. For each candidate region, it is accepted if it does not overlap any previously selected regions by more than 0.5 using the pascal overlap criteria explained in eq. (7.1). Otherwise, it is rejected. The resulting set of candidate regions are then passed to the high-level algorithm as before.

Figures 7.19 and 7.20 show the results of including non-maximal suppression. For simplicity, we only included the f-score vs. speedup graph and the precision-recall curve for comparison with the performance without non-maximal suppression. In both of these figures, we see a significant decrease in performance for all of the visual utility estimators section 7.3.1.1. This indicates that there are many cases where the best scoring box according to visual utility either does not fire on the HOG detector or does not overlap enough of the person, whereas one of the nearby boxes that are suppressed, does. This could be caused by an
Figure 7.16: Precision vs. Speedup for the SCATAT algorithm compared to the integral HOG cascade from [334].

Algorithm 3 Greedy Non-Maximal Suppression

**Input:** Set of all candidate regions $X = \{X_1, X_2, \ldots X_n\}$

**Output:** Set of regions $\hat{Y}$ with a locally maximum score

1. $\hat{Y} = \emptyset$
2. for $x$ in sort($X$ by VuScore($x$)) do
3.    if max($\{|x \cap y|/|x \cup y| \forall y \in \hat{Y}\}$) > 0.5 then
4.        $\hat{Y} = \hat{Y} \cup x$
5.    end if
6. end for
7. return $\hat{Y}$

Figure 7.17: Recall vs. Speedup for the SCATAT algorithm compared to the integral HOG cascade from [334].
alignment issue in the visual utility model relative to the HOG detector, or it could simply be a result of a very noisy visual utility estimator. To determine which is the case, fig. 7.21 shows the correlation between the scores from two of the visual utility detectors, the HOG detector score and the ground truth overlap. The graphs show very weak correlations, indicating that there is a lot of noise both in the visual utility estimators and in the high-level HOG detector. Even the best correlation, between the low resolution and high resolution HOG detector is still quite weak, with the top overlapping regions spread throughout the space. Therefore, there is a reasonable probability that the local maxima in the visual utility scores does not correspond to a region that both overlaps the ground truth and will be detected by the high-level detector.

7.4 Summary

In this chapter, we have described a series of experiments exploring visual utility for pedestrian detection as being indicative of object detection in general. Crucially, this is the first study to explicitly measure the processing time of the entire visual utility system including the time to compute the visual utility estimator. We have shown that the choice of visual utility estimator has a profound impact on the potential impact of the overall visual utility system. A task specific visual utility estimator will usually perform more effectively than a generic one. Furthermore, for some applications, like the one explored in this case study, a simple approach of sampling the image space more sparsely can be surprisingly effective compared to more complex visual utility approaches. In practice, it would be reasonable to test this simple approach first to see if it meets the system requirements before applying a visual utility approach.

We have also shown that the SCATAT algorithm from chapter 5 can be used to build a cascade of integral HOG detectors that speeds up overall processing while sacrificing less task accuracy than other approaches. However, there are limits to this approach. It will fail if the user attempts to build a cascade that is too fast for the underlying features.

Though we show that task specific estimators are more effective than generic ones for finding people, we also explore the multi object problem. In this case, a generic estimator could be used to find candidate locations of objects and then many object detectors could be applied. We show that on the order of hundreds to thousands of different HOG objects must be evaluated at each location in order to break even with simply evaluating those detectors at every location in the image.
Figure 7.19: The F-score vs. speedup when using non-maximal suppression on the ETH dataset

Figure 7.20: The PR curve when using non-maximal suppression on the ETH dataset
Figure 7.21: Correlation plots of the Haar Cascade and low res HOG visual utility estimators with the full res HOG detector and the ground truth overlap score. The darkness of the blue indicates the density in the plot, while red dots correspond to instances that have over 90% overlap with the ground truth. The data for these plots comes from the ETH dataset.
Finally, we examine the impact of non-maximal suppression of the visual utility estimator in the visual utility process. We find that using non-maximal suppression actually hurts performance and show that this is because the visual utility estimators examined in these experiments are still very noisy.
Chapter 8

Conclusions

The light at the end of the tunnel is just the light of an oncoming train.

Robert Lowell

As computer vision matures as a field, the amount of data being used in order to understand complex scenes is trending up. This data comes in three forms. First, higher resolution sensors are used in order to capture more specific information about the scene or to resolve objects further away. Second, context within images is used in order to better resolve ambiguities in the scene (e.g. [113]). For instance, a small lamp is more likely to sit on a table and thus, if a lamp is found, it is more likely that the object under it is a table (fig. 8.1). Lastly, web scale datasets are being used for many applications like identifying all the possible objects in an indoor scene (e.g. [148]), to building accurate 3D models of cities [265].

This increase in data, along with algorithms that exploit more relationships between image regions, causes state-of-the art computer vision algorithms to be very computationally expensive. Moore’s law cannot counter this trend. Therefore, to be applied to real world problems, computer vision approaches must be run more efficiently. Many people have developed techniques to speed up specific vision algorithms (e.g. SURF [23] vs. SIFT [190]), but in this thesis, we have examined a class of approaches that could be used to reduce the cost of any computer vision algorithm. These approaches, which we call visual utility approaches, are fundamentally inspired by the biological vision system. Visual utility approaches use a fast prediction of where the useful information is in a scene in order to reduce the amount of data that a higher level algorithm must process.

In this thesis, we have shown that:

The visual utility framework can be used to reduce the computational cost of computer vision algorithms in a lossy way such that the degradation of task accuracy is minimized.

We have used the theoretical formulation of visual utility in chapter 3 in order to identify when computational cost will decrease while allowing task accuracy to degrade. We showed examples of visual utility being applied in previous work throughout our literature analysis in chapter 2. We have identified that building a cascade of visual utility estimators is a submodular process (section 3.4.3). Using that insight, we have developed SCATAT in chapter 5, an algorithm that efficiently builds a near optimal cascade and allows an explicit trade off between computational cost and task accuracy. In chapter 6, we examined different approaches to use visual utility and submodularity in deep neural networks. Finally, we have validated the SCATAT algorithm and the rest of the visual utility framework in an experimental case study on object detection in chapter 7.
8.1 Contributions

In this thesis, we have presented the generic visual utility framework and formally defined it. This framework can be used to analyze approaches that filter visual data before processing by a higher level algorithm or iteratively present visual samples to a higher level algorithm.

Using the formal definition of visual utility, we proved that building a cascade of visual utility filters is a submodular process. We then used this insight in order to show that two seminal cascade algorithms are near optimal if the optimization is restricted. In both of these cases, a reduced computational cost is a by-product of building the cascade. Then, we presented SCATAT, an algorithm that explicitly trades off test computational cost for task accuracy in order to efficiently build a near optimal cascade from a large set of candidate filters.

We also use our theoretical understanding of visual utility systems and submodularity in order to examine different aspects of deep neural networks and recent work in that space. We show that computational cost of deep neural networks can be reduced using both visual utility filtering and adaptive sampling with a visual utility prior. Finally, we explore how submodularity has been used to iteratively build deep neural networks.

Then we have presented an experimental case study for using visual utility for object detection. This case study is the first to consider the processing time of the entire visual utility system including the processing time for the visual utility estimator and the high-level algorithm. We have examined a variety of visual utility estimators and are the first to compare them to a simple baseline of resampling the image more sparsely. We showed that surprisingly, this simple baseline performs remarkably well compared to other generic visual utility estimators.

In another set of experiments, we showed that the SCATAT algorithm can be used to build a cascade that speeds up the overall system, with less loss in task accuracy than other visual utility estimators. Further, we show that SCATAT builds a cascade that is more effective for a given processing time than previous cascade algorithms.

Finally, we are one of the first to examine the computational cost for the case of multiple object
search. In this scenario, a generic visual utility estimator is used to find candidate regions, which are then evaluated by $k$ different object detectors. We showed that in order to have the same computational cost as the baseline of resampling the image more sparsely, $k$ must be on the order of hundreds to thousands.

### 8.2 Future Work

As we showed in our literature analysis in chapter 2, a form of visual utility has been used for many different applications. However, this is the first work to examine the full system performance on any of these tasks. We focused on object detection in our experimental work because it is the most natural application for visual utility and because it is central to much of the current vision research. However, further studies should examine the system performance of visual utility and the SCATAT algorithm on some of these other problems. Especially interesting would be those where useful regions in the image are not as clearly defined as for object detection and our formulation might need to be expanded using a metric like information gain. For instance, when mapmaking, all of the information acquired is useful to some small extent, but the first picture of a new region contains significantly more information than a later one. Examples of these problems include:

- Mapmaking
- Surveillance
- Simultaneous Localization and Mapping (SLAM)
- Image Search
- Object Discovery

Next, our formulation has been limited to evaluation on a per-frame basis. It would be valuable to expand our visual utility framework to account for tasks operating over time. This will require keeping a memory of recent visual utility, which must be efficiently merged and tracked over time.

Next, as described in chapter 6, the re-emergence of neural networks in computer vision opens new frontiers for visual utility. The framework defined in this thesis, the SCATAT algorithm and submodularity could be could help practitioners trade off performance and computational cost in this brave new world. Furthermore, there is limited theoretical understanding of how deep neural networks are trained and the functions they encode. Therefore, only a few submodular guarantees can be currently defined. Future work could expand our fundamental understanding of deep neural networks and unify that theory with submodularity. This unification could help to define the structure and uses of these networks to be both more efficient and more effective.

Finally, there are some tasks where visual utility has not been used yet, but might have some benefit. Most likely, visual utility not been used most because they are very hard vision problems, thus, the focus of research at this time is to find solutions to these problems without worrying about computational cost. For instance, for both pose detection and scene understanding, the relationship between discovered objects is used to both reason about the image and to aid in the underlying detection. However, capturing the value of these relationships has been difficult and thus most work has been focused on how best to capture the value from all the information in the image. Visual utility could be used to limit that information to only those portions of the image that are informative, however, we know of no work that has done so thus far.

### 8.3 Parting Thoughts

Computer vision is a very appealing solution to many sensing problems in the world because it is intuitive for us humans to see the world in order to understand it. However, as anybody who has worked in
computer vision can attest to, teaching a computer to see is not as simple a task as it appears to be. When applied to real world scenarios, many algorithms fail to live up to their reported performance and/or are notoriously computationally expensive. It is my hope that this thesis will help to make computer vision a more practical solution for some of these problems.
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Appendix A

Reefbot

A.1 Introduction

This appendix is included in the thesis as it provides a good example of a complex, high level task where excess imagery can degrade task performance. In this setting, a visual utility process would not only reduce the computational cost, but also be able to improve the task performance.

Reefbot was an underwater robotic exhibit at the PPG Aquarium in Pittsburgh, USA that was operational for over 1300 hours in between 2010-2012. Kids drove the robot through the large exhibit tank and took pictures of fish, which could then be classified to display more information about the species. As they interact with the exhibit, they learn about underwater robotics, fish species and marine conservation.

While Reefbot is used as an educational exhibit, it was simultaneously acting as a development platform for automated visual marine species identification. An underwater robotic system that could reliably classify fish species would be invaluable for monitoring and exploring coral reefs that are rapidly disappearing throughout the world’s oceans. We are using the natural setting and large quantity of visual data collected from Reefbot in order to develop algorithms for visual identification of these marine species. This chapter presents a dataset for realistic marine species identification along with the initial results from our classification system.

Though object classification has been a central topic in computer vision for many years, it has not been explored for classifying fish in underwater natural scenes from moving platforms. This medium presents some unique challenges. Underwater, light reacts differently than in air. As light travels through the water, red light is scattered, causing objects to appear bluer the further they are from the light source.

![The Reefbot robot. Image ©Paul A. Selvaggio](image_url)
and the camera. Furthermore, underwater scenes are illuminated from above, often through a turbulent surface, causing the light to shimmer. Complicating the task, fish species can be difficult to distinguish, even for a human. Some fish only differ by a slightly different shape, or different skin markings. Also, in a natural setting, fish deform as they swim and can appear in any arbitrary pose, not just the canonical profile view. As a result of these factors, there can often be a larger visual difference within a class than between classes. Finally, it can be difficult to segment fish from their natural background as many species are colored specifically to camouflage with their background and 3D sensors like the Kinect are not effective underwater (the Kinect can operate underwater, but only to 1.5 m).

This chapter is broken into four major sections. In appendix A.2, we describe the related work to the problem we address and the techniques we use. In appendix A.3, we detail the robotic platform. Appendix A.4 describes the dataset created and marine species classification system. Finally, appendix A.5 presents the analysis from some initial experiments.

A.2 Related Work

Automated fish classification has been previously demonstrated in structured settings. In these instances the setup is engineered to enable a vision system to easily segment the fish from the background. This enables contour-based methods to classify the silhouette of the fish to be used, which has proven to be effective. Examples of this approach include a fishing boat that uses a backlight on a conveyor belt to monitor the catch [312], spillways that use infrared diodes to count fish migrating past dams [39], classification of dead bodies placed on consistent backgrounds for use in catalogs [7] and a video sequence of a fish in front of a blue wall [26].

A couple of studies have tried to identify fish in the natural settings that were interested in for this study [75, 267]. Both use static cameras anchored to the sea floor. Then, the fish are segmented from the background by calculating the average background frame and looking for outliers. Once again, this enables contour-based methods to be used. In our case, Reefbot is a moving camera and thus, the background cannot be calculated as easily. As a result, a tight segmentation is not possible and contour-based methods cannot be used. Furthermore, the two studies use small datasets for testing, which could artificially improve performance, especially since these datasets are extracted from video. In particular, [75] only classify two different kinds of fish, while [267] only test 100 images spread across 10 different fish species.

When classifying objects in natural contexts, much more work has been done in non-marine settings. A large body of this work aims to distinguish between various categories of objects like bicycles vs. beer bottles. The best classifiers use a combination of features that describe shape, texture, color and context [112, 295]. However, differences between different species of fish are more subtle that the differences between broad categories and thus, the same techniques are not necessarily viable.

More applicable to this task in this chapter are studies in object instance recognition. This body of work develops techniques to identify images of the same object in multiple scenes. One example is face recognition where a classifier identifies individuals from their face [10]. In this work a face detector [299] is used to localize specific points on the face. Then, features calculated at those points are classified. This technique works best when the face is viewed straight on and thus, would be the equivalent of only classifying full profiles of fish, which is unrealistic in a dynamic setting.

Another class of work in instance detection is image search. These techniques extract robust features like SIFT [190] at interest points for a corpus of images to build an index. Then, at query time, the same features are extracted from the query image and matched to those in the index in order to retrieve matching examples. Results can also be ranked by the geometric consistency of the points found [51]. This technique could work very well for the species identification task because special markings on the individuals would be extracted into an index. Furthermore, the technique does not require a tight segmentation of the instance. However, sometimes species have very similar structure and only vary by color.
Most analogous to our problem is the work by Nilsback et al. in classifying different species of flowers [214]. In this study, the authors deliberately select a large collection of flowers that have similar color and/or shapes. Images are taken in natural light with a variety of backgrounds. Though the flower classification problem exhibits many of the same issues as marine species classification, underwater photography presents some unique challenges. Water heavily distorts colors of objects and the incident light is often variable because of turbulence at the water’s surface. Furthermore, in the flower study, all of the pictures show the complete flower roughly in the center of the image, whereas this study uses more unconstrained data where sometimes, only portions of the fish are visible or the fish is in a random pose.

A.3 Robotic Platform

Reefbot is a physically modified VideoRay® Pro 4 ROV with stock firmware. The stock video camera has been removed and replaced with an Arecont AV10005 HD surveillance camera with a fixed focus lens that operates on an Ethernet network. In order to accommodate the larger video camera, the body of the vehicle was extended 10cm and a new shell was developed (fig. A.1). Power for the camera is supplied using an onboard relay that can be controlled using the main firmware. Video from the camera is transmitted using two twisted pairs in the tether and routed to a 100 base-T network link on the surface.

Control for the main vehicle and camera are provided by a PC integrated into the console of the exhibit and running custom software built on top of ROS (Robot Operating System). The console itself contains two stations: one for a driver and one for a fish specialist. The driver controls the robot around the tank and takes pictures, while the fish specialist helps to identify the species of fish found in the tank. Once an individual fish is identified, the patrons are presented with more information about the fish species. Patrons who are not directly at the console interact with the exhibit by watching the robot move through the two story tank and by monitoring the progress of the active participants on external monitors (fig. A.2).

A.4 Marine Species Classification

A two stage process is used to visually classify marine species. In the first stage, candidate regions are extracted from the background by identifying those areas that are moving relative to the predominant motion in the scene. Unlike previous work in fish classification, Reefbot moves in the scene and fish appear in front of complex backgrounds. As a result, the fish cannot be as easily segmented from the background. In the second stage, features are extracted for each candidate region and classified to determine the most likely match. As we cannot perform a tight segmentation, we cannot use contour-based features and instead rely on distinctive textures and colors. This section will present the details of the two stages of this process and describe the dataset used for evaluation in this study.
A.4.1 Dataset

The dataset used for evaluation in this study is extracted from video taken by Reefbot during normal operations. Example frames were taken at 1Hz over a 5 hour period through the middle of the day. The tank is lit from above through turbulent water with lights of different temperatures. Furthermore, ambient daylight enters the tank through the viewing panels on the side. The resulting lighting conditions are very challenging for an automated vision algorithm. The light shimmers and changes color from one area of the tank to another. Furthermore, because water absorbs red light, there is a noticeable blue shift to colors as object move further away from the camera (fig. A.3).

Using the example frames from the video, the automated fish extraction process described in the following section is applied. This process identifies portions of the frame that move relative to the motion of the entire frame. The frame is ignored if the gross motion of the frame cannot be determined. For comparison, the fish are also extracted from the same frames using Amazon’s Mechanical Turk. Workers are asked to draw bounding boxes around all fish in the scene. Once the fish are extracted, they are labeled manually by an expert. The resulting dataset is summarized in fig. A.4 and will be released publically at: http://www.andrew.cmu.edu/user/mdesnoye/reefbot. The set is heavily biased by species ranging from 15 to 1766 instances of a particular species. This occurred because some species are more common in the tank (e.g. there are 15 Golden Trevally and only one Bonnethead shark) and different species have different activity levels. Also, as we are sampling from a video, successive frames can be quite similar, making the visual recognition task easier. Thus, for all experiments, the dataset is split so that the test set consists of a contiguous 10 minute segment of video. The results from multiple runs with different held out sets are then averaged together for the final results.

A.4.2 Fish Extraction

Reefbot moves through its environment and fish appear in front of complex backgrounds, making accurate background segmentation nigh impossible. Therefore, we take an approach that aims to roughly identify the location of the fish and use a classification technique that does not require a tight segmentation.

Our automatic fish extraction is performed using a probabilistic framework that assumes that those objects in the frame that move relative to the background must be fish. In particular, we assume that the dominant affine motion of the frame is roughly equal to the relative motion of the robot to the background. This assumption will break in four cases. First, when a fish swims close to the camera, obscuring most of the view, the fish becomes the "background“. Second, when observing static objects at significantly different distances, parallax will be relevant and the close object will appear to move relative to the background. Third, if the robot moves quickly in three dimensions relative to the frame rate, the motion will no longer appear affine. Finally, our assumption breaks when the robot looks outside of the tank and
<table>
<thead>
<tr>
<th>Species</th>
<th>Human Dataset</th>
<th>Machine Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not a fish</td>
<td>57</td>
<td>976</td>
</tr>
<tr>
<td>Zebra Shark</td>
<td>467</td>
<td>1766</td>
</tr>
<tr>
<td>Black Tip Reef Shark</td>
<td>20</td>
<td>48</td>
</tr>
<tr>
<td>Bonnethead Shark</td>
<td>90</td>
<td>205</td>
</tr>
<tr>
<td>Golden Trevally</td>
<td>206</td>
<td>435</td>
</tr>
<tr>
<td>Big Nose Tang</td>
<td>355</td>
<td>729</td>
</tr>
<tr>
<td>Unicorn Tang</td>
<td>159</td>
<td>392</td>
</tr>
<tr>
<td>Orbiculate Bat Fish</td>
<td>249</td>
<td>508</td>
</tr>
<tr>
<td>Half Moon Angelfish</td>
<td>20</td>
<td>41</td>
</tr>
<tr>
<td>Passer Angelfish</td>
<td>15</td>
<td>42</td>
</tr>
<tr>
<td>Speckled Blue Grouper</td>
<td>62</td>
<td>139</td>
</tr>
<tr>
<td>Blueline Snapper</td>
<td>303</td>
<td>659</td>
</tr>
<tr>
<td>Guineafowl Puffer</td>
<td>21</td>
<td>42</td>
</tr>
<tr>
<td>Sailfin Tang</td>
<td>268</td>
<td>499</td>
</tr>
<tr>
<td>Pink Tail Triggerfish</td>
<td>52</td>
<td>106</td>
</tr>
<tr>
<td>Emperor Red Snapper</td>
<td>53</td>
<td>180</td>
</tr>
<tr>
<td>Blue Tang</td>
<td>71</td>
<td>115</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>2468</strong></td>
<td><strong>6819</strong></td>
</tr>
</tbody>
</table>

Figure A.4: Summary of the number of instances for each species in the human and machine extracted datasets

sees another type of moving animal: humans.

In order to identify the affine motion between two successive frames, we use the iterative process from [237]. This process uses a subsampled version of the image for speed and then refines its estimate of the transformation using optical flow equations. Once the two frames are aligned, the abnormal motion is calculated by measuring the distance, in LAB color space, between the two frames. LAB color space is used in order to minimize the impact of lighting changes. We then calculate the probability of a given location containing a fish using a smooth sigmoid threshold (eq. (A.1)). The threshold is found by fitting a Pareto function to the distance image and selecting the point where 3% of the pixels would be included. This thresholding compensates for scenes of significantly different brightness.

\[ p(F_{t2}|I_{t1}, I_{t2}) = (1 + e^{T_{\text{pareto}} - \text{dist}(I_{t2}, I_{t1})})^{-1} \]  

(A.1)

The approach described thus far is sensitive to transient changes or spurious detections, which occur frequently due to the shimmering light in the scene. Thus, we also include a prior to encode our belief that fish will be close to their prior location. The prior is described by eq. (A.2):

\[ p(F_{t2}|p(F_{t1})) = \alpha + (1 - \alpha)(p(F_{t1}) \ast N(0, \sigma(t_2 - t_1))) \]  

(A.2)

\( \alpha \) is a regularization term to ensure that over time, the prior does not converge to a single point while the previous estimate of a fish’s location is convolved with a gaussian. The width of the Gaussian is determined by the amount of time between frames and the typical speeds of fish in the tank.

The final probability of finding a fish in a given pixel is thus defined as:

\[ p(F_{t2}) = \lambda \ast p(F_{t2}|I_{t1}, I_{t2}) + (1 - \lambda)p(F_{t2}|p(F_{t1})) \]  

(A.3)
Once the probability is calculated for the entire frame, the fish are extracted by thresholding the probability and filtering out those blobs that are too small.

### A.4.3 Fish Classification

Once patches of the image are identified as potential fish, they are evaluated by a classifier. The interactive nature of the exhibit necessitates a classification solution that has a fast query time. Furthermore, a given species can appear in drastically different lighting, orientations and shapes, creating instances that will be spread throughout a feature space. Therefore, in our classification experiments, we use the image search framework from [51]. This approach has very fast query times and the capability to segment the feature space arbitrarily.

In this framework, a dictionary is created by extracting features from a large video sequence and clustering the those features into a set of visual words. Then, a document index is built using labeled image patches. For each patch, features are extracted and assigned to their nearest visual word in the dictionary. The words are then collected into a histogram and represented as a vector. This is the same representation used by in text search and data mining. Thus, all the tools developed in those communities can be used. At query time, the incoming image is converted to its vector word form and then used search the index. The candidate matches are scored using two different methods. The first approach is the traditional tf-idf approach with a cosine similarity metric.

The second scoring approach is detailed in [51] and adds an additional geometric reranking after the initial ranking. In this case, our visual words contain geometric semantics if the features are interest point descriptors associated with a specific location in the image. Interest point descriptors like SIFT can be matched across frames. Therefore, when scoring two image documents, we can also count the number of matching pairs that are geometrically consistent. To do this, we take the top 20 returns from the initial search and rerank the results based on the maximum number of pairs of points that are consistent with a Homography found using RANSAC.

Once all the documents are scored, if the top result is over a confidence threshold, the species has been identified and more information about it is shown to the user. If the top result is not over a confidence threshold, than the up to 5 distinct species labels are returned to the user who, is asked to identify which fish he/she took a picture of.

### A.4.3.1 Features

Many factors differentiate fish species. Analogous to the flowers in [214], different fish species can have similar colors, similar markings or similar shapes. Furthermore, some species significantly change in different lighting conditions or even as they age. As a result, along some dimensions, there can be more variation between instances within a species than between different species. Thus, multiple classes of features are necessary to differentiate between species. In this work, we examine two classes of features: color histograms and shape based interest point descriptors. Unlike previous work, we cannot use contour-based methods because we are not accurately segment the entire fish from the background. All of the features are assigned to visual words to be used in the classification framework described above.

**HSV Color Features** Color is difficult in underwater scenes. Water scatters red light, so objects further from the camera or deeper from the surface will appear bluer (fig. A.3). However, some fish are very different colors, so even with the color distortion, it is possible to differentiate some species by looking at their color. To do this, we use a histogram of representative colors in the HSV color space. HSV is used because distances in HSV are less sensitive to variations in illumination.

**Greyscale Shape Descriptors** Distinctive shapes, like markings on the skin or the shape of a fin, can differentiate fish species. Therefore, we identify these shapes using SURF [23] descriptors evaluated at points identified by a Hessian interest point detector.
Figure A.5: Histogram of the sizes of the two datasets. The automatically extracted fish patches are significantly smaller than the human labeling because it identifies less of the fish.

**Color Shape Descriptors** Interest point descriptors are traditionally evaluated in greyscale. However, color is a very distinctive element of a fish species and so we analyze the effect of incorporating color into a SURF detector. In a previous study [291], SIFT features evaluated in different color spaces were analyzed for their stability in the face of lighting intensity and color changes, which are very important in our setting. Promising results were shown with both CSIFT and OpponentSIFT. We use their SURF equivalents in this study for speed.

### A.5 Evaluation

#### A.5.1 Quality of Segmentation

An underwater setting can be very complex and many fish have evolved camouflage for their natural environment. This creates challenges for an automated segmentation algorithm. In this experiment, we examine the performance of our approach, which only uses the apparent motion relative to the scene. The automated extraction is compared to the bounding boxes identified by human subjects. As motion is measured by image differencing, only small regions at the front and back of a uniform region will be easily identified. This approach will not create complete segmentations of the fish, but it will be able to identify smaller regions that are likely to be part of the fish. Therefore, in our analysis, we consider any overlap between the region found and the human bounding box to be a positive identification. Figure A.5 shows the histogram of detected fish sizes for the two extraction techniques. Though the automated technique identifies less of the fish, it can still be effective as it is more likely to identify visually distinctive portions of the individual, which are needed for classification.

Figure A.6 shows the precision recall curve of our approach generated by changing the confidence threshold. Even though we are only using motion to extract the fish, we are still able to do so precisely as long as we do not need to extract all the fish in the scene. We still are able to achieve over 70% precision while extracting 20% of the fish.

#### A.5.2 Impact of Segmentation Quality

Using an inaccurate segmentation can add noise to the classification system and hurt performance. If the region is too large, then extra features will be added to the document vector, increasing the noise. If
Figure A.6: Precision Recall curve of the fish extractor. Even though we are only using motion, we are still able to achieve over 70% precision while still being able to extract 20% of the fish.

Figure A.7: Histogram of the sizes of the two datasets. The automatically extracted fish patches are significantly smaller than the human labeling because it identifies less of the fish.

the region is too small, then there may not be enough features extracted to identify the fish. To test the impact of segmentation quality on the performance of the classification, we use both the human based segmentation and bounding boxes around the automated segmentation. The sizes of the boxes are then varied to see how performance changes away from the natural bounding box. Performance is measured as the mean class accuracy to account for the varying number of examples in the dataset. The results for this experiment, when using OpponentSURF features, are shown in fig. A.7.

In all cases, we see that as the bounding box increases in size, performance degrades as would be expected with more noise in the system. This effect can be partially mitigated by geometric reranking because that will filter out features that are not geometrically consistent, which happens more in background regions.

For some of the human segmented images, there is higher performance when the bounding box is smaller than the region identified. Since fish are sinuous, a bounding box around their entire area will include a lot of background. Thus, using a smaller box can decreases the number of features from the background and improve the signal to noise ratio. We see the opposite effect in the automated segmentation because those boxes are already very small. As they shrink even more, less features are extracted from the fish,
Figure A.8: The accuracy of the classifier for different fractions of queries returning confident results. Results are shown for both the machine and human datasets.

lowering the signal and hurting performance. These results indicates that it is very important to have a good segmentation of the fish. We would also expect improved performance with a tight segmentation instead of a simple bounding box.

A.5.3 Feature Types

In order to determine the effectiveness of different types of features, experiments were conducted using the features described in appendix A.4.3.1. The results are shown in fig. A.8. All of the features show performance significantly better than random, while the best feature set is the simplest: a histogram of HSV colors. Fish are very colorful and thus, it is not surprising that color alone has some discriminative power. The interest point detectors performed worse and is most likely due to the small number of interest points that can be found in the region of a fish. Typically, only around 15 are found during the automatic segmentation and 60 are found using the human segmentation. There is also a slight improvement to using color based SURF descriptors, with OpponentSURF and CSURF showing very similar results. This result, along with the reasonable performance of an HSV color histogram, indicate that color is a crucial component to any automated fish classification system.

A.6 Conclusions

We have built Reefbot, a robotic underwater vehicle, to act as an ambassador of the reefs to patrons at the PPG aquarium. This platform is also being leveraged to develop algorithms for automatically identifying fish species, which has proven to be a very formidable problem. We have presented a challenging dataset along with initial results from a segmentation and classification system that shows promise for classifying fish species in natural environments from moving platforms. Through our analysis, we have demonstrated that a good segmentation and the use of color information is crucial for any algorithm to reliably identify fish in a natural setting using cameras.
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