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Abstract

The current development of applications for sensor-based robotic and automation (R&A) systems is typically a "one-of-a-kind" process, where most software is developed from scratch, even though much of the code is similar to code written for other applications. The cost of these systems can be drastically reduced and the capability of these systems improved by providing a suitable software framework for all R&A systems. We describe a novel software framework, based on the notion of dynamically reconfigurable software for sensor-based control systems. Tools to support the implementation of this framework have been built into the Chimera 3.0 Real-Time Operating System. The framework provides for the systematic development and predictable execution of flexible R&A applications while maintaining the ability to reuse code from previous applications. It combines object-oriented design of software with port-automaton design of digital control systems. A control module is an instance of a class of port-based objects. A task set is formed by integrating objects from a module library to form a specific configuration. An implementation using global state variables for the automatic integration of port-based objects is presented. A control subsystem is a collection of jobs which are executed one at a time, and can be programmed by a user. Multiple control subsystems can execute in parallel, and operate either independently or cooperatively. One of the fundamental concepts of reconfigurable software design is that modules are developed independent of the target hardware. Our framework defines classes of reconfigurable device driver objects for proving hardware independence to I/O devices, sensors, actuators, and special purpose processors. Hardware independent real-time communication mechanisms for inter-subsystem communication are also described. Along with providing a foundation for design of dynamically reconfigurable real-time software, we are also developing many modules for the control module, device driver, and subroutine libraries. As the libraries continue to grow, they will form the basis of code that can eventually be used by future R&A applications. There will no longer be a need for developing software from scratch for new applications, since many required modules will already be available in one of the libraries.
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1 Introduction

The current development of applications for sensor-based robotic and automation (R&A) systems is typically a "one-of-a-kind" process, where most software is developed from scratch, even though much of the code is similar to code written for other applications. A high level of expertise is required to program and use these systems: both the programmer and user must have combined experience in sensor-based control systems theory, mechanics of manipulators, software engineering, real-time systems theory, operating systems programming, writing device drivers, and possibly other specialty areas depending on the application. The end result is a significant investment in software development, maintenance, and operating costs.

The cost of these systems can be drastically reduced and the capability of these systems improved by providing a suitable software framework for all R&A systems. The framework should provide an infrastructure for the programmer. It should include guidelines for decomposing applications into modules, methods for using modules from previous applications with minimal code modification, and specifications for module and communication interfaces. The infrastructure should also provide software tools for directly implementing an application based on familiar abstractions, automatically integrating the software modules, and ensuring predictable execution of the real-time code. The framework must be targeted to those people who will actually program and use the systems, which are the control engineers and shop floor workers respectively, and not software engineers or computer scientists.

Predictable execution of robotic applications has been addressed by Lyons et al. [10]. They use robot schemas based on port-automaton theory [17] to model computational aspects of robot execution, and provide a way of analyzing these models for real-time execution. This method provides systematic development of one-of-a-kind applications, but does not provide any means for reusing code from previous applications.

A popular method for improving code reusability is to use object-oriented design [3]. This methodology was adopted for robotic applications in the Robot Independent Programming Environment (RIPE) [12]. RIPE uses object-oriented design for planning and programming of robotics applications. RIPE, however, does not make any specifications for the underlying real-time code. Object-oriented design of real-time systems has been addressed by the Chaos system [15], which provides real-time support for objects. However, as discussed in [2] they have been unable to provide suitable real-time dynamic creation and destruction of objects nor predictable inter-object communication, both of which are required in flexible R&A systems.

In this paper, we describe a novel software framework, based on the notion of dynamically reconfigurable software for sensor-based control systems. It provides for the systematic development and predictable execution of flexible R&A applications while maintaining the ability to reuse code from previous applications. The framework combines object-oriented design of software with port-automaton design of digital control systems. The object-oriented methodology is used to provide a general framework for reusing code from previous applications and for providing hardware independent interfaces to specialized hardware, while the port-automaton methodology is used to provide automatic integration, real-time communication, and dynamic reconfiguration of task sets within an application. From this combination, we introduce the notion of port-based objects, which are objects that have input and output ports for real-time inter-object communication, and resource ports for communication with sensors, actuators, specialized hardware, and external subsystems. The real-time communication is performed by predictable mechanisms we have developed, which are based on shared memory within an open-architecture hardware environment.

Currently the only other work that we know of related to developing reconfigurable software for real-time systems is by Adan and Magalhaes. They have designed the STER programming model for reconfigurable distributed systems [1]. Their target application domain is distributed real-time applications, as compared to our target application domain of sensor-based control systems. The communication mechanisms, sched-
uling algorithms, real-time configuration analysis and hardware independent interfaces that are used for applications based on local-area-networks are very different from the ones that can be used in an open-architecture hardware environment. Although their approach and reasoning in developing modules as reconfigurable and reusable components is similar to ours, the details of their design are very different in order to correspond to the different target domain.

2 Motivation

We define a reconfigurable system as a sensor-based control subsystem which is capable of supporting multiple applications, and within a single application it can support multiple jobs or hardware setups. An example of a reconfigurable system is shown in Figure 1. Configuration $i$ has the modules $A$, $B$, $C$, and $D$, and configuration $j$ has the modules $A$, $D$, $E$, and $F$. Analysis of multiple configurations within a subsystem falls into two broad categories:

- For static reconfigurability, we are concerned with the correctness of each configuration, based on the inter-module communication, timing constraints and resource requirements of each module.
- For dynamic reconfigurability, we are concerned with maintaining the integrity of the subsystem while performing the transition from configuration $i$ to configuration $j$.

In our example, modules $A$ and $D$ are shared by both configurations. We consider a software module to be reconfigurable only if it meets the following two criteria:

1. Module design and implementation is independent of the target application;
2. Module design and implementation is independent of the target hardware configuration.

The first point ensures that the software is not application specific, and hence can be used in multiple applications. The second point ensures that the software is hardware independent, and hence can be used with various hardware configurations. Note that the second point stresses hardware configuration, and not just hardware. A software module may be hardware dependent, but all hardware dependencies must be hidden within that module, so that if the configuration changes, and that special piece of hardware is still part of the

Configuration $i$

```
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```

Configuration $j$

```
F
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```

Figure 1: Reusable software control modules within a reconfigurable system
new configuration, then the module can still be used. Similarly, if that special piece of hardware is replaced with different hardware that performs the same function, then only that one hardware dependent software module should be changed.

There are many reasons for designing a software framework for reconfigurable systems. The primary motivations for our approach include the following:

- Reconfigurable hardware, such as open architecture computing environments (e.g. VME-bus) and reconfigurable machinery (e.g. the Carnegie Mellon University (CMU) Reconfigurable Modular Manipulator System [14]), require reconfigurable software in order to take full advantage of all the capabilities of the hardware.
- Reconfigurable software is useful for supporting multiple applications on a fixed hardware setup.
- Generic graphical user interfaces and programming environments for R&A applications require that the underlying control system be reconfigurable [6].

Other major advantages to designing applications to use reconfigurable software, even for systems which do not have to be reconfigurable, include the following:

*Reusable Software:* Any software that is developed for a reconfigurable system is inherently reusable. By definition it can be added to an existing system without modifying any of the existing software; and it can automatically adapt to future changes within that system. Once a reusable module is built, it becomes part of a library of available modules. New applications do not have to redevelop every part of the system. Consequently, the development time for applications is significantly reduced.

*Expandability:* Existing hardware can be upgraded or new hardware or software added to the system without reprogramming the application.

*Technology Transfer:* A module (and hence the technology implemented within that module) can easily be transferred to another institution which is also using the reconfigurable software framework. Technology transfer is thus straightforward, even if different institutions are working on very different applications or have very different system setups.

The remainder of this paper is organized as follows: The terminology we use with our software framework is given in Section 3. The software framework and details of its various components are given in Section 4. Section 5 describes how the framework can be used to integrate more complex robotic and automation applications which are decomposed into multiple subsystems. Finally, in Section 6 we present our plans for future work related to developing software for reconfigurable R&A systems.

### 3 Terminology

A diagram of our software framework for reconfigurable R&A systems is shown in Figure 2. The framework has a clear separation between the real-time control code and the user interface and programming environment. In this paper we concentrate on the real-time control components of the framework, which are supported by the Chimera 3.0 Real-Time Operating System [18], [19]. A multi-layered graphical user interface and iconic programming environment have been developed to support applications based on our software framework. The interface and programming environment are collectively called Onika, and discussed in [6].

A *control module* is a instance of a class of port-based objects. Details of port-based objects are given in Section 4.1. A *control task* is the real-time thread of execution corresponding to a control module. Since there is at most one control task per control module, we use the terms *module* and *task* interchangeably. Con-
Figure 2: Software framework for reconfigurable systems
trol tasks may be either periodic or aperiodic, and can perform any real-time or non-real-time function, including motion control, data processing, servoing, communication with other subsystems, event handling, or user input/output (I/O). Periodic tasks block on time signals, whereas aperiodic tasks block on asynchronous events such as messages, semaphores, or device interrupts. Control tasks can perform either local or remote procedure calls, invoke methods of other objects such as device drivers, and communicate with other subsystems.

A module library is an object-oriented database (OODB) of control modules that are available for use in building the system. For example, modules in a robotics control library typically include digital controllers, teleoperation input modules, trajectory generators, differentiators and integrators, subsystem interfaces, and sensor and actuator modules; each of which is a sub-class of control modules.

A subroutine library is a collection of software routines which create output based on the input arguments, and returned either as a return variable or as one of the arguments, based on input arguments. Subroutines in a subroutine library should not maintain any state between calls, and should not access any external hardware devices. That is, if $y=f(x)$, then for any given value of $x$, the same value of $y$ should always be produced. If that is not the case, then either the subroutine has an internal state or it communicates with hardware, and therefore it is better suited for one of the other libraries. A subroutine library can contain both procedural and object-oriented code.

A device driver library is an OODB of device drivers, which are one of three classes: input/output device (IOD) drivers, sensor-actuator independent (SAI) drivers, and special purpose processor (SPP) drivers. The IOD drivers provide hardware independence to non-intelligent I/O devices, such as serial ports, parallel ports, analog-to-digital and digital-to-analog converters, and frame grabbers. The SAI drivers provide hardware independence to sensors, such as force/torque sensors, tactile sensors, and cameras, and to actuators, such as robots, grippers, and computer-controlled switches. The SPP drivers provide a generic hardware-independent interface to special purpose processors, such as floating point accelerators, digital signal processors, image processors, intelligent I/O devices, LISP machines, and transputers.

A task set (or configuration, the names are used interchangeably) is formed by integrating objects from a module library to form a specific configuration. Objects from the subroutine and device driver libraries are automatically linked in based on the needs of each module in the task set. A task set is used to implement functions such as motion control, world modelling, behavior-based feedback, multi-agent control, or integration of multiple subsystems.

A job is a high-level description of the function to be performed by the task set. Examples of jobs include a command in a robot programming language such as move to point $x$, a pick-up operation, or visual tracking of a moving target. Each job corresponds to a predefined task set, and has a set of pre-conditions and post-conditions. If both the post-conditions of the current job and the pre-conditions of the next job in the sequence are met, then a dynamic reconfiguration can be performed within the system. A job can also be a collection of other jobs, allowing for hierarchical decomposition of an application.

A control subsystem is a collection of jobs which are executed one at a time, and can be programmed by a user. Multiple control subsystems can execute in parallel, and operate either independently or cooperatively.

An application is one or more subsystems executing in parallel. These subsystems can include control subsystems based on our software framework for reconfigurable systems, as well as subsystems based on other software frameworks, such as vision subsystems, path planners, neural networks, and expert systems, to name a few.

A typical target hardware platform for a reconfigurable R&A system is shown in Figure 3. It contains one or more open-architecture buses and can house multiple single board computers, which we call real-time processing units (RTPUs). Each subsystem executes on one or more RTPUs within one of the buses, and a
control task executes on one of the RTPUs. Special purpose processors, I/O devices, a host workstation, and other hardware communication links may also be part of the target hardware platform.

4 Description of a Software Framework for Reconfigurable Systems

In this section, the details of our software framework for reconfigurable systems are presented. We start by providing a description of a port-based object. We then present the state variable table mechanism we have developed for integrating control tasks while maintaining the real-time constraints of a task set. We then

Figure 3: Typical target hardware for a reconfigurable sensor-based control system.
describe the internal structure of a control module and how it makes use of the state variable table. We give examples of a library of software modules, sample configurations, and an example of reconfiguring a task set. We describe how modules can be combined in order to reduce complexity, save execution time, and reduce bus bandwidth for a configuration. Finally, we describe the hardware independent interfaces of the device drivers which are required to develop modules independent of the target hardware setup.

4.1 Port-Based Objects

A port-based object, also called a control module, combines the notions of object-oriented and port automaton design paradigms, in that it is defined as an object, but it has various ports for real-time communication. As with any standard object [3], each module has a state and is characterized by its methods. The internals of the object are hidden from other objects. Only the ports of an object are visible to other objects. A simplified model of a port-based object is shown in Figure 4; a more detailed model is given in Section 4.3. Each module has zero or more input ports, zero or more output ports, and may have any number of resource ports. Input and output ports are used for communication between tasks in the same subsystem, while resource ports are used for communication external to the subsystem, such as with the physical environment, other subsystems, or a user interface.

A link between two objects is created by connecting an output port of one module to a corresponding input port of another module. A configuration can be legal only if every input port in the system is connected to one, and only one, output port. A single output may be used as input by multiple tasks. In our diagrams, we represent such fanning of the output with just a dot at the intersection between two links, as shown in Figure 5. In this example, both modules A and B require the same input p, and therefore the module C fans the single output p into two identical outputs, one for each A and B.

If two modules have the same output ports, then a join connector is required, as shown in Figure 6. A join connector is a special object which takes two or more conflicting inputs, and produces a single non-conflicting output based on some kind of combining operation, such as a weighted average. In this example modules A and B are both generating a common, hence conflicting output p. In order for any other module to use p

![Figure 4: Simple model of a port-based object, also called a control module](image)

![Figure 5: Fanning an output into multiple inputs](image)
as an input, it must only connect to a single output $p$. The modules with conflicting outputs have their output port variables modified, such that they are two separate, intermediate variables. In our example, the output of module $A$ becomes $p'$, and the output of module $B$ becomes $p''$. The join connector takes $p'$ and $p''$ as inputs, and produces a single unambiguous output $p$.

A task is not required to have both input and output ports. Some tasks instead receive input from or send output to the external environment or to other subsystems, through the resource ports. Other tasks may generate data internally (e.g. trajectory generator) and hence not have any input ports, or just gather data (e.g. data logger), and hence have no output ports.

A sample library of control modules is shown in Figure 7. The following variable notation is used in our diagram:

- $\theta$: joint position
- $\dot{\theta}$: joint velocity
- $\ddot{\theta}$: joint acceleration
- $\tau$: joint torque
- $J$: Jacobian
- $x$: Cartesian position
- $\dot{x}$: Cartesian velocity
- $\ddot{x}$: Cartesian acceleration
- $f$: Cartesian force/torque
- $z$: wild-card: match any variable

The following subscript notation is used in our diagram:

- $d$: desired (the final goal)
- $r$: reference (the goal for each cycle)
- $m$: measured (obtained from sensors on each cycle)
- $u$: control signal (a computed control value after each cycle)
- $y$: wild-card: match any subscript

The target users of this software framework are control systems engineers, and not software engineers or computer scientists. One of our major design decisions was therefore to integrate tasks based on a control systems model, where a task set resembles a control systems block diagram, and each input and output port is a state variable, and not a message port. Tasks execute asynchronously, and on each cycle, the most recent data corresponding to the input port variables is obtained, and at the end of the cycle, the new data corresponding to the output port variables is used to update the subsystem’s state information.

### 4.2 Control Module Integration

A task set is formed by selecting objects from the control module library which link together to form either an open-loop or closed-loop system. Each object will execute as a separate task on one of the RTPUs in the real-time environment. An example of a fairly simple task set is the PID joint control of a robot, as shown in Figure 8. It uses three modules taken from the control module library: the joint position trajectory generator, the PID joint position controller, and the torque-mode robot interface.
As mentioned in the previous section, a legal configuration exists when there is exactly one output port for every input port in the task set. Such an abstraction is only useful if there exists a straightforward implementation. We now change our focus from software abstractions to the design and implementation of a real-time system based on those abstractions.

To support our abstraction of port-based objects, we have designed a state variable table mechanism for providing the real-time intertask communication of a task set in a multiprocessor environment. Our mechanism assumes that each control task is self-contained on a single processor, and that a control subsystem is contained within a single open-architecture backplane.

The communication mechanism is based on using global shared memory for the exchange of data between modules, as shown in Figure 9, thus providing communication with minimal overhead. Every input port and output port is a state variable. A global state variable table is stored in the shared memory. The variables in

Figure 7: Sample control module library

Figure 8: Example of PID joint control.
This table are a union of the input port and output port variables of all the modules that may be configured into the system. Tasks corresponding to each control module cannot access this table directly. Rather, every task has its own local copy of the table, called the local state variable table.

Only the variables used by the task are kept up-to-date in the local table. Since each task has its own copy of the local table, mutually exclusive access is not required. At the beginning of every cycle of a task, the variables which are input ports are transferred into the local table from the global table. At the end of the task's cycle, variables which are output ports are copied from the local table into the global table. This design ensures that data is always transferred as a complete set, since the global table is locked whenever data is transferred between global and local tables.

Each task executes asynchronously. That is, it executes according to its own internal timer, and not according to a signal received from a different task. This method allows tasks to execute at different rates, and minimizes the inter-dependency of tasks, thus simplifying the real-time analysis of a configuration. A real-time scheduling algorithm for dynamically reconfigurable systems, such as the maximum-urgency-first algorithm [20] can be used to guarantee the time and resource constraints of the task set, assuming that the state variable table mechanism used for communication is predictable. We now show that our mechanism is predictable when a proper locking mechanism for the global state variable table is selected.

First, we consider the utilization of the open-architecture bus, which is a shared resource among tasks which execute on different processors. When using the global state variable table for inter-module communication, the number of transfers per second \( Z_j \) for module \( M_j \) can be calculated as follows:

\[
Z_j = \frac{\left( \sum_{i=1}^{n_j} S(x_{ij}) + \sum_{i=1}^{m_j} S(y_{ij}) + 2\Delta \right)}{T_j}
\]  

where \( n_j \) is the number of input ports for \( M_j \), \( m_j \) is the number of output ports for \( M_j \), \( x_{ij} \) is input variable \( x_i \) for \( M_j \), \( y_{ij} \) is output variable \( y_i \) for \( M_j \), \( S(x) \) is the transfer size of variable \( x \), \( T_j \) is the period of \( M_j \), and \( \Delta \) is the transfer overhead required for locking and releasing the state variable table for each set of transfers.

![Figure 9: Structure of state variable table mechanism for control module integration](image-url)
We assume that there is a single lock for the entire global state variable. The table is locked by a task at most twice per cycle: first to transfer all input variables before each cycle, and again to transfer all the output variables at the end of each cycle. If each variable has its own lock, the locking overhead increases to \((m+n)\Delta\). Advantages of using a single lock for the entire table over using multiple locks, a performance comparison, and details on guaranteeing a bounded waiting time for the task are given in [21].

Whether multiple modules run on the same RTPU, or each module runs on a separate RTPU, the maximum bus bandwidth \(B\) required for a particular configuration remains constant. Therefore \(B\) can be used to determine whether there is sufficient bus bandwidth for a given configuration. The maximum bus utilization \(B\) for \(k\) modules in a particular configuration, in transfers per second, is

\[
B = \sum_{j=1}^{k} Z_j
\]  

where \(Z_j\) is the number of transfers per second for module \(M_j\), as computed in (1).

The global state variable table mechanism described in this section has been incorporated into the Chimera 3.0 Real-Time Operating System. More details on the implementation can be obtained in the Chimera program documentation [19].

4.3 Generic Framework of a Port-Based Object

In the previous section we described how control tasks communicate with each other through a state variable table. We have yet to address the issue of when such communication is to occur. We now refine our software abstraction of a port-based object by describing its components, the actions taken by the object in response to external signals, and the communication performed by the object before and after each of those actions.

A port-based object can have two kinds of input: constant input that needs to be read in only once during its initialization (in-cons), and variable input which must be read in at the beginning of each cycle (in-var) for periodic tasks, and at the start of processing an event for aperiodic tasks. Similarly, a task can have output constants (out-cons) or output variables (out-var). Both the constants and variables are transferred through the global state variable table.

The input and output connections shown in the control module library in Figure 7 are all variables; constant inputs and outputs were omitted for the sake of simplicity in presenting the software framework. In Figure 10 we show a sample Cartesian teleoperation configuration which does include both the constants and variables. The constant connections are shown with a dotted line, while the variable connections are shown with solid lines. The Cartesian controller can be designed for any robotic system if it uses generalized forward and inverse kinematics [8]. In such a case, the forward kinematics and Jacobian and inverse dynamics modules require the Denavit-Hartenberg parameters (DH) [5] as input during initialization. In addition, many modules require the number of degrees-of-freedom (NDOF) of the robot. The robot interface module can be designed so that it is dependent on the robotic hardware, but provides a hardware independent interface to the rest of the system. It generates the constants NDOF and DH, therefore these constants are out-cons. Other modules can then have these constants as input during initialization, and configure themselves for the robot being used. If the robot is changed, then only the robot interface module needs to be changed. For fixed-configuration robots, the values of NDOF and DH are typically hard-coded within the module or stored in a configuration file, while for reconfigurable robots [14], these values are read in from EPROMs on the robot during initialization of the robot interface module.

The use of in-cons and out-cons by the modules create a necessary order for initialization of tasks within the configuration. Tasks that generate out-cons must be initialized before any other task that uses that constant as an in-cons is initialized.
The code for a control module is decomposed into several components, which are implemented as methods of the control object, or as subroutines if the control object is defined as an abstract data type. The components are `init`, `on`, `cycle`, `off`, `kill`, `error`, and `clear`. The `init` and `on` components are for a two-step initialization. The `cycle` component executes once for each cycle of a periodic task, or once for each event to be processed by an aperiodic server. The `off` and `kill` components are for a two-step termination. The `error` and `clear` components are for automatic and manual recovery from errors respectively. We now go into more detail on the functionality of each of these components, and the intertask communication which occurs before and after each component is executed. Refer to Figure 11 for a diagram of these components, and how they relate to the state variable table transfers and events in the system.

A task is created from an object by sending that object a `spawn` signal. In response to that signal, a new thread of execution is created within the real-time system. The task performs any initialization it requires, including allocating memory, initializing the local state variable table, and initializing resources, by executing its `init` component. When using an object-oriented programming language such as C++ for implementation, the `init` component is the constructor method of the object. Before calling the `init` component, any `in-cons` are read from the state variable table, allowing the task to configure itself based on other tasks in the system. If the task has any `out-cons`, these are sent to the state variable table following the execution of the `init` component, allowing for the subsequent initialization of other tasks that require those constants. After the task is created and initialized, it remains in the `OFF` state until it receives an `on` signal.

Once a task is created, it can be turned on (executing) and off (not executing) quickly by sending the task `on` and `off` signals respectively. When the task receives an `on` signal, both its `in-vars` and `out-vars` are transferred from the global state variable table into the local table. The `on` component is then executed to perform a small amount of initialization in order to place the task into a known internal state which is consistent with the rest of the system. It is generally quite obvious that the `in-vars` must be read in to update a task’s internal state, but it is not as obvious why the `out-vars` must also be read in. Control algorithms generally compute...
Figure 11: Generic framework of a port-based object.
a new output as a function of its inputs and previous outputs. Normally, the control algorithm remembers its outputs, and therefore only has to read in the inputs from the state variable table. When turning a task on, the control algorithm requires initial values for those output variables to ensure that the system remains stable. These initial values must represent the current state of the system, which is reflected only by the current values in the state variable table. During system start-up initial values are often copied into the state variable table by the overseeing task, while during a dynamic reconfiguration a different control algorithm that is being turned off may have been producing those output variables. Therefore by reading the out-vars before execution of the on component, the control algorithm can properly update its internal view of the system. If necessary, the task can update the out-vars during the on component, and hence the out-vars are copied back to the global state variable table after execution of the on component. The task then enters the ON state.

For as long as the task is in the ON state, the cycle component is executed every time the task receives a wakeup signal. For periodic tasks, the wakeup signal comes from the operating system timer, while for aperiodic tasks, the wakeup signal can result from an incoming message or other asynchronous signalling mechanism supported by the underlying operating system. Before the cycle component is called, in-vars are transferred from the global state variable table into the local table. After the cycle component finishes, the out-vars are transferred from the local to the global table.

The off component is called in response to a signal which tells the task to stop executing. It is useful for disabling interrupts and placing final values on the output ports and output resources, to ensure that the stability of the system is maintained while that task is not executing, and to save any internal state or logged data onto more permanent storage. The kill component is used to terminate a task and free up any resources it had previously allocated. When using an object-oriented programming language, the kill component is the object’s destructor method.

The signals spawn, on, off, and kill are issued externally from the task set, either by the user interface or by the underlying job control software which performs automatic integration and dynamic reconfiguration of task sets. The format of these signals is flexible within the framework, and is usually programming environment dependent. In our implementation, these signals can come from a planning task overseeing the application, a command-line or graphical user interface, or over the network from an external subsystem.

Until now, we have made no mention of errors which may occur during the initialization, execution, or termination of a task. Within our framework, we have adopted the global error handling paradigm, as supported by Chimera [18]. With global error handling, whenever an error is encountered, an error signal is generated. The signal can then be caught by either a user-defined or system-defined error handler.

By default, an error generated during initialization prevents the creation of the task, and immediately calls the kill component which can free any resources that had been allocated before the error occurred. If an error occurs after a task is initialized, then the error component is called. The purpose of the error component is to either attempt to clear the error, or to perform appropriate alternate handling, such as a graceful degradation or shutdown of the system. If for any reason the task is unable to recover from an error, the task becomes suspended in the ERROR state, and a message sent to the job control task that operator intervention is required. After the problem is fixed, the operator sends a clear signal (from the user interface), at which time the clear component is called. This code can do any checks to ensure the problem has indeed been fixed. If everything is fine to proceed, then the task returns to the OFF state, and is ready to receive an on signal. If the error has not been corrected, then the task remains in the ERROR state.

A more detailed C-language specification for this control module interface, which makes use of abstract data types for implementing objects, is given in [19]. Developing a C++ specification for this structure of a port-object is straightforward and part of our future plans. Using an object-oriented programming language has the advantage of supporting inheritance for separating port-objects into various sub-classes, similar to the separation shown in Figure 7.
4.4 Reusing and Reconfiguring Modules

Our software framework is designed especially to support reconfigurable software. In this section, we demonstrate that capability by use of an example. Figure 12 and Figure 13 show two different visual servoing configurations. Both configurations obtain a new desired Cartesian position from a visual servoing subsystem [13], and supply the robot with new reference joint positions. The configuration in Figure 12 uses standard inverse kinematics, while the configuration in Figure 13 uses a damped least squares algorithm to prevent the robot from going through a singularity [24]. The visual servoing, forward kinematics and Jacobian, and position-mode robot interface modules are the same in both configurations. Only the controller module is different.

The change in configurations can occur either statically or dynamically. In the static case, only the objects required for a particular configuration are created. In the dynamic case, the union of all objects required are created during initialization of the system. Assuming we are starting up using the configuration in Figure 12, then the inverse kinematics task is turned on immediately after initialization, causing it to run periodically, while the damped least squares and time integrator tasks remain in the OFF state. At the instant that we want the dynamic change in controllers, we send an off signal to the inverse kinematics task and an on signal to the damped least squares and time integrator tasks. On the next cycle, the new tasks automatically update

![Figure 12: Example of visual servoing using inverse dynamics control module](image)

![Figure 13: Example of visual servoing using damped least squares control module](image)
their own local state variable table, and execute a cycle of their loop, instead of the inverse kinematics task doing so. Assuming the on and off operations are fairly low overhead, the dynamic reconfiguration can be performed without any loss of cycles.

For a dynamic reconfiguration which takes longer than a single cycle, the stability of the system becomes a concern. In such cases, when the dynamic reconfiguration begins, a global illegal configuration flag is set, which signals to all tasks that a potentially illegal configuration exists. Critical tasks which send signals directly to hardware or external subsystems (e.g. the robot interface module) can go into locally stable execution, in which the module ignores all input variables from other tasks, and instead implements a simple control feedback loop which maintains the integrity of the system. That loop can be something like keeping a robot's position or velocity constant while the dynamic configuration takes place. When the dynamic reconfiguration is complete, the global flag is reset, and the critical tasks resume taking input from the state variable table.

The illegal configuration flag can also be used when an error is detected in the system. If the execution of one or more modules is halted because of an error, then the state variable data may no longer be valid. To prevent damage to the system, critical tasks go into their locally stable execution until the error is cleared or the system properly shut down. Note that any task with locally stable execution should be considered a critical task for real-time scheduling purposes and thus have highest priority in the system.

4.5 Combining Objects

The model of our port-based objects allows multiple modules to be combined into a single module. This has two major benefits: 1) complex modules can be built out of smaller, simpler modules, some or all of which may already exist, and hence be reused; and 2) the bus and processor utilization for a particular configuration can be improved.

For maximum flexibility, every object is executed as a separate task. This structure allows any object to execute on any processor, and hence provides the maximum flexibility when assigning tasks to processors. However, the operating system overhead of switching between these tasks can be eliminated if each object executes at the same frequency on the same processor. Multiple objects then make up a single larger module, which can then be a single task.

The bus utilization and execution times for updating and reading the global state variable table may also be reduced by combining objects. If data from the interconnecting ports of the objects forming the combined module is not needed by any other module, the global state variable table does not have to be updated. Since the objects are combined into a single task, they have a single local state variable table between them. Communication between those tasks remains local, and thus reduces the bus bandwidth required by the overall application.

The computed torque controller [11] shown in Figure 14 is an example of a combined module. It combines the PID joint position computation object with the inverse dynamics object. The resulting module has the inputs of the PID joint position computation, and the output of the inverse dynamic object. The intermediate variable $x_u$ does not have to be updated in the global state variable table. In addition, the measured joint position and velocity is only copied from the global state variable once, since by combining the two modules, both modules use the same local table. Combining modules is desirable only if they can execute at the same frequency on the same RTPU at all times, as a single module cannot be distributed among multiple RTPUs.

4.6 Hardware Independent Interfaces

One of the fundamental concepts of reconfigurable software design is that modules are developed independent of the target hardware. The issue of hardware independence has been addressed extensively, and is one of the main goals of any operating system. However, most operating systems do not provide sufficient hardware independence that is required by reconfigurable systems.
UNIX-based real-time operating systems (RTOS) support a device driver concept, where all devices are treated as files, and the generic C interface routines `open()`, `read()`, `write()`, `close()`, and `ioctl()` are used to access all functions of the device. This interface works well as long as data transferred between the device and program arrives as a steady stream. In sensor-based control systems, however, this is usually not the case. For example, an analog-to-digital converter (ADC) may have several ports. On each cycle of a periodic task, one or more of the ports must be read. Very often the same device is shared, with different tasks reading from different ports. There is no standard method of writing UNIX-like device drivers for these port-based I/O devices. In many cases, programmers either change the function of the arguments for the `read()` and `write()` calls, the `ioctl()` routine is over-used as an interface to every function, or the ports are memory mapped, thus requiring the higher-level software to be responsible for the synchronization and handshaking of the device in a hardware dependent manner.

We now describe the additional hardware independence provided within our framework by using various classes of device driver objects. In our abstraction port-based objects communicate with the devices through resource ports. In our implementation, these resource ports are created by instantiating a device driver object.

### 4.6.1 Reconfigurable I/O Device Drivers

Reconfigurable software modules must be capable of running on any processor in a multi-processor system. This is often a problem for modules which require access to I/O devices. Since most UNIX-like RTOS have the device drivers built into the kernel, each I/O device in a system is tied to the processor for which its driver has been initialized at bootup time. Although this may be acceptable for single-processor systems, it limits a software module to a specific RTPU in a multiprocessor system—the one which has the device driver for the particular device built-in to the kernel—which in turn puts severe constraints on the reconfigurability of a task set.

We define the concept of reconfigurable I/O device (IOD) drivers for multiprocessor reconfigurable system, in which a device driver can float to any RTPU on the system. Instead of being initialized at bootup time, a device driver is a standard object (i.e. not a port-based object) is created during the `init` component of a port-based object, and on the processor on which that task is executing. A global database of device information is kept on one of the RTPUs, which keeps track of device usage within a subsystem. It is responsible for locking non-shared devices, and ensuring appropriate cooperation for shared devices.

![Diagram of computed torque controller](image-url)
The IOD driver objects are designed especially for the port-based I/O devices (not to be confused with port-based objects) typical in an R&A system. An I/O device is typically a collection of ports. A task opens either all or a subset of the ports for the I/O device. If only a subset of ports are used, the remaining ports are available to other tasks. The device can be opened from any RTPU, but once opened, the device remains locked for that RTPU until all tasks using it close it. It can then be reopened by a task on any RTPU in the system. Since multiple ports from the same I/O port usually share one or more registers, any synchronization required to access different ports from different tasks can be built-in to the IOD drivers, and thus hidden from any higher level code.

In most operating systems that have drivers built-in to the kernel, a new kernel must be rebuilt every time new devices are added into the system. This practice is not suitable for reconfigurable systems, as it must be possible to add and remove devices, without rebuilding any code. To do so, the objects are stored in an OODB and is loaded at run time, and the device drivers execute in user mode, and not in privilege mode. In our Chimera implementation which uses abstract data types for implementing objects, the OODB is constructed as a configuration file; the underlying driver code is data-driven, such that it becomes automatically configured to use the devices available in the system. Adding, removing, or modifying the characteristics of a device is then a matter of modifying a configuration file only, with no code recompilation.

4.6.2 Sensor-Actuator Interface and Drivers

Another shortcoming of the UNIX-based device driver methodology is that a hardware independent interface is provided to I/O devices only, and not to any equipment that may be attached to the device. There are no provisions in traditional real-time operating systems to provide a hardware independent interface to the sensors and actuators connected to the I/O devices. As a result, code must be written with knowledge of the types of sensors and actuators in the system, hence the software modules are hardware dependent.

To alleviate this problem we have defined a class of sensor-actuator independent (SAI) objects that provide a hardware independent layer to all sensors and actuators. Sensors and actuators have a set of input and output variables, similar to the inputs and outputs of the control modules. Similar sensors would have similar variables. The sensor-actuator driver contains any hardware specific code for the particular sensor or actuator, which may include scaling raw data into typed data, reading a specific type of I/O device, preprocessing the data, and controlling the synchronization of the sensor or actuator.

Consider force-torque sensors from two different manufacturers: one requires a parallel I/O port for communication, the other requires an analog-to-digital converter. Because of the different I/O interfaces, each one must perform different kinds of device initialization. The raw data from each may also be different, and must be scaled according to the calibration matrices of the particular sensor. In any case, the output from both sensors is identical—3 force readings and 3 torque readings. Thus both of these sensors would provide the same output variable of measured force/torque. As with the control modules, SI units are used for all variables. A module that requires force data can read the measured force variable through any SAI object that produces force/torque data. The module is compatible with any force-torque sensor, and hence the required hardware independence for the module has been achieved, allowing it to be used in a reconfigurable system.

More details of a C-language specification using abstract data types for an SAI interface has been defined in Chimera and is given in [19]. SAI objects have already been written for several sensors and actuators, including the Puma robot, Direct Drive Arm II Robot [7], [23], CMU Reconfigurable Modular Manipulator System [14], both Lord and Assurance Technology force/torque sensors, Dimension-6 trackball, and an Imaging Technology vision subsystem.
4.6.3 Special Purpose Processor Interface and Drivers

Most operating systems attempt to treat all hardware, including special purpose processors (SPPs) such as floating point accelerators, image processors, LISP machines, transputers, and digital signal processors, as files. The basic function of an SPP is so different from any file or I/O device that the traditional read(), write(), and ioctl() do not provide an adequate interface. These operating systems generally provide some form of memory mapping function (e.g. mmap()) which allows mapping the entire memory and registers of the SPP into user space. Commercial manufacturers of the SPPs write their own custom interface to the SPP to bypass the standard device driver interface, and provide commands such as download, call, and transfer-data. As a result, every SPP has its own unique interface, and hence the code using the interface is hardware dependent.

We define a class of special purpose processor objects, which provide a hardware independent interface to SPPs. The SPP objects have characteristics similar to the reconfigurable I/O device drivers, in that it operates at the lowest level and communicates directly with the hardware. It has generic driver components for initializing and downloading code to the SPP, translating subroutine names into local pointers, making transparent remote procedure calls, transferring data between the SPP and RTPU, and synchronizing a task's execution with the SPP's execution. Remote procedure calls from a control task to an SPP are thus handled internally by the object, and hence transparent to the remainder of the application.

The C-language specification using abstract data types for the SPP objects has been defined in [19] and is supported by Chimera. SPP drivers have already been implemented for the Mercury 3200 and SKYbolt i860 Floating Point Accelerators.

5 Systems Integration

In simpler applications, a few control modules is sufficient to implement a feedback loop to control a robot. In more complex systems, however, there may be many subsystems, including multiple control feedback loops to control multiple robots or complex grippers, and external subsystems such as path planners, vision systems, and expert systems. When the application consists of multiple subsystems, a higher-level software architecture is used to describe the interconnections between subsystems.

Our software framework is designed to be independent of the software architecture used for an application. An application is designed as one or more subsystems. The subsystems can either be control feedback loops, which make use of reconfigurable software modules as described previously in this paper, or consist of a single module, which is an interfacing module to an external subsystem.

There is generally two types of communication between subsystems: aperiodic or periodic. Aperiodic communication occurs on an as-needed basis, while periodic communication occurs at regular intervals. Within our framework, there are no constraints as to what kind of communication can be used between subsystems, as long as the interfacing module within each subsystem uses the same mechanism. In this section, we present some of the mechanisms available in Chimera 3.0.

5.1 Aperiodic Communication

When tasks communicate aperiodically, usually a message is sent, which contains either a command or new data, or a signal is sent to the other subsystem. In Chimera 3.0, the multiprocessor priority message passing can be used to send messages between subsystems, and the remote semaphores can be used to send signals to a remote subsystem [18]. Other user-defined mechanisms can also be used if necessary.

A subsystem interfacing module is an aperiodic server, which waits for a message or signal from the remote subsystem. When the signal is received, the aperiodic server executes its cycle component, which can either parse the data in the message, or read from a shared memory location which now contains the data. After
filtering or processing the data (if necessary) the data is placed on its output ports, which in turn updates that subsystem’s global state variable table.

5.2 Periodic Communication

When multiple subsystems must communicate with each other periodically, there are several real-time concerns that come into play, including the following:

- Communication should be non-blocking, so that the real-time considerations of each subsystem can be isolated from other subsystems.
- Interfacing modules in each subsystem may not be executing at the same rate; whenever the receiving module requires new information, the most recent data must be obtained.
- The two subsystems may be on different buses; although some shared memory is available, hardware synchronization such as semaphores or the *test-and-set* instruction is not available.

We have designed and implemented a communication mechanism which addresses these issues. It provides non-blocking periodic real-time communication with other subsystems. Like the state variable table mechanism, it relies on state information, where the most recent data is always read by the receiving module.

Between subsystems, we assume that there is a one-to-one communication link and a fixed amount of data to be transferred on each cycle. One task is the *sender*, and writes data into shared memory periodically, while the other task is the *receiver*, and reads from that shared memory periodically. Such communication has sometimes been implemented using a double-buffer technique. While the sender is writing the data into one buffer, the receiver can read the data from the other buffer. When both are finished, they swap buffer pointers, and can continue with the next buffer. This method insures that the sender and receiver are never accessing the same data at the same time. There are major problems with this scheme, however. It requires that both tasks operate at the same frequency and be properly synchronized. Alternately, the tasks may be at different frequencies, but if those frequencies are not multiples of each other, then one task ends up constantly blocking while the other task tries to finish using the buffer. Another problem exists if there is a clock skew between the clocks of the two tasks, which can also cause undesirable blocking between the tasks.

A solution to this problem is to use three buffers instead of two. At any given time, there is always one buffer not in use. When one of the two tasks finishes with its buffer, it can immediately use the free buffer. This allows both tasks to execute independently and not block. Flowcharts of the algorithms used for the sender and receiver are shown in Figure 15. The receiver always reads the most recent data, and neither the receiver nor sender ever block because a buffer is not ready.

A time-stamp is attached to each data item, which keeps track of when the data was generated. The time-stamp may be either the physical time when the data was generated, or a counter that is incremented once for each data item generated. In the Chimera 3.0 implementation, both are provided. The physical time is useful if a task must differentiate or integrate the data over time. The counter makes it easier to check how many data packets were lost if the receiver is slower than the sender. If the time-stamp of the current data read by the receiver is the same as the time-stamp of the previous data read, then the receiver is executing faster than the sender, and hence it must reuse the old data.

Since there is usually no *test-and-set* or equivalent hardware synchronization available between the subsystems, the triple buffering mechanism uses a software mutual exclusion algorithm [16] to ensure the integrity of all buffers in the case where both the sender and receiver are trying to switch buffers simultaneously. The algorithm uses polling if the lock is not obtained on the first try. However, since the lock is only kept for as long as it takes to switch the buffer pointer (less than 5 μsec on an MC68030), setting a polling time equal to 5 μsec on an MC68030 ensures that the task never has to retry more than once, and its maximum waiting time for the lock is less than two times the polling time. For real-time analysis, this
time can be considered execution time, and not blocking time. In the Chimera implementation, the synchronization is completely transparent to the user.

6 Future Work

The software framework we describe has proven to be an extremely valuable tool for building R&A applications. The methodology is being used at Carnegie Mellon University with the Direct Drive Arm II [7], [23], the Reconfigurable Modular Manipulator System [14], the Troikabot System for Rapid Assembly [9], and the Self-Mobile Space-Manipulator [4], and at the Jet Propulsion Laboratory, California Institute of Technology, on a Robotics Research 7-DOF redundant manipulator [22]. These systems all share the same software framework. In many cases, the systems also share the same software modules. The sensors, actuators, and computing hardware used for any particular experiment on any of these systems can be reconfigured in a matter of seconds, and the software can be reconfigured dynamically. By using the framework, we can install new systems and get applications up and running in a matter of days, instead of the several months it took us before we began to use our framework.

Despite our current success, there are still many issues that have not yet been resolved. Some of the issues include the following:

- The global allocation of tasks to RTPUs is currently done manually. A global scheduling algorithm which can automatically map these tasks to the RTPUs based on the timing and resource constraints of each task within a subsystem is required.

- The real-time analysis of a configuration requires that the CPU time required by a module be known a priori. This is often difficult to obtain, especially in a multiprocessor application where the RTPUs are not necessarily the same type, and thus the task may
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Figure 15: Flowchart of the sender and receiver tasks for triple-buffered communication
have different CPU requirements for each RTPU. We are looking into automatically profiling the tasks in order to obtain fairly accurate first estimates of execution time, and to be able to automatically adjust the estimates during run-time if the original estimates are incorrect.

- Most real-time scheduling concentrates on guaranteeing that critical tasks meet their deadlines in a hard real-time system. However, many R&A applications have at most one or two hard real-time tasks, and the remaining tasks are soft real-time. We are currently analyzing the potential for using soft real-time scheduling algorithms in order to improve the functionality of an R&A application without adding additional hardware, and hence additional costs to the system.

- Currently the dynamic reconfiguration is performed under program control or by the user. The underlying operating system does not ensure that the stability of a system is maintained. We are further studying the possibility of having the critical tasks in the system remain locally stable during dynamic reconfiguration. This means that the task ignores its input ports whenever an invalid configuration is detected, and instead ensures locally that the hardware it is controlling remains stable. These same mechanisms can be used if errors in the system are detected, and the system must either remain stable or perform a graceful degradation or shutdown.

- We have implemented all our objects in Chimera using abstract data types in C, and subroutine calls for each of an objects components. A logical next step is to use an object-oriented programming language, such as C++, which would give us the advantage of object inheritance for further improving the reusability of existing application code.

Along with the foundation provided by the software framework, we are also developing many modules for the control module, device driver, and subroutine libraries. As the libraries continue to grow, they will form the basis of code that can eventually be used by future R&A applications. There will no longer be a need for developing software from scratch for new applications, since many required modules will already be available in one of the libraries.
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