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Abstract

Lighting simulation contribute readily to the synthesis of high performance lighting designs. Unfortunately there exist several issues impeding the pervasive use of lighting simulation, including:

1. Most of the time in preparing lighting simulations is spent towards the input of existing but non-interoperable information between different tools.
2. Lighting simulation tools do not complement integrated building design processes where the design solution is progressively developed in multiple disciplines concurrently; lighting simulation tools require design information (attributes) that may not yet be defined, and is non-interoperable with other tools.
3. Disparate tools with vastly different technical approaches available for different stages of the building design process do not allow consistent or meaningful performance comparisons between design versions, and similarly makes design performance progress tracking between design versions difficult.
4. Lighting simulation tools provide radiance and irradiance values as simulation results, and much time and manual effort is required to process these results into operative information, information that is directly applicable in making design decisions.
5. Lighting simulation tools employ outdated rendering techniques that are inadequate in evaluating highly-reflected irradiance, a typical feature in high performance building designs.

1 Rendering commonly refers to the process of generating computer images from computer models of three-dimensional objects. In lighting simulation, the objective is to compute physically-accurate radiance and irradiance values (lux and candelas per square meter) within an architecture scene described by some computer model, and these values are then typically presented in the form of two-dimensional bitmap images.

Note that renderings can be either photo-realistic or physically-accurate. While the two are not mutually exclusive, most rendering features found in architecture software applications are focused on the former. Rendering, as used in the context of lighting simulation, and the rest of this research, refer to algorithms that produce physically-accurate radiance and irradiance values.

2 See discussion of contemporary tools (Chapter 1.2.5) and implemented rendering techniques (Chapters 4.1 and 4.2). Highly-reflected irradiance occurs with the use of diffuse lighting strategies, and light redirecting devices such as light-wells, tubes, and shelves, which are common in contemporary high performance, or green buildings.
While there remain other shortcomings in lighting simulation tools as identified by contemporary research\(^3\), the issues above relate closely to the overall effort and time-cost factors attributed to using simulation tools, which has been consistently identified\(^4\) as obstacles towards using simulation tools. This research seeks to reduce the effort and time-cost required to conduct lighting simulation by addressing the issues above. Case studies of actual design scenarios are used to establish quantitatively the effort and time baselines for comparison.

The effort and time reduction goal is structured as the following objectives in a new lighting design support tool:

1. Reduce the time and effort to set up and conduct lighting simulation by using interoperable information (building information models) from design modeling tools.
2. Complement integrated design processes by supporting design models of varying completeness\(^5\), in a format that is interoperable with tools from other disciplines in the design team. All information, including assumptions, must be consistent across all disciplines.
3. Provide ability to use performance metrics and consistent technical approaches throughout design stages, regardless of completeness of design model.
4. Provide operative information with minimum user effort.
5. Implement a first principle-based rendering technique that handles high performance building designs well, and produce simulation results within reasonable time constraints.

By meeting these objectives, the new lighting design tool is able to automate much of the previously manual, time-consuming, and disparate efforts in lighting simulation, thus reducing the effort and time-cost. By sharing interoperable information with other tools across the design team, the new lighting design tool is integrated. The new tool is also scalable in being able to support models of varying completeness throughout all design stages.

\(^3\) See literature review of research on development of performance modeling tools (Chapter 2.1.1), industry surveys on use of simulation tools (Chapter 2.1.2), and assessment of lighting simulation tools (Chapter 2.1.3).

\(^4\) All the reviewed research (Footnote 1, Chapter 2.1.1, Chapter 2.1.2, and 2.1.3) highlight the time-consuming and difficult nature of manually preparing simulation inputs from non-interoperable data, and translating the simulation results to operative information. Research on the development of performance modeling tools (Chapter 2.1.1) and assessment of lighting simulation tools (Chapter 2.1.3) state this effort and time-cost issue explicitly, whereas industry surveys (Chapter 2.1.2) do so implicitly via the respondents’ opinions that modeling involves cost and efforts beyond project budgets and have output that are difficult to interpret and apply in design decision making, as well as the respondents’ interest in automated code checking technology.

\(^5\) A complete model is defined in this research as one where all attributes, as defined and required for the calculation of performance metrics, and lighting simulation, are explicitly defined.
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1. Background and Motivation

*Lighting simulation contributes readily to the design of high performance buildings, but contemporary tools are difficult to use, and require prohibitive amounts of time and effort. In addition, existing tools are not able to compute the lighting conditions typical in high performance building designs.*

1.1. Introduction

This research is interested in reducing the time and effort to conduct lighting simulation in support of synthesizing high performance building designs. Lighting simulation in this context is more than using a computer program to predict illuminance and luminance of architectural scenes, but entail the entire design context from managing information flows between different domains and tools to defining useful information for design decisions. This research thus falls within the larger research topic of computational design support tools, borrowing on the hypothesis that fast and easy to use tools are beneficial to building design as they help a designer achieve more design iterations within the same design time constraints, given the ability to evaluate design performances much faster than manual processes. The objective of this research is thus to develop such a *fast and easy to use* tool, and the same premise sets the limitation; this research does not purport to investigate the relationship between design quality and design support tools.

Like most architectural endeavors, this research is *integrative* in nature; the new tool developed is an integration of potential technologies and concepts from various domains. While work has been done to extend and modify ideas to suit the architecture lighting design domain, and to achieve the desired reduction in simulation workflow time and effort, this research does not claim authorship to the underlying concepts or even research novelty. Building Information Modeling (Chapter 2.1.3) is a well-established albeit far from ideally implemented concept, and there is has already been much research in Photon Mapping and optimizations (Chapter 4). This research however, posits that a new interoperable design support tool that provides automatic simulation, post-processing, and benchmark calculations, achieved by integrating and adapting such existing technologies, will be fast and easy to use. The focus of this research will thus be on
working towards a prototype of this new tool; the validation of the technologies, such as the robustness of building information models, or the specific accuracy of photon mapping techniques, are beyond the scope of this research and will be undertaken in future research. Similarly, while the new tool will be tested against baselines established in this research, extensive user testing is beyond the scope of this research.

The case for reducing time and effort to conduct lighting simulation will be made in this chapter, with observations on pertinent issues. The context of high performance buildings and integrated design processes is also explained. The research objectives for a new integrated scalable lighting simulation tool are then set forth. Chapter 2 (Literature Review) covers existing research and details of fundamental concepts crucial to the development of the new tool, while Chapter 3 (Case Studies of Contemporary Practice) establishes quantitative baselines for time and effort for the research objectives.

Chapter 4 (Implementation of Lighting Simulation Engine) explains the choice of Photon Mapping over RADIANCE as suitable for simulation of high performance building designs, and implementation details. Following principles well established in computer graphics research, the original (Jensen) technique is modified by reducing the degree of approximations and including importance sampling, to maintain first principle-based approaches desired in building lighting simulation.

Chapter 5 (Computational Formulation of Lighting Benchmarks) provides the basis for automatic calculation of typical lighting benchmarks by formulating LEED Credits EQ 8.1 and 8.2 calculation procedures as computational.

Chapter 6 (A Scalable and Integrated Lighting Simulation Tool) describes the software design and implementation details of the new tool, explaining how it achieves the research objectives and overall goal of reducing time and effort in conducting lighting simulation. The new tool is demonstrated in the adaptive-iterative design process, and compared against the time and effort baselines established in Chapter 3.

Chapter 7 (Conclusions) summarizes the work done in this research and highlights important research issues yet to be resolved, most notably simulation engine validation and user testing.
1.2. Background

With studies showing that electric lighting consumes 19% of total global electricity consumption (International Energy Agency, 2006) and lighting conditions affecting occupants’ learning capabilities, working performance, absenteeism and user satisfaction (Heshong L. et al., 2002; Fisk, 2000; Hedge, Sims, & Becker, 1995), lighting design is widely accepted as an important and integral part of the building design process.

Lighting simulation contribute readily to the synthesis of high performance lighting designs. During the design process, the graphical visualization of the predicted lighting environment as afforded by simulation facilitates inductive understanding of the performance of particular designs. This helps the designer achieve better solutions through the typical adaptive- iterative design process. At the same time, metrics of performance can be evaluated efficiently by computational tools, i.e., lighting simulation. Since such metrics are often the operative information required for design decisions, the timely availability of such information speeds up the entire design process.

The current emphasis of a performance-based approach to achieve quality building design entails integrated building design processes whereby multiple disciplines are involved concurrently in the synthesis of building designs. Domain goals are seldom formulated and addressed independently; interim objectives are usually defined following some influence from other domains to achieve some optimal integrated solution. The interim results in turn influence other domain objectives in an iterative manner. It is thus important for lighting simulation tools to adapt effectively to a multi-domain process.

1.2.1. Interoperability

While contemporary lighting simulation tools can (mostly, see 1.2.5 below) accurately predict the performance of lighting designs, it takes a lot of time and effort to conduct lighting simulation. Users typically have to navigate a host of software in preparing and conducting lighting simulation (Figure 1-1). Design information, in the form of CAD drawings, annotations, and documentation in text and spreadsheet formats are incompatible with simulation tools, and have to be manually reconstructed.
This entails a prohibitively high cost in terms of the cost of software, as well as the amount of training required to use them. Duplicate or related information have to be manually defined at each step of the software chain\(^6\), as well as in different domains across the cross-disciplinary design team\(^7\). Expensive (in terms of both cost and time) error-checking activities, often manual, are necessary to ensure consistency of information between the different software tools.

The same problems also exist at the higher level of concurrent processes across different domains; duplicate modeling efforts exist across different domain activities and domain specific assumptions and information definitions often conflict across domains. However, differing semantics in the disparate disciplines, non-interoperable tools and datasets, as well as the difficulty in accessing tacit expert knowledge across domains pose significant challenges to the integration of cross-domain collaborations.

---

\(^6\) Each software in the typical simulation preparation process deals with specific parts of the overall simulation model, requiring manual checking to ensure consistency. As an example, the method-of-modeling, geometric, construction, and use-schedule information of each architectural element have to be separately and manually redefined using different software (Figure 1-1) in the preparation of a single lighting simulation model.

\(^7\) The taxonomical differences across domains result in much manual translation and error-checking work. As an example, material reflectance properties such as reflectivity described in the lighting domain are indirectly related to roughness, thermal-, solar-, and visible-absorptance descriptions of thermal property in the energy domain.
Currently, the only form of interoperability is limited to syntactical translations between proprietary file formats. CAD tools such as Ecotect (Autodesk, 2009) and Green Building Studio (Autodesk, 2009) are able to export their proprietary models into simulation input files automatically. This is still far from the ideals of seamless Building Information Modeling (BIM); users are still required to manually re-model the entire building design and specify all construction and location parameters in the proprietary tools, as well as spend significant effort on consistency and error-checking. However, the difficulty of learning and managing simulation tools input is almost entirely avoided\(^8\). While it typically takes months to learn using simulation tools and years to master it, this automatic translation provided by these CAD tools allow architects to treat simulation work as a black-box, with all inputs already taken care of. This limited bridging between CAD and simulation tools proves to be a step in the right direction, and makes simulations much more accessible to the average architect.

Demonstrative of the benefits of interoperability, Ecotect and Green Building Studio are used in the architecture curriculum here in Carnegie Mellon to introduce architecture students (both under-graduate and graduate) to building performance and simulation. In the case of Ecotect, students re-model architectural designs (from other CAD tools) in the software, re-specify and check construction and location properties, and use the automatic export feature to generate RADIANCE (Lawrence Berkeley National Laboratory, 2008) input files for lighting simulation and analysis. The design-orientated user interface, wide range of results visualization tools, such as false-color and model overlay features, prove to be very useful and easy to learn; under-graduate students are able to learn and use the tool within a month, to conduct meaningful lighting analysis and design improvements. The tool also includes automatic building regulation checking (UK Part-L) which might prove useful, but is not tested as the regulations are not intended for the United States.

Green Building Studio, on the other hand, exemplifies another potential of BIM in improving interoperability. The tool imports models from a CAD tool via the gbXML data format (GeoPraxis

\[^8\] In this example, users re-model building designs in Ecotect or Revit (for Green Building Studio use). Assuming correctness in translation into simulation input files, users then do not have to learn how to prepare inputs for the simulation tools, which is typically difficult. However, if there is a need to inspect or modify inputs, then users cannot avoid the relevant parts of the simulation tool. This statement obviously excludes learning the qualitative aspects of simulation tool-use, such as knowledge of when to use, and what tools to use.
Inc., 2003), automatically populates the model with energy-related parameters, and exports energy simulation input files (or conducts the simulation as a web-based service). In a graduate class, students prepare building models in Revit (Autodesk, 2009), a parametric BIM tool. Besides the typical (in architecture practice) geometric and construction modeling tasks, additional thermal zoning information had to be specified. Green Building Studio is then used to automatically populate this building model with all parameters required for energy simulation in EnergyPlus (Lawrence Berkeley National Laboratory, 2008), and generates the simulation input files. Like the above case of making lighting simulation accessible, students are then able to conduct energy simulation without having to spend lots of time learning the difficult and complex simulation tool. While Green Building Studio offers energy rather than lighting simulation, the strategy of automatic parameters population can be applied to the lighting domain.

**Data Exchange Formats – gbXML and IFC**

While BIM describes the potential for interoperability by capturing all informational aspects of a building throughout its entire lifecycle within a single Building Information Model, the implementation of Building Information Models, and the exchange of such models between tools, requires some form of data format specification. Currently, the Industry Foundation Class (IFC) (International Alliance for Interoperability, 2007), and gbXML (GeoPraxis Inc., 2003), are two prevalent data exchange formats in the building industry. The IFC schema is defined using the EXPRESS data modeling language (IFC2x3) as well as in XML (ifcXML2x3). The gbXML schema is only defined in XML (gbXML 0.37).

There are significant differences between the IFC and gbXML schemas, including comprehensiveness, efficiency, robustness, redundancies, and portability. However, the debate over which schema is better as a data exchange format for Building Information Models is beyond the scope of this research. In terms of comprehensiveness, both formats are not yet able to represent all information across all building performance domains. However, both formats are extensible and can potentially do so (though gbXML was originally developed to capture only information for energy analysis). There are on-going efforts in both cases, in a variety of domains, to extend the schemas in representing more information.
An important and pragmatic consideration in the discussion of data exchange formats is the prevalence of adoption and implementation by all stakeholders in the building industry. Both IFC and gbXML have been implemented by popular architectural CAD vendors, including Autodesk, Bentley and Graphisoft. However, simulation tools, such as EnergyPlus for energy and RADIANCE for lighting, still operate on independent formats. To achieve interoperability between CAD and simulation tools, data in either IFC or gbXML formats in the CAD tools have to be translated into simulation input formats. This can be done either as a feature within CAD tools, or by some middleware. Both strategies are currently used in ongoing efforts to attempt interoperability with energy and lighting simulation tools via both IFC and gbXML; neither format has achieved dominance.

Popular CAD tools such as Revit, Microstation, and ArchiCAD exports building models in both IFC and gbXML formats, which can then be translated into simulation input files by middleware such as Ecotect (lighting and energy simulation input from IFC and gbXML files), Green Building Studio (energy via gbXML only), and the IFCtoIDF tool (energy via IFC only). IES also allows access to both lighting and energy simulation from within the Revit tool, but it uses the gbXML format exclusively for data exchange. A brief discussion of Building Information Models is presented in literature review (2.1.3); this research adopts the gbXML schema to achieve interoperability (6.2.1).

1.2.2. Integrated Building Design Processes and High Performance Buildings

In 2008, buildings (residential and commercial) accounted for 39.7% of U.S. primary energy consumption (U.S. Department of Energy, 2009). With increasing concern over energy use and environment impacts of buildings, as well as the effect of buildings on occupant productivity and

---

9 As opposed to software as satisfying some user need (CAD software models building designs, simulation software predicts performance), middleware is only concerned with connecting different software and does not serve any user-need directly (to model a building and analyze its performance). The translation from well-formed IFC or gbXML models into simulation input formats is only syntactical, and does not include any user or computational inputs, data processing, or data manipulation. As such, computer tools that perform only this task are deemed middleware; they only act as intermediaries between software (CAD tool and simulation tool), and does not perform any computation addressing user-needs.

10 As discussed earlier, both schemas are not yet comprehensive and still being extended. The gaps between model exports and simulation requirements results in less-than-perfect translation.
organizational efficiencies (US Green Building Council, 2002), there is an increasing demand\footnote{As evidenced by the prevalent use of high performance, or green, building rating systems, such as LEED and Energy Star, for private and public projects, as well as federal, state and municipal policies establishing high performance building guidelines and regulations.} to increase the overall efficiency and quality of buildings; to \textit{maximize operational energy savings}; \textit{improve comfort, health, and safety of occupants and visitors; and limit detrimental effects on the environment} (City of New York Department of Design and Construction, April, 1999).

High performance buildings refer to buildings with exceptional performance, as compared to typical buildings that only minimally meet budget, time scheduling, functionality requirements, safety regulations and energy codes. High performance buildings achieve exceptional performance in all performance aspects\footnote{Besides functional aspects such as building integrity, indoor air quality, lighting quality, spatial quality, energy efficiency, acoustics and building quality (Center for Total Building Performance, 2003), building performance is concerned with the holistic effects of buildings, including but not limited to: economic, occupant-health, safety, welfare, and productivity benefits of high performance buildings (High Performance Building Congressional Caucus Coalition, 2009).}, over the entire lifecycle, by optimizing efficiencies across all disciplines (Energy Independence and Security Act of 2007). The emphasis on \textit{performance} in designing high performance buildings is also termed \textit{performance-based} approach.

Integrated building design processes are widely recognized to be necessary in delivering high performance buildings (and corresponding, performance-based approach). In integrated design, multi-disciplinary design teams consisting of all stakeholders\footnote{Stakeholders in typical building projects includes building owners, architects, energy consultants, engineers, proposed tenants, state and local government officials, construction contractors, commissioning agent, and Operations and Maintenance staff.} are formed, and the entire team participates in all phases of the building delivery process. As compared to traditional design processes comprising discrete and sequential sets of activities by each stakeholder responsible only for their respective well-defined scopes of responsibilities, integrated design processes utilize design charrettes throughout all design stages where the entire multi-disciplinary design team formulate performance objectives, investigate strategies, and formulate solutions together. By drawing upon the needs and expertise of all stakeholders, integrated design processes facilitate holistic performance goals setting, and synergies between disciplines in problem solving.
This multi-disciplinary approach includes not just extensive communication and collaboration to ensure complementary building components and systems, but also integrated performance analyses\textsuperscript{14} to achieve synergies between components and systems, and consequently improved efficiencies. Whereas independent energy-saving measures can achieve 30\% to 50\% reductions, integrated designs can raise the savings to 70\% (National Science and Technology Council Committee on Technology, 2008). Such inter-disciplinary synergies have been noted to achieve a multitude of benefits across all domains, resulting in more efficient and cost-effective high performance buildings (Prowler, 2008; National Science and Technology Council Committee on Technology, 2008; U.S. Department of Energy, 2001).

While an integrated performance analysis would ideally evaluate the performance a design solution holistically, contemporary performance analysis tools remain domain specific\textsuperscript{15}. As such, performance simulation at each step of the adaptive-iterative design process typically consists of multiple domain-specific simulation runs concurrently. Corresponding, there is a need for simulation tools to be interoperable, in terms of sharing design information and simulation results.

\subsection*{1.2.3. Scalability across design stages}

As design solutions develop and evolve they possess varying levels of detail (LOD) and ambiguity. Different facets of information are thus available or refined at different stages of the design process. From the point of view of a building information model schema designed to capture all attributes and parameters necessary for lighting simulation, the model may be incomplete in most design stages. Traditionally, this entails the use of different performance metrics at different stages of design. The metrics, requiring only the available information available at each design stage, are then evaluated by corresponding technical approaches.

\textsuperscript{14} Integrated performance analyses refer here to a holistic performance evaluation considering all domains. This typically entails integrating performance simulations in all domains, where inter-dependencies are considered, and the analysis based upon all the results from the multiple disciplines.

\textsuperscript{15} A comprehensive list of energy-efficiency related simulation tools in multiple domains, including energy, envelope, HVAC, lighting, IAQ, economics, and water, is available at U.S. Department of Energy – Energy Efficiency & Renewable Energy website (http://apps1.eere.energy.gov/buildings/tools_directory/ ). While some tools offer “whole building simulation” by covering multiple domains (such as TAS and Ecotect), simulation in each domain is conducted sequentially. Integrated performance analyses still entail independent, isolated, simulation in each domain, followed by collating the results for an integrated analysis.
As an example, the Lumen Method\textsuperscript{16} and Glazing Factors\textsuperscript{17} are typically used in early design stages where much of the building model remains undefined. Following the availability of surface properties and luminaire positions, the Point-by-Point Method\textsuperscript{18} and Daylight Factors\textsuperscript{19} can be used to assess the design. Towards the final stages of design where accurate evaluations are desired, illuminance distribution and glare conditions are checked by using global illumination simulation. In other words, contemporary simulation tools do not scale with the development of design solutions. Specific metrics, technical approaches and tools are used at different stages of the building design process.

Most lighting simulation tools are thus only appropriate for specific stages of the building design process and used to evaluate the different performance metrics. Without a consistent set of metrics, meaningful comparisons between the performance of design solutions across different stages of design as well as the overall tracking performance is thus problematic. Conceptually, a scalable tool is defined as being able to be used throughout all design stages regardless of LOD (and consequently model completeness), producing a consistent performance metric at all times to allow performance tracking.

\textbf{1.2.4. Operative Information}

As discussed earlier, the identification and use of performance metrics is central to integrated design processes. As opposed to data and information that are not immediately central to the design problem-at-hand, performance metrics directly quantify the quality of the design solution with respect to the defined objectives. Performance metrics facilitate design decisions and action directly, thus the term \textit{operative} information; they enable subsequent operations.

\textsuperscript{16} Also known as zonal cavity method, the Lumen Method is used to estimate the number of luminaires (in a uniform layout) required to meet some work-plane illuminance criteria. Luminaire efficacy, illuminance distribution, and surface reflectance effects, are approximated by coefficients.

\textsuperscript{17} Glazing Factors estimate the subjective quantity of daylight within a room, using a ratio of exterior to interior daylight illuminance. This method considers the location, size and material characteristics of room fenestrations, and approximates the impact on day lighting via coefficients.

\textsuperscript{18} This method calculates of point illuminance by the inverse square law. Only direct illuminations from point light sources are considered.

\textsuperscript{19} Similar to Glazing Factors, Daylight Factors describes the ratio of exterior to interior daylight illuminance. Besides the size of room fenestrations, this method also includes coefficients to account for fenestration view angles, fenestration frame thicknesses, and room surface reflectance.
However, lighting simulation tools such as RADIANCE (Lawrence Berkeley National Laboratory, 2008) and Lightscape Visualization System (Autodesk, 1999) only compute the fundamental radiance and irradiance metrics. Design inquires however tend to operate at a higher level of abstraction. There are thus several additional tasks to the use of simulation. First, a well-defined computable problem has to be formulated by considering context and making relevant assumptions. This includes addressing the earlier discussed problem of scalability where design information required for simulation input is not yet available. Second, the problem has to be decomposed into individual tasks each solvable by lighting simulation. Upon completing simulation, the results have to be analyzed and processed into suitable operative information, in this case some desired performance metric, which is useful for design decision making. The execution of this series of tasks requires much expert and tacit knowledge.

To effectively provide operative information, performance metrics or benchmarks that are most commonly used in design decisions should be identified. The focus of a lighting design support tool would then be to provide such metrics, instead of simply concentrating on lighting simulation.

The United States Green Building Council LEED Rating System (U.S. Green Building Council, 2005) is a popular benchmark in the United States for high performance green buildings and includes two credits for lighting performance: daylight availability and external view availability in
building spaces. While the LEED Rating System is a voluntary rating system, the widespread adoption by both governmental and private industry (Landman, 2005) has led to its use as a standard in many building projects. Correspondingly, the consideration of the LEED benchmarks is increasingly a requirement.

These benchmarks are typically calculated only post-design in actual practice due to logistical and resource burdens. Specifically, the procedure for calculating the two lighting benchmarks involve manual processes and data collective that is time-consuming and error-prone. It is noted however, that such benchmarks can potentially serve as performance indicators as the design is being developed; there is much benefit in making the results to these metrics available throughout the design process.

1.2.5. Accuracy and first principle-based rendering techniques

The accuracy of any lighting simulation tool lies in the ability of the tool, via its rendering technique, or algorithm, to solve the global illumination rendering equation. This equation (Kajiya, 1986), first introduced in 1986, describes the complete light transport as energy conserving and is thus physically accurate. The difficulty in solving this equation lies in considering all parts of light transport. Given the recursive nature of diffused irradiance between reflecting surfaces, advanced finite-element algorithms, such as Radiosity, or Monte Carlo methods, such as Monte Carlo (backwards) ray-tracing and photon mapping, have to be used. The different techniques are invariably estimates of the rendering equation, each with advantages and limitations in dealing with different aspects of scene geometry conditions and types of light transport; overall accuracy is thus dependent on various factors.

The context of lighting simulation to support high performance building design is used to contextualize accuracy in this research. Buildings are to be used by people; there is no need for accuracy in simulation beyond the human visual threshold of perceivable difference that affects visual task performance. While the issue of visual threshold is complex and dependent upon many factors, Weber’s fraction\(^\text{20}\) of 0.079 for light intensity serves as a useful metric to the

\(^{20}\) Weber’s law describes human perception to stimuli as logarithmic, and the smallest size of just noticeable difference as a constant proportion of the original stimulus. Weber’s fraction of 0.079 for visual stimulus (Teghtsoonian, 1971) means that typical subjects can perceive a lighting intensity variation of 7.9%
degree of accuracy required, where the irradiance and radiance estimates from lighting simulation should be within 8% accuracy. Since an accurate estimate of the rendering equation in the context of buildings is only possible by considering at least light transport mechanisms described by the theory of ray optics (reflection and refraction), rendering techniques that do so are described as first principle-based.

In the domain of architectural lighting design, simulation, and research, Monte Carlo (backwards) ray-tracing and Radiosity are the only first principle-based techniques available. Given the small community of lighting simulation and research, there are only two readily-available and prevalent tools: Radiance, from the Building Technologies Program at Lawrence Berkeley National Laboratory (Ward G. J., 1994), and Lightscape Visualization System (Autodesk, 1999), from Lightscape Technologies, Inc. (later acquired and discontinued in 2003 by Autodesk, Inc.). Radiance employs Monte Carlo (backwards) ray-tracing while Lightscape used Radiosity. Other contemporary lighting tools tend to use approximate techniques, such as the split-flux method, that cannot achieve results necessary for high performance lighting design.

The main issue in using Radiosity (as implemented in architecture lighting simulation tools) lies with its limitation in considering only Lambertian (ideal diffused) surfaces. In high performance buildings, common features include daylight re-directors such as light-wells, tubes, and shelves, which are typically glossy. The suitability of Radiosity is thus limited. Similarly, the accuracy of Monte Carlo (backwards) ray-tracing is limited when the light source is a large number of reflections away from the point of interest. As an example, the light arriving on the work surfaces within a high performance building with light re-directors (Figure 4-2) would have gone through multiple reflections (highly-reflected irradiance).

There is thus a need for first principle-based lighting simulation tools for high performance building design, especially those that can effectively evaluate highly-reflected irradiance. While advanced rendering techniques and algorithms have been developed by the computer science community, most of them have been focused on visual presentations, such as for use in movies and games. Accuracy in such cases related more with the visual-cognition issue of photo-realism; they do not readily provide the information relevant to building design.
### 1.3. Problem Statement

The summary of issues with contemporary lighting simulation tools available for use in building design are:

1. Most of the time in preparing lighting simulations is spent towards the input of existing but non-interoperable information between different tools.

2. Lighting simulation tools do not complement integrated building design processes where the design solution is progressively developed in multiple disciplines concurrently; lighting simulation tools require design information (attributes) that may not yet be defined, and is non-interoperable with other tools.

3. Disparate tools with vastly different technical approaches available for different stages of the building design process do not allow consistent or meaningful performance comparisons between design versions, and similarly makes design performance progress tracking between design versions difficult.

4. Lighting simulation tools provide radiance and irradiance values as simulation results, and much time and manual effort is required to process these results into operative information, information that is directly applicable in making design decisions.

5. Lighting simulation tools employ outdated rendering techniques that are inadequate in evaluating highly-reflected irradiance, a typical feature in high performance building designs.

While there remain other shortcomings in lighting simulation tools as identified by contemporary research, the issues above relate closely to the overall effort and time-cost factors attributed to using simulation tools, which has been consistently identified as obstacles towards using simulation tools. Other issues, notably user-centric issues such as ease-of-use, feedback on accuracy of results, and information processing following simulation results, are not covered by this research.
1.4. Research Objectives

Based on the issues highlighted in the literature review (Chapter 2.1), there seems to be a demand, both academically as well as in the market, for a lighting simulation tool that is interoperable with other tools used within integrated design processes, easy to use, and provides metrics that offer operative information for design decisions. The cost of the tool in terms of training, time and computational requirements must also be affordable.

Considering that contemporary rendering techniques used in building lighting simulations are inadequate in considering typical features found in high performance building designs, a rendering engine following Jensen’s Photon Mapping technique (Jensen, 2001) is proposed and implemented.

This research seeks to reduce the effort and time-cost required to conduct lighting simulation by addressing the issues listed above. This goal is structured as the following objectives in a new lighting design support tool:

1. Reduce the time and effort to set up and conduct lighting simulation by using interoperable information from design modeling tools.

2. Complement integrated design processes by supporting design models of varying completeness\(^\text{21}\), in a format that is interoperable with tools from other disciplines in the design team. All information, including assumptions, must be consistent across all disciplines.

3. Provide ability to use consistent performance metrics and technical approaches throughout design stages, regardless of completeness of design model.

4. Provide operative information with minimum user effort.

5. Implement a first-principle-based rendering technique that handles high performance building designs well, and produce simulation results within reasonable time constraints.

\(^{21}\) A complete model is defined in this research as one where all attributes, as defined and required for the evaluation of all solvers in the tool (items 3 and 4), are explicitly defined.
By meeting these objectives, the new lighting design tool is able to automate much of the previously manual, time-consuming, and disparate efforts in lighting simulation, thus reducing the effort and time-cost. To establish a baseline for effort and time-costs case studies of contemporary practice will be conducted later (Chapter 3) and used to measure the new tool.

1.4.1. **Interoperability**

As discussed earlier, much time and effort in conducting simulation is expended on manually re-modeling and checking non-interoperable data. To meet Objective 1 – Interoperability, the new tool adopts a popular data exchange format and extends it such that it can share Building Information Models with design modeling tools and other domain simulation tools. Assuming a well-formed\(^{22}\) and complete model from design modeling tools, the new lighting tool would thus have all necessary information to conduct lighting simulation (using the new simulation engine described above); there would be no need for user intervention or manual re-modeling and error-checking. For flexibility and technical comparison, the new lighting tool also supports the RADIANCE simulation engine. Again, all necessary information for simulation is available, albeit organized differently. In this case, an automatic translator is implemented to organize the information into the RADIANCE syntax.

Satisfaction of this objective is measured by the ability of the new lighting tool to achieve effective building information model interoperability with design modeling tools, and automatically preparing lighting simulation inputs. Assuming well-formed and complete models from design modeling tools, the new tool would effectively eliminate all the manual time and effort currently associated with setting up and conducting lighting simulation. Minimally, the interoperable information would include geometry, construction, material, lighting equipment, location, and project information. This research adopts the gbXML schema to achieve interoperability (6.2.1 below).

The current gbXML schema (version 0.37) is extended to represent all information necessary for simulation, and an automatic parser is implemented in the new tool to achieve information interoperability with design modeling tools using this extended schema. The new tool also

---

\(^{22}\) A well-formed model is defined in this research as one that is semantically and syntactically correct; it is independent of completeness.
exports data in the same extended schema to further enhance interoperability with other tools. Note that the development of other tools is beyond the scope of this research. Since most prevalent design CAD tools already support data exchange via gbXML, it is assumed that implementing the extended schema and obtaining well-formed models is feasible.

Since the new tool also supports incomplete models (see 1.4.2 below), and the current gbXML is defined as a subset of the extended version, the new tool is also interoperable with design modeling tools supporting the current gbXML schema. In this research, the popular parametric BIM tool Revit (Autodesk, 2009) is used to generate building models and demonstrate interoperability. Like the choice of gbXML, the use of this tool is in the context of demonstrating time and effort savings via interoperability, and not a discussion on the merits of particular commercial products.

1.4.2. Integrated Design Processes

To meet Objective 2 – Complement Integrated Design Processes, the new tool must be able to support design models of varying levels completeness, and share all information across different disciplines and domains in the project team. A complete model is defined in this research as having all the necessary information for lighting simulation, as exemplified by one where all data element-types defined as required-types within the extended gbXML schema are instantiated. Nominally, this describes a model with geometry, construction, material, location, and project information. As an example, early schematic designs might not include construction and material details beyond generic descriptions, and is thus incomplete. Even when such information becomes progressively available as design progresses, material reflectance properties necessary for lighting simulation are not available; assumptions have to be made within the lighting domain, independent of other domain considerations. Likewise, location information such as sky descriptions and project information such as camera-views for analysis tend to be lighting-domain specific assumptions.

Satisfaction of this objective is measured by the ability of the new lighting tool to still automatically prepare lighting simulation inputs (Objective 3 above) for models of varying levels

---

23 Lighting equipment is not defined as a required type since, while not common, it is theoretically possible that a building design does not include any electric lighting. The more common occurrence of this situation is when all electric lighting is omitted to consider the day-lighting effects in isolation.
of completeness, and eliminate the need to manually or explicitly check for consistency in any assumptions made. The need to share interoperable Building Information Models with tools across the design team is implicitly met upon satisfaction of Objective 1 above via data export in the extended gbXML data exchange format.

The new tool implements two separate strategies to meet the two-fold objective. By observing general building typologies and associated construction and material use within United States, heuristic rule-sets are used to populate missing information in the models to achieve completeness, and global (project-wide) data-sets are used to ensure consistent assumptions across different disciplines and domains in the project team. Following the same considerations as above for interoperable Building Information Models, both rule-sets and data-sets are implemented in XML formats.

1.4.3. Scalability - Consistency across Design Stages
To meet Objective 3 – Consistent Metrics and Approaches, the new tool is designed to use the automatic benchmark calculators and rendering technique (described later) throughout all design stages. Satisfaction of this objective is measured by the ability of the new lighting tool to perform consistently regardless of design model completeness. The same benchmark calculation and rendering techniques should be used, and the same operative information provided, under all conditions.

Since the tool maintains a complete model at all times as a strategy to deal with design models of varying completeness (Objective 2 above), it is now possible to consistently use the new rendering engine throughout all design stages. As implied in later discussion on the new rendering technique and scalability (1.4.5), it is reasonable to expect varying time-constraint, results-accuracy, and even visualization-bias, at different design stages. While these issues are beyond the scope of this research, they are invariably part of the scalability consideration. As discussed later, the new rendering technique accommodates progressive calculation, and offers a fast-visualization mode. With regards to the overall goal of reducing effort and time-cost required to conduct lighting simulation, the inclusion of an internal simulation engine further avoids the earlier discussed problem of disparate tasks and tools associated with simulation work.
Similarly, the maintenance of a complete model at all times allows the LEED benchmarks to be calculated throughout all design stages. The implemented algorithms compute the benchmarks within seconds, though possible optimizations and opportunities to implement progressive result refinement are identified.

In keeping with the overall goal of reducing the effort and time-cost required to conduct lighting simulation, the GUI of the new tool is designed to require minimal user intervention, while all parameters can still be inspected and edited if desired. In typical use, there is no need for any user intervention besides selecting an input design model; the new tool automatically inspects the input design model, populates all necessary and missing parameters, calculates the two LEED performance benchmarks, and runs a lighting simulation using the new rendering technique to obtain point-luminance values. The new tool is thus scalable in being applicable, and uses consistent approaches, throughout all design stages.

1.4.4. Automated Calculation of Performance Benchmarks

To meet Objective 4 – Provide Operative Information, two commonly used lighting performance benchmarks from the LEED Rating System are formulated as computable. They are implemented as automatic calculators so that no user intervention is required. Satisfaction of this objective is measured by the ability of the new lighting tool to automatically calculate the benchmarks regardless of the stage of design, and the benchmarks updated dynamically whenever there are changes made to the design model.

To be able to calculate the two LEED benchmarks, they are first formulated as computable, with all necessary parameters identified and included within the BIM to be used by the new tool (1.4.2 above). Algorithms are then designed and implemented to automatically calculate the two benchmarks. By using a finite-element approach and considering the degree of accuracy required in building design, the benchmarks are computed within seconds, and can be updated dynamically during adaptive-iterative design activities.

Besides achieving automated calculations for LEED, the tool also reduces documentation time by providing the relevant data in LEED submittal formats. This further contributes to the reduction in project time and effort.
1.4.5. **First Principle-based Simulation Engine**

To meet Objective 5 – First Principle-based Rendering Engine, a new rendering engine following Jensen’s Photon Mapping technique is implemented. Satisfaction of this objective is measured by the ability of the new rendering engine to handle lighting conditions typical in high performance design features.

The Photon Mapping technique is chosen for its ability to be able to evaluate highly reflected irradiance typical in high performance design features, as opposed to the Monte Carlo (backwards) ray tracing, which requires significantly more time and resources to do so. Considering the building lighting analysis-use context and principles well established in computer graphics research, modifications are made to the classic (Jensen) Photon Mapping technique. The modifications include reducing the degree of approximation in irradiance estimates, using constant sampling areas and area corrections when using Photon Maps, and importance sampling via a power-prioritized sub-sampling technique to build Photon Maps efficiently.

The implementation of the new technique in the new lighting tool also considers the issues of varying time constraints, especially in the context of scalability. Since the new simulation engine is used by the new tool for all design stages (1.4.3 above), it will be subjected to varying time constraints. While the survey, quantification, and generalization, of time constraints at various stages of design is beyond the scope of this research, the new simulation engine is progressive; it can generate base results, and then improve the quality of the results incrementally with more time. This approach facilitates future research and optimization with respect to time-constraints and level of accuracy required.

A common problem with the Photon Mapping technique is the amount of time it takes to generate the final image; empirical tests in this research shows that it takes upwards of 16 hours to generate a high quality solution when the lighting distribution has extremely high variability and the steradians subtended by the radiance peaks as seen by most of the points in the scene are small. By considering the quantitative and qualitative qualities of the solution as two separate issues, and taking into consideration the desired level of accuracy of each in the context of building design, the feature to directly visualize the Photon Map is implemented so
that the simulation engine can yield the required solutions within a significantly lower amount of time. In the same empirical test mentioned, the time was reduced to a mere 6 minutes. While the solution is no longer photo-realistic, it is still sufficiently accurate in terms of lighting distribution, physical radiance and irradiance values, as well as cognitively representative of the design conditions.
2. Literature Review

Research shows that the computational performance modeling tools are difficult and time-consuming to use, and have not improved much over the last two decades. Radiance, which uses Monte Carlo (backwards) ray tracing, is commonly accepted as the most accurate lighting tool available. The fundamentals of lighting physics, illumination models, and the rendering equation, are also reviewed.

2.1. Performance Modeling Tools

Much research and use of performance modeling tools within the architecture design process is focused on the domain of energy use. While this domain is different from that of lighting, the generalization of using computational support for a performance-based approach to architecture design allows the insight to be relevant to all performance modeling tools in general. Furthermore, there is also a close correspondence between the nature of energy and lighting modeling in terms of the information requirements, modeling parameters, algorithms, and resources required.

2.1.1. Development of performance modeling tools

In reviewing the development and use of simulation tools in North America and Europe (Augenbroe & Winkelmann, 1991), Augenbroe pointed out that only 10% of the building industry used performance modeling tools. The reasons for such low levels of use included:

1. The tools were difficult to learn, frustrating to learn many tools
2. Inputs, particularly geometric information, were difficult and time consuming to prepare
3. Outputs difficult to interpret, requires expert knowledge to translate to design information
4. Difficult to ascertain level of accuracy

18 years later, many of the issues remained unanswered. While there is now a myriad of modeling tools, they remain domain specific, post-design, evaluation tools used by specialists.
Even the same author notes after a decade (Augenbroe, 2001) that most of the previously listed complaints remain. Modeling tools were still difficult to learn, not user-friendly, had limited results presentation, and could not validate assumptions. The same paper highlights additional features expected of contemporary performance modeling tools including functionalities to support rapid parametric studies, and feedback on the accuracy of results.

The use of modeling tools still requires large amounts of effort and time for manual data input, a tedious and error prone task that consumes almost half the total time required for conducting simulations (Vladimir, 2001), with up to 80% of this time spent on defining the building geometry. Only a very small amount of time is actually required for computation; the remaining half of the total effort is spent on analyzing the results. This confirms that acquisition geometry (and other common) data and the migration of physical knowledge from modeling tools into meaningful design information remains two key obstacles to the ease of using modeling tools.

2.1.2. Industry Surveys

An industry survey conducted (Wong, Lam, & Feriadi, 1999) revealed that only 11% of the architecture firms surveyed used lighting software, and predominantly for enhancing the visual impression of the design rather than quantitative assessments. The survey respondents reflected an emphasis on first costs by the clients; they were of the opinion that modeling involves extra cost and effort beyond project budgets. A majority of the respondents felt that modeling tools were expensive to maintain and upgrade, requires large amounts of data input that may not be available at the time of design, were largely platform dependent, and that modeling output could be difficult to interpret and apply in design decision making. Half of the respondents also felt that modeling tools are not user-friendly and difficult to learn.

A survey of architects conducted as part of a research project assessing energy modeling tools (Lam, Huang, & Zhai, 2004) revealed similar results with the previous studies and survey. From the feedback, modeling tools were felt to be lacking in terms of data interoperability with other prevalent industry software, parametric analysis features, feedback on the accuracy of results, and results post-processing into design-decision relevant information. However, the recent implementation of the LEED building rating system has generated some interest in using performance modeling tools.
A recent survey by (McGraw Hill, 2007) shows that 28% of building firms in the United States use Building Information Models (BIMs), with the top 5 reasons for doing so as:

1. Less time re-entering data manually
2. Requirement from clients
3. Improved communication among stakeholders
4. Ease of parametric modification to designs
5. Opportunity to reduce costs

Based on current trends, the survey estimates 38% of firms to use BIMs by 2008 and 49% in 2009. While the adopting of BIMs is clearly cost driven as it has demonstrated reduction of repetitive tasks, the respondents have also expressed interest (85% of architects and 42% of engineers) in automated code checking technology. Currently only 13% of build teams have tried such technology. On average, architects spend 49 hours per project on code checking, engineers 52 hours.

2.1.3. Building Information Models and Interoperability

Building Information Models, as the name implies, are digital representations of a building containing information required to facilitate activities in the building delivery process, from design (program and intent specifications, design-schemes evaluations and visualizations, design specifications), construction (construction contracts, procurement, and schedules, clash detection, building commissioning, as-built documentation), to management (facilities management, post-occupancy commissioning, systems controls). Given the myriad activities, it is obvious that there is:

1) a corresponding multitude of software involved in the building delivery process
2) a large set of information required.

While building delivery, especially integrated design processes (1.2.2), would ideally utilize a single platform, software, and information model for all activities, the (contemporary) development and implementation costs for such platforms and software are obviously prohibitive. This emphasizes the importance and benefits of BIMs, as observed through the industry survey presented in the preceding section. The objectives of BIMs, as pertinent to
different stages of building design (Eastman, Teicholz, Sacks, & Liston, 2008), are presented below.

**Pre-construction**
1. Capturing building owner intents and requirements
2. Evaluating and tracking performance of proposed schemes from schematic stage

**Design**
3. Earlier and more accurate visualizations of designs
4. Automatic low-level corrections when changes are made to design
5. Generate accurate and consistent drawings for different disciplines at any stage of design
6. Earlier collaboration of multiple design disciplines
7. Earlier check with design intent
8. Exact cost estimates
9. Accurate energy and sustainability evaluations

**Construction and Fabrication**
10. Synchronize design, procurement, site management, and construction activities
11. Clash detection before construction
12. Evaluation and documentation of design and construction changes
13. Generation of fabrication models

**Post-Construction**
14. Commissioning specifications and documentation
15. Facilities management and operations models

Table 2-1 Benefits of Building Information Models (Eastman, Teicholz, Sacks, & Liston, 2008)

To achieve the above objectives, BIMs are more than a combination of traditional (digital) documents such as 2D drawings, 3D models, or spreadsheets. BIMs describe buildings parametrically, with non-redundant specification of objects, attributes, and relationships such that the model can be consistently viewed at different levels of detail and from different viewpoints (for different disciplines). This facilitates the collaborative and integrated design intent by allowing the information within the model to be consistently and automatically transformed into any format as required by the diverse disciplines and activities.

To achieve accessibility and durability in the context of multiple tasks and software involved in the building delivery process, BIMs should be interoperable between all the involved software, and there is a need to manage the access, changes, and updates to the BIMs by various
activities. Currently, there are various on-going efforts and developments in data formats (to enable interoperability) and data repositories (to facilitate change management); there is yet to be predominant or standardized use of either within the building industry.

While there is a wide range of data formats to transfer information between software, notable formats that are public (open source), and support Building Information modeling (non-redundant parametric object-based models), are:

1. Industry Foundation Classes (IFC2x3) (International Alliance for Interoperability, 2007)
2. ifcXML2x3 (International Alliance for Interoperability, 2008)
3. aecXML (FIATECH, 2007)
4. gbXML (GeoPraxis Inc., 2003)

ifxXML2x3 is simply the IFC schema implemented in XML (International Alliance for Interoperability, 2008a), while the aecXML effort has been subsumed under the IFC effort since May 2003 (version IFC2x2). As noted earlier (0), the most prevalent data formats, as adopted by both design modeling and (lighting and energy) simulation tools, are IFC and gbXML. IFC data models are expressed using the ISO-STEP EXPRESS language while gbXML uses XML. Although ifcXML also uses XML, it is not widely supported by design modeling tools (Design Computing, Georgia Institute of Technology, 2009). Of the three prevalent building modeling tools (Revit, Microstation, and ArchiCAD), only ArchiCAD supports ifcXML.

The IFC schema (Figure 2-1) is an extensible, object-based, framework of hierarchical entities designed to represent all types of building information throughout the entire building lifecycle. Basic entity objects (Figure 2-1 Resource Layer) are used to define fundamental elements and properties, which are then inherited by incrementally higher level entities (Figure 2-1 Core, Interoperable, then Domain Layers) to describe complex concepts, types, objects, or features. With each level of inheritance, new attributes and properties are added to cumulatively form the overall object description; the attributes and properties are also incrementally defined in the same manner. The comprehensiveness of the IFC schema, and constructible ontological sets, is thus limited only by the set of base entities, types, and enumeration. Given some 342 basic entities within 26 categories in the fundamental Resource Layer, the IFC schema is potentially able to represent a wide range of information. The IFC schema contains general purpose
IfcPropertyDefinition, IfcPropertySet, and IfcRelationship entities to allow definition of objects that are not currently available, thus allowing extensibility without modifications to the schema.

Figure 2-1 IFC Schema (International Alliance for Interoperability, 2007)
Figure 2-2 gbXML Schema (GeoPraxis Inc., 2003) with Campus and Building Elements expanded
In contrast to the generality of the IFC schema, the gbXML (version 0.36) schema (Figure 2-2) uses 285 object types and 99 enumerations to define a static ontological description of building information, focusing on the informational needs of energy and engineering analyses. Like IFC, gbXML is hierarchical, and uses basic entities to form higher level objects, though there is no structured inheritance behavior. By using XML, additional attributes or properties can be introduced by simply inserting element tags in accordance to the XML specification (W3C, 2000).

In considering the informational needs for lighting simulation, both IFC and gbXML schemas currently do not have explicitly defined entities that can be used directly to describe necessary objects, such as sky luminance distribution models, or material Bi-directional reflectance distribution functions (BRDFs). However, both schemas are potentially extensible to do so. A comparison of the two schemas is presented below.

<table>
<thead>
<tr>
<th></th>
<th>IFC</th>
<th>gbXML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modeling Language</td>
<td>EXPRESS</td>
<td>XML</td>
</tr>
<tr>
<td>Public (Open Source)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Parametric objects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Comprehensive (for lighting)¹</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Location Information</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sky Model</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Complex Geometry²</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Material (BRDF for lighting)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Lighting equipment</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Lighting distribution</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Lighting Simulation Parameters</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Lighting Simulation Results</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Extensible³</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

¹ Refers to schema having (the following) objects to capture information for lighting simulation
² Refers to general polygon surfaces (that might be non-orthogonal)
³ Refers to extensibility of schema to form new objects, capturing missing information

Table 2-2 Comparison of IFC and gbXML in capturing information for lighting simulation

### 2.1.4. Lighting Simulation Tools

According to research (Ubbelohde, 1998; Roy, 2000; Bryan & Mohammed Autif, 2002; Estes, Schrepppler, & Newsom, 2004), contemporary lighting simulation tools were assessed and found to have the following shortcomings:

- Difficult to use
- Hard to learn, frustrating to learn many tools
• Geometric input tedious and error prone
• Required inputs difficult to obtain
• Modeling limitations
• No feedback on accuracy
• Output difficult to interpret
• Does not support integrated, concurrent design processes
• Difficult to transfer data between domains
• Does not validate assumptions
• Difficult to conduct parametric analysis
• Difficult to transfer findings between domains

2.1.5. RADIANCE as State-of-the-art

In the same research cited above, only RADIANCE (Lawrence Berkeley National Laboratory, 2008), Lightscape (Autodesk, 1999) and Inspirer from Integra Inc. (not distributed in United States) were considered as physically-accurate.

All the tools except Lightscape require geometry modeling from scratch, though the former actually also requires models that are semantically different from typical architectural models. This essentially means that all tools require re-modeling when given a design model. “Simplistic” tools such as Lumen Micro from Lighting Technologies Inc. often achieve user-friendliness at the expense of accuracy, often to the extent of being unsuitable for use in architecture design. At the other extreme, the highly accurate RADIANCE tool was difficult to use, requiring much training and time to use well.

Through empirical and theoretical tests (Kopylov, Khodulev, & Volevich, 1998; Ng, Lam, & Nagakura, 2001; Ruppertsberg & Bloj, 2006), RADIANCE is also deemed the most physically accurate lighting simulation tool available. While this research is not the first to try to introduce Photon Mapping as a technique to overcome the limitations of contemporary building lighting simulation tools, previous research (Schregle, 2005) has only implemented classic (Jensen) Photon Mapping as-is (4.2 below); this research modifies the Photon Mapping technique so that it is more accurate and suitable for building lighting analysis.
2.2. Lighting Physics

While the nature of light is still not completely understood, and corresponding there exists many models of light, ray optics (or geometric optics) is commonly deemed sufficient to model the visual phenomenon of light in the context of architecture. Ray optics assumes that light travels as independent rays in straight lines through optical mediums, and interacts with such mediums according to a set of geometric rules. This model describes most of our daily visual experiences, such as reflections and refractions. While the model assumes light has infinite speed, and achieves steady-state instantaneously. This is not a problem for lighting simulation since the latter is conducted for time-instant scenes, and requires such steady-state assumption for ease of computation. While ray optics does not consider phenomena such as interference, diffraction, polarization, dispersion, or gravitational influences, it is still sufficient for describing architectural scenes, and already difficult to implement in simulation engines.

2.2.1. Radiometry and Photometry

Radiometry units are often used to quantify light. The basic unit is radiant power, also called radiant flux. Radiant flux, $\Phi$, is the time rate flow of radiant energy expressed in Watt (W) (Joule/second).

$$\Phi = \frac{dQ}{dt}$$ [W]

Eq. 2-1

where $Q$ is the Radiant energy and can be computed by integrating the spectral energy over all possible wavelengths. For the purposes of lighting simulation for architecture lighting, it is not necessary to go beyond the definition of radiant flux since the flux outputs of lamps are usually available (though in photometric units – luminous flux [lumens]). In lighting simulation, radiant flux is usually represented in three separate components($\Phi_r$, $\Phi_g$, $\Phi_b$), corresponding to the three primaries (trichromatic color vision) red, green and blue within the visible spectrum. Each component integrates the spectral energy over the wavelengths picked up by the corresponding color receptors (cone cells).

The difference between radiometry and photometry is that the latter includes standard human visual responses. While radiant flux includes energy over all wavelengths, luminous flux includes...
only energy over visible wavelengths. Since lighting simulation is concerned with physical accuracy, radiometric units are used. However, since lighting simulation inputs (radiant flux of luminous sources, trichromatic material properties) are described in terms of their visible properties, radiometric and photometric units are essentially interchangeable in this research.

The Radiant Intensity, $I$, is the radiant flux per differential solid angle, $d\omega$:

$$I(\vec{\omega}) = \frac{d\Phi}{d\omega} \quad [\text{W} \cdot \text{sr}^{-1}]$$

Eq. 2-2

The radiant flux area density is the radiant power per unit surface area. This is usually separated into flux leaving a surface and flux incident on a surface. The solid angle is a three-dimensional measure of angles and analogous to the two-dimensional radian. It describes angular size and is measured in steradians, a SI derived unit. By definition, 1 steradian is the solid angle subtended at the center of a sphere of radius $r$ by a portion of the surface of the sphere having an area $r^2$. This means that steradians are dimensionless ($m^2 \cdot m^{-2}$).

Irradiance, $E$, is the incident radiant power arriving at a surface location, $x$ (differential flux per differential area). The photometric equivalent is illuminance.

$$E(x) = \frac{d\Phi}{dA} \quad [\text{W} \cdot \text{m}^{-2}]$$

Eq. 2-3

Illuminance is commonly used in building design and regulations to evaluate if there is sufficient light incident upon work surfaces for safe and comfortable performance of visual tasks. Design benchmarks typically recommend ranges of illuminance values, as well as distribution, according to building types and use (The American Society of Heating, Refrigerating and Air-Conditioning Engineers, 1999; Illuminating Engineering Society of North America, 2000; Commission Internationale de l'Eclairage, 2001). Calculating illuminance, or irradiance, is thus one of the objectives of lighting simulation.
Radiant Exitance, $M$, or Radiosity, $B$, is the exitant radiant power leaving a surface location, $x$:

$$M(x) = B(x) = \frac{d\Phi}{dA} \text{ [W} \cdot \text{m}^{-2}]$$

Eq. 2-4

Radiance, $L$, is the radiant flux per unit solid angle per unit projected area (Figure 2-3). It is indicative of the brightness of objects. The photometric equivalent is Luminance (Table 2-3).

$$L(x, \hat{\omega}) = \frac{d^2\Phi}{dA^2 d\hat{\omega}} = \frac{d^2\Phi}{\cos \theta dA d\hat{\omega}} \text{ [W} \cdot \text{m}^{-2} \cdot \text{sr}^{-1}]$$

Eq. 2-5

Figure 2-3. Radiance $L = (x, \hat{\omega})$, flux per unit solid angle $\hat{\omega}$, per unit projected area $dA^\perp$

Like illuminance, luminance is a common metric used in building design. Since luminance describes the objective brightness of objects, and human vision perceives only limited brightness ranges instantaneously and can be damaged by excessive brightness, luminance values and ranges are used (Commission Internationale de l’Eclairage, 1995) to evaluate if the visual experience is comfortable and conducive to the visual task. Calculating luminance, or radiance, is then the second objective of lighting simulation.
To convert between radiometric and photometric units, two types of efficacies have to be considered. The first is luminous source efficacy ($\text{lm}/\text{W}$), which translates the power (Watts) of luminous sources into luminous flux (Lumens). The second is the human vision visual response, which accounts for varying sensitivities of human vision to different wavelengths (Figure 2-4).

Fortunately, as mentioned above, the luminous flux (photometric unit) outputs of lamps are typically specified by manufacturers. This avoids the need for simulation tools to determine appropriate luminous source efficacies. Since both the input (luminous flux) and desired results (illuminance and luminance) of lighting simulation are in photometric units, there is no need to worry about the correct conversion factor, as long as a consistent factor is used. Incidentally,
standard (photopic) human vision (Commission Internationale de l'Eclairage, 1931) (Figure 2-5) is most sensitive at 555nm, and this corresponds to a peak of 683 lumens per watt from a standard illuminant. Correspondingly, the luminance is defined as a derived SI unit of luminous intensity, measured in candela, which is defined as “the luminous intensity, in a given direction, of a source that emits monochromatic radiation of frequency $540 \times 10^{12}$ hertz and that has a radiant intensity in that direction of 1/683 watt per steradian.”

![Figure 2-5 The CIE standard observer color matching functions, sensitivity plotted against wavelength](Image Credit: Acdx, 2009)

However, since lighting simulation is concerned with light sources are of varying wavelengths (or colors) beyond 540nm (green) monochromatic, and human vision is less sensitive at other wavelengths, a much lower efficacy is typically used. Empirically, RADIANCE uses an efficacy of 179 lumens per watt, representative of the efficacy of white light (Ward, The RADIANCE Lighting Simulation and Rendering System, 1994). To account for the same effect (sensitivity of human vision at various wavelengths), RADIANCE uses a normalized ratio of 0.265: 0.670: 0.065 (sum to 1) for the three primaries, red, green, and blue, when converting from the trichromatic radiometric results to photometric luminance values.

$Luminance \text{ (lumens/steradian/sq.meter)} = 179 \times (0.265 \times R + 0.670 \times G + 0.065 \times B)$

$\text{where } R, G \text{ and } B \text{ are trichromatic radiance values}$

Eq. 2-6

The same ratios are implemented in the new tool to account for the human vision system.
2.3. Light Scattering

*Local Illumination* models describe how light interacts with objects in a scene, describing the effects of scattering (reflection, or transmission) and absorption. Considering the context of architecture lighting, we can make assumptions to limit the effects to be modeled, excluding phenomena such as fluorescence and phosphorescence. Further assumptions such as a vacuum-like medium within which light travels, and *Helmholtz reciprocity* allows the models to be concise and manageable.

![Figure 2-6 Light scattering within a material before exiting in the BSSRDF model (left), Incident and reflected light at the same surface location in the BRDF model (right) (Jensen, 2001)](image)

2.3.1. The BSSRDF

The *Bidirectional Scattering Surface Reflectance Distribution Function* (BSSRDF) (Nicodemus, Richmond, Hsia, Ginsberg, & Limperis, 1977) is a general model of light scattering. Light incident on a non-metallic surface is often scattered within the material before exiting the surface at different locations, angles and intensities (*subsurface scattering*, Figure 2-6). The BSSRDF, S, relates the differential outgoing radiance $L_r$ at position $x$ in the direction $\vec{\omega}$ to the differential incident flux $d\Phi_i$ at another location $x'$ from some direction $\vec{\omega}'$.

$$S(x, \vec{\omega}, x', \vec{\omega}') = \frac{dL_r(x, \vec{\omega})}{d\Phi_i(x', \vec{\omega}')}$$

*Eq. 2-7*
While this function accurately captures the effects of light scattering, it is costly to model and evaluate since the consideration of every point \( x \) within the scene involves multiple calculations of \( S \), for large sets of \( x' \) and corresponding samples of \( \bar{\omega}' \) over all visible directions at each \( x' \). Fortunately, subsurface scattering is of concern more as a visual effect than performance consideration in building design. This allows the simplification and assumption that reflected light leaves a surface at the same location at which it was incident (BRDF).

### 2.3.2. The BRDF

The *Bidirectional Reflectance Distribution Function* (BRDF), introduced by the same authors, is an approximation of the BSSRDF where incident flux and reflected radiance are assumed to occur at the same surface location (Figure 2-6). The BRDF function \( f_r \) relates the differential outgoing radiance \( L_r \) at position \( x \) in the direction \( \bar{\omega} \) to the differential irradiance \( E_i \) at the same location from some direction \( \bar{\omega}' \).

\[
f_r(x, \bar{\omega}', \bar{\omega}) = \frac{dL_r(x, \bar{\omega})}{dE_i(x, \bar{\omega}')} = \frac{dL_r(x, \bar{\omega})}{L_i(x, \bar{\omega})(\bar{\omega}' \cdot \bar{n})d\bar{\omega}'}
\]

Eq. 2-8

The BRDF follows *Helmholtz reciprocity*; it is independent of the incident and exitant directions.

\[
f_r(x, \bar{\omega}', \bar{\omega}) = f_r(x, \bar{\omega}, \bar{\omega}')
\]

Eq. 2-9

Following energy conservation, a surface cannot reflect more light than it receives. Thus:

\[
\int f_r(x, \bar{\omega}', \bar{\omega})(\bar{\omega}' \cdot \bar{n})d\bar{\omega}' \leq 1 \quad \forall \bar{\omega}
\]

Eq. 2-10

The BRDF for ideal diffuse, ideal specular and transparent materials are well established. Most materials, however, are a combination of diffuse and glossy specular.
2.3.3. Ideal Diffuse Reflection

Lambertian or Ideal Diffuse Reflection assumes that the reflection of incident light is perfectly random, i.e. the reflected radiance $L_r(x, \bar{\omega})$ is constant in all directions (Figure 2-7). This reduces the BRDF to $f_{r,d}(x)$ since it is regardless of direction.

$$L_r(x, \bar{\omega}) = f_{r,d}(x) \int_\Omega dE_i(x, \bar{\omega}) = f_{r,d}(x)E_i(x)$$

Eq. 2-11

Since $\int_\Omega (\bar{n} \cdot \bar{\omega}) d\bar{\omega} = \pi$ and diffuse reflectance $\rho_d$ is defined as the ratio of reflected to incident flux,

$$\rho_d(x) = \frac{d\Phi_r(x)}{d\Phi_i(x)} = \frac{L_r(x)dA\int_\Omega (\bar{n} \cdot \bar{\omega}) d\bar{\omega}}{E_i(x)dA} = \pi f_{r,d}(x)$$

$$\Rightarrow f_{r,d}(x) = \frac{\rho_d}{\pi}$$

Eq. 2-12

which express the BRDF of Lambertian surfaces as simply $1/\pi$ that of the reflectance.

Figure 2-7 General diffuse reflection and Lambertian diffuse reflection
2.3.4. Ideal Specular Reflection

Specular Reflection assumes that a smooth surface reflects incident light in a specific direction. While most smooth surfaces have imperfections resulting in some scattering of the reflected light, this phenomenon is termed glossy reflection. The new tool uses an empirical Gaussian model (section below) to model glossy reflection. Perfect specular reflection assumes the surfaces to be perfectly smooth with a single mirror direction for the reflected light (Figure 2-8).

![Figure 2-8 Perfect specular (mirror-like) reflection (left) and glossy reflection (right)](image)

The reflected radiance, in the reflected (mirrored) out-going direction, due to specular reflection is thus only affected by the specular reflectance $\rho_s$ of the material:

$$L_i(x, \omega_i) = \rho_s(x)L_i(x, \omega')$$

Eq. 2-13

Where the reflected (mirrored) direction is:

$$\omega_i = 2(\omega' \cdot \hat{n})\hat{n} - \omega'$$

Eq. 2-14

The BRDF of ideal specular materials is thus simply:

$$f_{r,s}(x, \omega_i, \omega') = \begin{cases} \rho_s | \omega = \omega_s \\ 0 \ | \omega \neq \omega_s \end{cases}$$

Eq. 2-15
2.3.5. **Transparent Materials**

When light moves from a medium of a given refractive index $\eta_1$ into a second medium with refractive index $\eta_2$, both reflection and transmission (in refracted direction) of the light may occur. The reflected direction is already described in Eq. 5-14, and the refracted direction $\overrightarrow{\omega}_r$ is computed from Snell’s law, which relates the angle of incidence $\theta_1$ to the angle of refraction $\theta_2$.

$$\eta_1 \sin \theta_1 = \eta_2 \sin \theta_2$$

*Eq. 2-16*

$$\overrightarrow{\omega}_r = -\frac{\eta_1}{\eta_2} (\overrightarrow{\omega} - (\overrightarrow{\omega} \cdot \overrightarrow{n}) \overrightarrow{n}) - \left( \frac{1 - (\eta_1^2)}{(\eta_2^2)(1 - (\overrightarrow{\omega} \cdot \overrightarrow{n})^2)} \right) \overrightarrow{n}$$

*Eq. 2-17*

Fresnel Equations gives the amount of reflection and refraction as dependent upon the incident and refracted angles. The coefficients of reflection parallel to plane of incidence $\rho_\parallel$, and perpendicular to plane of incidence $\rho_\perp$ are:

$$\rho_\parallel = \frac{\eta_2 \cos \theta_1 - \eta_1 \cos \theta_2}{\eta_2 \cos \theta_1 + \eta_1 \cos \theta_2}$$

$$\rho_\perp = \frac{\eta_1 \cos \theta_1 - \eta_2 \cos \theta_2}{\eta_1 \cos \theta_1 + \eta_2 \cos \theta_2}$$

*Eq. 2-18*
For un-polarized light, the Fresnel Reflection Coefficient $F_r$, gives the specular reflectance:

$$F_r(\theta) = \frac{1}{2}(\rho_\parallel^2 + \rho_\perp^2) = \frac{d\Phi_r}{d\Phi_i}$$

Eq. 2-19

Correspondingly, the amount of transmitted light is $1 - F_r(\theta)$.

2.3.6. Opaque Materials (Empirical Gaussian Model)

As described earlier, most opaque materials reflect light in complicated ways. Ward’s empirical Gaussian model (Ward, 1992) is physically-based, energy conserving, follows Helmholtz reciprocity, and describes materials as a combination of ideal diffuse (Lambertian) and glossy. The degree of glossiness, whether the specular component of a material tends towards ideal (mirror-like) or glossy (reflection in a small cone about the mirror direction), is described by the roughness $\alpha$ of the material. The roughness is the standard deviation (RMS) of the surface slope, following the micro-facet theory of surfaces, which assumes the surface to be composed of many small facets, each with perfect distribution. The assumption is that the average slope angle follows a Gaussian, thus the descriptor for the model.

$$f_r(x, \tilde{\omega}, \tilde{\omega}') = \frac{\rho_d}{\pi} + \rho_s \frac{e^{-(\tan^2 \delta/a^2)}}{4\pi a^2 \sqrt{((\tilde{\omega}' \cdot \bar{n}) - (\tilde{\omega} \cdot \bar{n})}$$

where $\delta$ is the angle between surface normal $\bar{n}$ and half angle $\bar{h} = (\tilde{\omega} + \tilde{\omega}')/\|\tilde{\omega} + \tilde{\omega}'\|$

Eq. 2-20

The new tool implements this model for all opaque materials. The separation of the diffuse and specular components allows each to be calculated separately, and the separation of the normalization factor $\frac{1}{4\pi a^2 \sqrt{(\tilde{\omega}' \cdot \bar{n}) - (\tilde{\omega} \cdot \bar{n})}}$ and attenuation factor $e^{-(\tan^2 \delta/a^2)}$ with lends itself naturally to its use in Photon Mapping; the attenuation factor is used to determine the recursive photon direction when using Russian Roulette to spawn photons, and the normalization factor is included when evaluating the BRDF during final gather.
2.4. The Rendering Equation

Considering only the visible spectrum and steady state conditions, the rendering equation (Kajiya, 1986) describes the radiance leaving a point $x$, towards the observer (direction $\vec{\omega}$), as the sum of emitted radiance $L_o$ the reflected incident radiance $L_i$ at that point.

$$L_o(x, \vec{\omega}) = L_e(x, \vec{\omega}) + \int_{\Omega} f_r(x, \vec{\omega}, \vec{\omega}') L_i(x, \vec{\omega})(\vec{\omega}' \cdot \vec{n}) d\vec{\omega}$$

Eq. 2-21

The accuracy of any lighting simulation tool lies in the ability of the tool, via its rendering technique, or algorithm, to solve this equation. By implementing the physically-based BRDFs described above, all parts of the light transport (as necessary for architecture lighting considerations) are considered.

The recursive nature of the rendering equation describing inter-reflections between surfaces in the scene is evident when considering that the incident radiance $L_i$ from a particular direction originated as the emitted radiance $L_o$ from another surface point. Eq. 5-21 can then be expressed as:

$$L = L_e + TL$$

where $(Tg)(x, \vec{\omega}) = \int_{\Omega} f_r(x, \vec{\omega}, \vec{\omega}') g(x, \vec{\omega})(\vec{\omega}' \cdot \vec{n}) d\vec{\omega}$

Eq. 2-22

which expands to:

$$L = L_e + TL_e + T^2L_e + T^3L_e + T^4L_e + \cdots = \sum_{m=0}^{\infty} T^m L_e$$

Eq. 2-23

This implies that an infinite number of reflections have to be considered to solve the rendering equation. However, since the overall radiance contribution of increasing depths in the recursion to the top level emitted radiance becomes geometrically smaller (reflectance is always less than
1 for real materials), the expansion can be reasonably pruned once the contribution falls below a certain threshold.

### 2.4.1. Path Notation

For ease of describing and classifying light paths, path notation (Heckbert, 1990) is commonly used. Vertices of the light path are designated L (light source), E (eye), S (specular reflection) and D (diffuse reflection).

For abbreviating long paths, regular expressions are used:

- \((k)^+\) denotes one or more \(k\) events
- \((k)^*\) denotes zero or more \(k\) events
- \((k)^?\) denotes zero or one \(k\) event
- \((k|k')\) denotes \(k\) or \(k'\) event

Caustics, concentration of light caused by specular reflections from curved objects, are represented as \(LS^+\) as they reach a surface. If the surface is diffuse and the caustic observed by the view (eye), the entire path is \(LS^+D\). If the surface is specular and the view (eye) observes the caustics via specular reflect, the entire path becomes \(LS^+E\).
3. Case Studies of Contemporary Practice

*Cases studies of lighting simulation within actual design contexts are presented to illustrate the tasks involved and establish quantitative the time and effort baselines for subsequent evaluation of new lighting simulation tool.*

3.1. Case Study 1 – Lighting Simulation in Integrated Concurrent Design

The following case study is presented to exemplify and quantify the issues of time and effort in conducting lighting simulation in integrated design processes. The Center for Building Performance and Diagnostics, in conjunction with United Technologies Research Center, developed integrated solutions for a quick service restaurant (Lam, Loftness, Hartkopf, Huang, Zhai, & Bing, 30 November 2007). To achieve a high performance holistic design solution, the multidisciplinary team collaborated in an integrated concurrent design process. The benefits and challenges of integrated design have been well discussed and documented (Gail, Todd, & Hayter, 2003; Deru & Torcellini, 2004; National Institute of Building Sciences, 2008). Concurrent design attempts to reduce the turn-around time and improve the efficiency of such multidisciplinary effort by conducting the various domain tasks in parallel.

![Figure 3-1 Lighting Design of Quick Service Restaurant (Lam, Loftness, Hartkopf, Huang, Zhai, & Bing, 30 November 2007)](image-url)
Lighting simulation (using RADIANCE) was conducted with to analyze existing day lighting conditions to facilitate optimized lighting layout and control design. From an initial set of design documents including digital 2D CAD drawings and specifications, a series of performance mandates in the various domains were formed. The quantification of desired lighting performance led to the identification of appropriate benchmarks and metrics that can be used to evaluate measure and compare the appropriateness of various design strategies. By decomposing the benchmarks and metrics into fundamental radiance and irradiance levels, lighting simulation tools can be used to compute the latter efficiently.

The objective of lighting simulation was to perform hourly illuminance analysis for 2 Design Days\(^{24}\) (24 time-steps). However, such results would then require further analysis and processing to become operative information; information that is relevant to and allows design decisions to be made. The initial set of illuminance results are used to define the electric lighting design, and subsequent sets of lighting simulation are used to iteratively evaluate and optimize the design. This remains largely a manual and repetitive task. It is noted that this process of problem formulation and analysis of simulation output requires much user expertise and tacit knowledge. The steps involved are:

I. Preparation of Simulation Input Files (RADIANCE)
II. Preparation of Simulation Parameters
III. Simulation run (RADIANCE)
IV. Results post-processing
V. Repeat process for different lamp layouts and controls
   i. Energy impact evaluated by concurrent team (need to pass information to team)
   ii. Design by multidisciplinary team

\(^{24}\) A Design Day is a typical day with representative values (daylight and sunlight conditions) selected for simulation to avoid large numbers of simulations. Since design is concerned with typical conditions, the slight variations between days available from hourly metrological data files offer resolution beyond what is necessary for lighting design. It is standard practice (as well as in industry standards such as LEED), to use conditions in the 2 equinox days (usually Mar and Sept 21\(^{st}\), depending on calendar year) as Design Days for lighting simulation and analysis. In this case, there were approximately 12 day-lit hours per equinox day, resulting in the need for 24 hourly lighting simulations.
Table 3-1 Breakdown of tasks to obtain first successful simulation run

<table>
<thead>
<tr>
<th>Simulation Input Files</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry</td>
<td>Convert solid model to surface-based description</td>
</tr>
<tr>
<td></td>
<td>Vertex reordering of surfaces with openings</td>
</tr>
<tr>
<td>Material Information</td>
<td>Convert material types to RADIANCE material types</td>
</tr>
<tr>
<td></td>
<td>Convert material properties to RADIANCE syntax &amp; units of measure</td>
</tr>
<tr>
<td></td>
<td>Process openings as secondary light sources</td>
</tr>
<tr>
<td>Lamp Properties</td>
<td>Convert lamp specifications to RADIANCE syntax &amp; units of measure</td>
</tr>
<tr>
<td></td>
<td>Process reflectors as secondary light sources</td>
</tr>
<tr>
<td>Sky Definition</td>
<td>Define RADIANCE sky luminance function</td>
</tr>
<tr>
<td></td>
<td>Define ground plane and sky hemisphere</td>
</tr>
<tr>
<td>2 Camera Views</td>
<td>Define scene views</td>
</tr>
<tr>
<td></td>
<td>Define camera types</td>
</tr>
<tr>
<td>Batch Files</td>
<td>Define simulation parameters</td>
</tr>
<tr>
<td></td>
<td>(model extents &amp; variability, exposure, recursion depth, resolution)</td>
</tr>
<tr>
<td></td>
<td>Generate ordered and linked sets of input files per time-step</td>
</tr>
<tr>
<td></td>
<td>Generate batch command files</td>
</tr>
</tbody>
</table>

Figure 3-2 Multiple tools and duplicate entry of data

Even when the objectives for lighting simulation are well-defined, there remains much manual work that requires user expertise. The design information, essentially a building model, has to be remodeled with appropriate semantics for lighting simulation. Additional assumptions, such as geometric abstraction and material properties, have to be made. Often, part of this information is related to or duplicated by concurrent work in other domains. The sharing and checking of such information is done manually, error-prone and time consuming. Following the completion of the remodeling, much expertise is required to conduct the simulation and process the results. The entire process is thus time consuming, involves multiple tools and the problem
of redundant data-entry and information exchange is further compounded by the non-interoperability of these tools (Figure 3-2). The time associated with each step of the simulation workflow is tabulated below (Table 3-2). The main user time and effort burden is the manual preparation of simulation input files and simulation parameters, taking some 9.6 hours. While the simulation run takes 1 hour per time-step, this is computation time and does not require any user effort. Additionally, since each time-step simulation is independent, they can be run concurrently on several computers to reduce the actual time the user has to wait for results. At the end of the simulation run, at took approximately 3 hours to post-process the results into operative information in the form of 12-sets of false-color images to visualize the illuminance distribution.

In each subsequent simulation iteration (red-text in Table 3-2), the new lamp specifications, geometry, and layout, have to be updated in the simulation input files. This takes approximately 2 hours. Thereafter, the same simulation run and post-processing tasks (highlighted in brown) have to be conducted to generate the necessary operative information.

<table>
<thead>
<tr>
<th>Simulation Input Files</th>
<th>Manual Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry</td>
<td>7 Hours</td>
</tr>
<tr>
<td>Material Information</td>
<td>1 Hour</td>
</tr>
<tr>
<td>Lamp Properties</td>
<td>0.5 Hour</td>
</tr>
<tr>
<td>Sky Definition</td>
<td>0.5 Hour</td>
</tr>
<tr>
<td>Simulation Parameters</td>
<td></td>
</tr>
<tr>
<td>2 Camera Views</td>
<td>0.1 Hour</td>
</tr>
<tr>
<td>Batch Files</td>
<td>0.5 Hour</td>
</tr>
<tr>
<td>Simulation Run</td>
<td>RADIANCE Computation time</td>
</tr>
<tr>
<td>Post processing</td>
<td>Update Geometry and Lamps in Input Files</td>
</tr>
<tr>
<td>Iterative Run</td>
<td>Generate new batch file</td>
</tr>
<tr>
<td>Simulation Run</td>
<td>RADIANCE Computation time</td>
</tr>
<tr>
<td>Post processing</td>
<td>Generate false-color images from results</td>
</tr>
</tbody>
</table>

Table 3-2 Time taken for each step of the simulation workflow
Additional impediments to the efficient use of simulation tools in concurrent design arise from the progressive nature of design development. First, the varying levels of detail (LOD) a design solution possesses as it develops and evolves limit the consistent use of lighting simulation tools and metrics through the stages of design. Since different facets of information are only available or refined at different stages of design, this entails the inevitable use of different performance metrics and corresponding tools at the various stages depending on what information is available. This hinders effective performance comparisons and progress tracking central to implementing integrated processes.

Second, some parameters in each domain task may be dependent on other domains or that information necessary for the tasks may not yet be available at that stage of design. Assumptions made in each domain may be conflicting with related assumptions in other domains, but the level of detail of the design may not yet be high enough for effective conflict resolutions, leading to consequences downstream.

In keeping with the observations from the literature review, lighting simulation tools have shown to be potentially useful in supporting integrated concurrent design, though currently falling short by being too time-consuming and requiring significant expertise and resources to use. The varying LODs a design undergoes throughout the design process also pose significant challenges to effective simulation tool usage. The pertinent points within these two issues are summarized as follows:

*Too time consuming*

- Semantic differences – redundant effort in remodeling
- Interoperability – difficulty in information exchange between tools
- Operative information – repetitive and difficulty in processing results

*Varying LOD*

- Consistent metrics – difficulty in implementing consistent technical method
- Information availability – missing information and difficulty in error-checking
3.2. Case Study 2 – Performance Benchmarking

The following case study is presented to illustrate the workflow in lighting performance benchmarking to aid performance-based building design, and to similarly establish and quantify user time and effort costs in acquiring operative information for design. The Center for Building Performance and Diagnostics (CBPD) performed lighting performance benchmarking for a university building retrofit project to help the design team synthesize a green building design. The LEED rating system (U.S. Green Building Council, 2005) was selected by the design team; LEED Credits EQ 8.1 and EQ 8.2 calculation results, in stipulated tabulation formats, were identified as the required operative information.

CBPD calculated LEED Credits EQ 8.1 and EQ 8.2 for the existing building and each proposed design by the design team iteratively. To establish time and effort baselines for subsequent automation work (Chapter 5), both credits were initially manually calculated. The manual calculation procedure assumes well-formed design CAD drawings (plans and sections) and the availability of all necessary material reflectance properties, submittal spreadsheets (Figure 3-3) with calculation formulas, and an expert user familiar with the calculation procedures and

25 Calculation method and tabulation stipulations covered in detail in Chapter 5.1.
spreadsheets, without making any mistakes. The building is a single open plan office with 13 windows (6 unique types). The times taken to perform manual calculation of both LEED credits are as follows:

<table>
<thead>
<tr>
<th>Model Description</th>
<th>LEED Credit EQ 8.1</th>
<th>LEED Credit EQ 8.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Zone 13 Windows (6 unique types)</td>
<td>5 minutes</td>
<td>10 minutes</td>
</tr>
</tbody>
</table>

Table 3-3 Time taken to perform manual LEED credits calculations

![Figure 3-4 Lighting Simulation for LEED EQ 8.1 and illuminance distribution analysis](image)

To provide better accuracy in LEED EQ 8.1 calculation\(^{26}\), and to provide visualization of the daylight illuminance distribution in the space for better understanding of the lighting performance, CBPD performed lighting simulation of the space in RADIANCE. The simulation workflow is similar to that in Case Study 1 earlier.

I. Preparation of (RADIANCE) Simulation Files
II. Simulation run (RADIANCE) 24 time-steps
III. Results post-processing
IV. Iterate for new design

The time taken for each stage of the workflow is tabulated in Table 3-4 below.

\(^{26}\) LEED EQ 8.1 can also be calculated via lighting simulation. The credit is awarded if a minimum daylight illumination of 25 footcandles (269 lux) on a 30” (762 mm) work-plane in 75% of regularly occupied areas. The simulation must be under clear sky conditions at noon on the equinox, with a 2’ (610 mm) calculation grid.
To illustrate the benefits of partial interoperability offered by middleware as discussed earlier (Chapter 1.2.4) the lighting simulation model (Step I above) was also prepared using Ecotect (Autodesk, 2009). Given a well-formed 3-D AutoCad (*.dwg) design model, Ecotect imports the geometric information within a graphical user interface for quick remodeling and definition of simulation parameters. Ecotect is then able to export the information as RADIANCE simulation input files. The rest of the simulation workflow (Steps II – IV) is the same.

**STEP I – Preparation of (RADIANCE) Simulation Files using Ecotect**

- Import design geometry, redraw in surfaces
- Materials, location, and camera definition
- Export to RADIANCE
- Manually correct RADIANCE input files
- Manually prepare batch input files

The time taken to prepare simulation files is reduced from 6 hours to 10 minutes (Table 3-4) since graphical input of geometric information is much easier than manual input of numerical values such as coordinate-points information. Likewise, the Ecotect GUI makes it easier to define and inspect material properties, sky and camera definitions, and simulation parameters (batch files), as compared to text-based definitions in the manual process.
In the iterative runs, the geometric and material changes in the design have to be updated in the simulation input files. Using Ecotect reduces the time taken from 1 hour to 10 minutes due to the same ease of graphical input. However, it is noted that this is the same amount of time taken as the initial model preparation, since the time is mostly attributed to navigating the user interface rather than manual keying-in of numerical values.

<table>
<thead>
<tr>
<th>Manual Process</th>
<th>Ecotect</th>
</tr>
</thead>
<tbody>
<tr>
<td>• All information in CAD drawings and spreadsheets</td>
<td>• Successful CAD drawings import</td>
</tr>
<tr>
<td>• Expert User</td>
<td>• Expert User</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation Input Files Preparation</th>
<th>Geometry</th>
<th>4 Hours</th>
<th>10 Minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Material Properties</td>
<td>0.5 Hour</td>
<td>0.5 Hour</td>
</tr>
<tr>
<td></td>
<td>Sky &amp; Camera Definition</td>
<td>0.1 Hour</td>
<td>0.1 Hour</td>
</tr>
<tr>
<td></td>
<td>Batch Files</td>
<td>0.5 Hour</td>
<td>0.5 Hour</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation Run Post processing</th>
<th>RADIANCE Computation time Generate false-color images</th>
<th>4.5 Hours (15 Minutes each time-step)</th>
<th>3 Hours</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Iterative Run Update Geometry Generate new batch files</th>
<th>1 Hour</th>
<th>10 Minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation Run RADIANCE Computation time</td>
<td>4.5 Hours (15 Minutes each time-step)</td>
<td></td>
</tr>
<tr>
<td>Post processing Generate false-color images</td>
<td>3 Hours</td>
<td></td>
</tr>
</tbody>
</table>

Table 3-4 Time taken for each step of the simulation workflow

In both manual and Ecotect-assisted lighting simulation, the post-processing stage entails the analysis of simulation results and preparation of illuminance false-color visualizations (Figure 3-6). In addition, perspective luminance renders were also generated to better visualize the lighting design, and compare performance between design iterations (Figure 3-7). The post-processing entails the manual use of RADIANCE utilities, amounting to some 3 hours.
Case Studies of Contemporary Practice
4. Implementation of Lighting Simulation Engine

(Jensen) Photon Mapping is selected as suitable for simulating high performance building designs, and implemented with slight modifications with consideration of typical building lighting design contexts.

4.1. RADIANCE - Monte Carlo (Backwards) Ray Tracing

As mentioned in literature review, RADIANCE is the most widely available and used lighting simulation tool in building design practice. While it has been widely validated, a detailed review below of its rendering techniques and limitations reveals that high performance building designs that are increasingly becoming commonplace involve highly-reflected light paths that RADIANCE is not suited to handle.

![Figure 4-1 Backwards Ray Tracing (Autodesk, 1999)](image)

4.1.1. Implementation in RADIANCE

The fundamental technique used by RADIANCE (Larson & Shakespeare, 2003) is backwards ray tracing that traces ray paths, originating from the camera (eye) position, through pixels in an imaginary plane (the bitmap to be generated), into the scene model. At the first intersection the primary ray encounters with an object in the scene, the radiance towards the observer can be calculated based on the surface BRDF. Depending on the material of this surface, the radiance is
calculated by casting three additional types of rays; shadow, reflected and refracted rays. This solves the rendering equation by expressing the incident radiance $L_i$ as two separate terms:

$$L_i = L_{i,I} + L_{i,d|s}$$

Eq. 4-1

Where $L_{i,I}$ is incident radiance due to direct illumination from light sources, paths $L(S|D)E; (S|D)$ depending on the type of material at the primary ray surface intersection, and $L_{i,d|s}$ is from indirect illumination where light from sources have been at least diffuse or specular reflected at least once; paths $L(S'|D')+(S|D)E, (S'|D')$ representing the diffuse or specular reflection before being finally reflected towards the observer at the primary ray intersection. In the case where the primary ray intersects a light source, reflectance is assumed as zero; the exitant radiance is simply the emitted radiance of the light source:

$$L_o(x, \bar{\omega}) = L_e(x, \bar{\omega})$$

Eq. 4-2

This covers the conditions where the light paths are $LE$. Together with use of the three types of rays described above, this technique covers all possible light paths $L(L|D)*E$.

Shadow rays are cast from the surface intersection point towards light sources to determine if there is direct illumination $L_{i,I}$ at the primary ray intersection (no surface intersections before the shadow ray reaches the light source). (Specular) reflected and refracted rays are cast in all directions $\bar{\omega}$. over the hemisphere at the primary ray intersection point to evaluate the irradiance from surface inter-reflections $L_{i,d|s}$. At subsequent reflected or refracted ray surface intersections, additional shadow, reflected and refracted rays are cast in a recursive manner. This represents the recursive evaluation of the second and higher order $T^m$ in Eq. 2-23, thus solving the entire rendering equation. To limit the expansion, the recursion is halted when one of the following conditions occurs:

1. The intersected surface is a light source (for which reflectance is approximated as zero)
2. The ray has reflected more than a specified number of times (default limit is 6)
3. The product of all previous reflectance is below a specified values (default limit is 0.005)
Additionally, the number of reflected and refracted rays cast from each point is determined stochastically. Instead of sending excessively large numbers of specular rays (samples) to achieve accurate $L_{\text{dis}}$, uniformly weighted Monte Carlo sampling is used to choose directions about the mirror and transmitted directions.

To reduce the number of samples further, irradiance caching and interpolation is used. By assuming that indirect illumination tends to change slowly (low-frequency) over the hemisphere, a lower number of samples can be initially taken with larger directional differences, and the irradiance in between the samples interpolated if the irradiance gradient between adjacent samples is below a specified threshold. In the event the threshold is exceeded, additional sub-sampling between the original samples is done to evaluate the irradiance. Since this recursive technique uses a large number of reflected and refracted rays, these specular rays more often than not intersects surface points near locations where irradiance have been previously calculated. The irradiance cache allows previous evaluations to be reused and interpolated, thus reducing the computational expense of the large number of rays. Like the adaptive sub-sampling, the irradiance is not interpolated if adjacent gradients cross a specified threshold.

4.1.2. Limitations

Considering that the technique of RADIANCE fundamentally traces light paths backwards, its limitations are evident. RADIANCE would underestimate incident indirect irradiance when light paths include a high number of reflections between light source and the point of interest (primary ray intersection), such as in predominantly diffuse-lit non-convex spaces, or when light re-directing devices are used. Such design scenarios are increasingly becoming common place in building design as the industry shifts towards high performance, or green, buildings.

Diffuse lighting (indirect ambient light) has been widely accepted as providing more comfortable environments. Figure 4-2 illustrates typical indirect lighting strategies in high performance, or green, buildings. Daylight is reflected via redirecting devices, such as external light shelves in this case, into the interior, towards the ceiling before it is diffusely reflected towards work surfaces. Likewise, the interior electric lamps points upwards towards the ceiling.
The implication for lighting simulation is that indirect irradiance becomes significant when solving the rendering equation, but as pointed out earlier, excessively large numbers of sample rays would have to be cast recursively to compute this indirect component. Intuitively (Figure 4-3), it is difficult to trace a light path from the observer to the light source when the path had undergone a large number of reflections. Similarly, daylight re-direction devices such as light tubes (Figure 4-4) reflect light paths multiple times before reaching building interiors.
Consequently, backwards ray tracing severely underestimates lighting levels in such cases. Even when larger numbers of samples are taken at each recursive reflected and refracted ray intersection, as made possible by the stochastic method implemented in RADIANCE, it is still insufficient to produce satisfactory results.

As a demonstration, an experimental room (Figure 4-5) lit by a highly reflected 30,000 lumen light source is modeled and simulated using RADIANCE. The light tube is assumed to be perfect specular (actual applications have been shown to be 99.7% specular, or near-ideal specular). A 50% diffuse, 50% specular reflector is hung below the light well, where the mirror director reaches Point A, 3.6m away on a 70% diffuse ceiling.

To estimate the radiance of Point A, the radiant intensity reaching the center of the reflector is approximated by a 2.8m direct path from the light source (indicated by red centerline in Figure 4-5). The radiance towards the mirror direct, and consequently, Point A, is approximated by considering the specular and diffuse reflectance at the reflector separately. Diffuse inter-reflections between all other surfaces are ignored in this estimate.
The specular component from the reflector towards Point A can thus be approximated by a 15,000 lumen light source 7.444m away, with incident angle 13°. The radiance due to this component at Point A (towards the observer) is then:

\[
L_s \approx \frac{E\rho}{\pi} = \frac{I\cos\theta}{r^2} \times \frac{\rho}{\pi} = \frac{15,000}{\pi} \cdot \left(\cos 13^\circ\right) \times \frac{0.7}{7.4^2} = 18.9 \text{ } \text{cd/m}^2
\]

Even while this figure considers only a small portion of the irradiance at Point A, the magnitude of the estimate is sufficient to show how Radiance severely underestimates such scenarios. Even at extremely high resolution settings Figure 4-6, the Radiance-calculated value at Point A is only 0.6 cd/m², showing how the tool fails to handle such scenarios. Even the distribution, as made more visible by increasing the exposure of the results, shows poor resolution.
4.2. Classic (Jensen) Photon Mapping

Photon Mapping, as introduced by Jensen (Jensen, 2001) overcomes the issue of highly reflected light scenes by tracing the light paths from the source (forward ray tracing) rather than from the observer towards the light sources. Intuitively, radiant flux from light sources is discretized as packets of photons, which are then traced in the model following the usual local illumination models. At each surface intersection, Russian Roulette, another Monte Carlo technique, is used to stochastically determine the subsequent path of the photon. Photons that intersect diffuse surfaces are stored in a kd-tree, forming the Photon Map (Figure 4-7). As a second (rendering) pass, the usual backwards ray tracing is used for image synthesis, since it is efficient for calculating specular, direct, and diffuse surface to observer light paths ($L*S*E$, $L(D|S)E$, and $DS*E$ paths). Since each photon represents some radiant flux $\Delta \Phi$, the density of the photon map $\Delta \Phi / \Delta A$ gives the irradiance at that point. Since the BRDF (Eq. 2-8) is a ratio of reflected radiance and irradiance, the reflected radiance $L_r(x, \overrightarrow{\omega})$ at some point $x$, towards some direction $\overrightarrow{\omega}$ can be calculated. Photons that have only undergone specular reflections before a last diffuse intersection ($LS+D$) are stored in the caustics photon map. All other photons ($L(S|D)+D$) are stored in the global photon map.
At each intersection point in the rendering pass (pixel-points of final image) the reflected radiance at that point is expressed as four components; direct, specular, indirect and caustic (Figure 4-8). The reflected radiance term in the rendering equation (Eq. 2-21) can subsequently be expressed as:
\[ L_r(x, \omega) = \int_{\Omega} f_r(x, \omega', \omega') L_i(x, \omega') (\hat{n} \cdot \omega') \, d\omega' \]
\[
= \int_{\Omega} f_r(x, \omega', \omega') L_{i,d}(x, \omega') (\hat{n} \cdot \omega') \, d\omega'
+ \int_{\Omega} f_{r,S}(x, \omega', \omega')(L_{i,s}(x, \omega') + L_{i,d}(x, \omega')) (\hat{n} \cdot \omega') \, d\omega'
+ \int_{\Omega} f_{r,D}(x, \omega', \omega') L_{i,c}(x, \omega') (\hat{n} \cdot \omega') \, d\omega'
+ \int_{\Omega} f_{r,D}(x, \omega', \omega') L_{i,d}(x, \omega') (\hat{n} \cdot \omega') \, d\omega' \]

Eq. 4-3

Where the BRDF is split into the diffuse \( f_{r,D} \) and specular or glossy \( f_{r,S} \) components (not necessarily Lambertian or perfect specular): \( f_r(x, \omega', \omega) = f_{r,S}(x, \omega', \omega) + f_{r,D}(x, \omega', \omega) \)

And \( L_{i,d}(x, \omega') \) is direct illumination from the light sources, \( L_{i,c}(x, \omega') \) is caustics – indirect illumination from the light sources via specular reflection or transmission, and \( L_{i,d}(x, \omega') \) is indirect illumination from light sources that has been reflected diffusely at least once.

Figure 4-9 4-Component technique in Photon Mapping to solve rendering equation
(Direct illumination and specular reflections solved together in ray trace pass thus presented in single sub-image)
4.2.1. Implementation

The ray tracing rendering pass calculates the direct and specular components efficiently. Since caustics photons, by nature of their occurrence, tend to group together and gives good photon density estimates, the radiance due to caustics at the intersection point is calculated using the caustic photon map directly. By contrast, the distribution of the global photon map, while statistically correct, has variance that introduces undesirable visual effects from a photo-realistic imagery point-of-view. Consequently, a number of directions are chosen by importance-sampling the BRDF at the intersection (Point A, Figure 4-8), and sample rays are cast to the next intersection point. The irradiance at Point A is thus the integral of the radiance at each sample point, towards Point A.

![Figure 4-10 RADIANCE (left) and Photon Mapping (right)](image)

Since photon scattering implements physically-based lamp distribution characteristics as well as surface reflection models (using BRDF), the photon map models all light paths comprehensively. As exemplified in Figure 4-10, the LS+D paths resulting in the caustics underneath the glass sphere is of poor quality in RADIANCE but visibly correct when using Photon Mapping. The use of Russian Roulette also allows the photon map to efficiently include complex light paths that have high numbers of reflection; instead of scattering each photon in multiple directions (as is necessary in backwards ray tracing), a single reflected photon is emitted by importance sampling the surface BRDF. As an example, if 256 directions are sampled at each reflection (such as necessary in backwards ray tracing), there are more than 4 billion samples after a mere 4 reflections. By contrast, there will only be 4 photons when Russian Roulette is used. To ensure
accurate results, a large number of photons (between 0.3 to 4 million in typical architecture scenes) are used. This number is significantly lower than that of multiple sampling, and can be handled by typical workstations reasonably.

In the same figure, the ambient light is brighter when using Photon Mapping since these highly reflected light paths are captured. In the case of the experimental case (Figure 4-5), Photon Mapping is now able to simulate the lighting conditions (Figure 4-11).

4.2.2. Limitations

Since Photon Mapping was developed with a focus on efficient photo-realistic image synthesis, its implementation is focused on visual effects with maximum computational efficiency rather than physically accurate results suitable for lighting design. The global photon map is not used directly but for samplings from the point of interest to reduce visual variance. While a consistent approach would suggest that each sampled point (traced once after the original point of interest) should also be the sum of the four direct, specular, indirect, and caustics components, each calculated consistently as before, approximated values are used instead since the radiance at these sampled points are not observed directly, but only constitute a fractional impact on the original point of interest.

Similarly, the irradiance estimate uses a varying sampling area that gives less variance when the photon density is sparse, and the area used in the estimates are also approximated. Techniques such as approximating areas by convex hulls, cone filtering, and Gaussian filtering, are used to
improve the visible quality of the rendered image, while not necessarily improving physically accurate since the focus in this case is efficiency and photo-realism.

4.3. **Modified Photon Mapping (New Rendering Technique)**

The premise for the Modified Photon Mapping is to use sacrifice approximation techniques adopted in the original technique for efficient photo-realistic image synthesis, and revert to the original calculation basis so that the technique is focused on first-principles consistency and accuracy rather than computation efficiency. The new technique must remain effective in handling typical high performance building scenarios and be progressive, where the accuracy of the solution should scale with the computational time.

4.3.1. **Modifications to (Jensen) Photon Mapping**

**Simplification of Radiance-Components Expression, Global Photon Map**

For consistency, the new rendering technique sacrifices the original method of using an approximate irradiance at each sampled point for calculation efficiency and reverts to the same four component radiance (Eq. 4-3) expression. At each sampled point, the radiance due to indirect illumination is evaluated using the global photon map directly, caustics are evaluated using the caustics photon map, and direct illumination by casting shadow rays towards light sources. The expression is thus organized in terms of three types of irradiance (direct, indirect, caustic) rather than reflection (diffuse or specular), since all three types of irradiance can be both diffuse or specular reflected at the sampled point.

\[
L_r = \int_{\Omega} f_r(x, \omega', \omega) L_i(x, \omega')(\hat{n} \cdot \omega') d\omega'
\]

\[
= \int_{\Omega} f_r(x, \omega', \omega) L_{i,d}(x, \omega')(\hat{n} \cdot \omega') d\omega'
\]

\[
+ \int_{\Omega} f_r(x, \omega', \omega) L_{i,c}(x, \omega')(\hat{n} \cdot \omega') d\omega'
\]

\[
+ \int_{\Omega} f_r(x, \omega', \omega) L_{i,\omega}(x, \omega')(\hat{n} \cdot \omega') d\omega'
\]

Eq. 4-4
The BRDF is no longer split into diffuse or specular terms, since the implemented ideal specular (mirror), transparent, and Ward model (for opaque surfaces) allow the BRDF to be evaluated efficiently. At each sampled point \( x \) with surface normal \( \vec{n} \), each photon contains the incident direction \( \vec{i} \). All parameters for evaluation the BRDFs are thus complete. In the case of specular and transparent materials, the BRDF itself is straightforward and already normalized (0-1). In the case of opaque surfaces, only the attenuation factor (and not the normalization factor) in the BRDF (where \( \delta \) is the angle between surface normal \( \vec{n} \) and half angle \( \vec{h} = (\vec{\omega} + \vec{i})/||\vec{\omega} + \vec{i}|| \))

\[
Eq. 2-20
\]

is used, since differential, not integral, values are being calculated.

In the original Photon Mapping technique, some paths such as reflected caustics are identified to be non-critical, and can be omitted to increase computation efficiency without sacrificing photo-realism. Since the focus is now on consistency and physical accuracy, all paths are explicitly considered in the new rendering technique to avoid underestimations. Figure 4-12 illustrates the difference in indirect illumination estimates between the original technique (left) and the new technique (right) where sample point irradiances are no longer approximated and all paths are considered.

![Figure 4-12 Indirect illumination in modified Photon Mapping (left), (Jensen) Photon Mapping (right)](image)

While both images are of high photo-realism, the difference in absolute radiance values frequently exceeds the 8% perceivable-difference thresholds and illustrates the potential difference between the two approaches. It is important to note at this point that while the new technique removes photo-realism-motivated approximations, there is no guarantee on the physical accuracy of the new radiance estimates; additional empirical validation beyond the
scope of this research has to be conducted, and is discussed in the future work section later
(7.3.1).

<table>
<thead>
<tr>
<th>Point 1</th>
<th>Point 2</th>
<th>Point 3</th>
<th>Point 4</th>
<th>Point 5</th>
<th>Point 6</th>
<th>Point 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Jensen) Photon Mapping</td>
<td>67.1</td>
<td>74.3</td>
<td>54.3</td>
<td>65.1</td>
<td>49.8</td>
<td>46.9</td>
</tr>
<tr>
<td>Modified Photon Mapping</td>
<td>96.9</td>
<td>121.8</td>
<td>72.9</td>
<td>87.8</td>
<td>71.2</td>
<td>47.7</td>
</tr>
<tr>
<td>Percentage Difference</td>
<td>31%</td>
<td>39%</td>
<td>34%</td>
<td>26%</td>
<td>30%</td>
<td>2%</td>
</tr>
</tbody>
</table>

Table 4-1 Sample radiance values from Figure 4-12

**Photon Maps by Surface, Constant Radius instead of Constant Number of Photons**

In the original technique, the radiance estimate uses a fixed number of photons and a varying area. This produces visually smoother results across adjacent points, especially if the density of the photons is low. Assuming the surface is locally flat around $x$, the radiance estimate in direction $\hat{\omega}$ is calculated by expanding a sphere around $x$ until it contains $n$ photons. The irradiance due to each photon $p$ is then its flux $\phi_p$ divided by the projected area of the sphere, which is a disc. The reflected radiance is then the product of the irradiance and BRDF $f_r$:

$$L(x, \hat{\omega}) \approx \sum_{p=1}^{n} f_r(x, \hat{\omega}, \hat{\omega}_p) \frac{\phi_p(x_p, \hat{\omega}_p)}{\pi r^2}$$

Eq. 4-5

The use of a sphere might result in including photons on other surfaces in the estimate, especially around corners of surfaces. To avoid this, the sphere can be compressed into a disc (Figure 4-13) as suggested by Jensen (Jensen, 2001).

![Figure 4-13. Compression from sphere (left) to disc (right) to avoid including wrong photons in the radiance estimate (Jensen, 2001)](image)
Another simple solution, as implemented in the new tool, is to form photon maps by surface. In this case, only correct photons will be gathered, and the distance of each photon to the intersection point is simply the magnitude of the difference between the photon and intersection position vectors. Since the physically accurate technique is more concerned with consistency rather than visual effects, a constant radius rather than constant number of photons is used. In the latter, there is less visible variance when the photon density is sparse (smoother results), but the radiance might be over-estimated, such as when the sampling sphere is expanded from a low density point to a high density point in order to gather the required number of photons.

Given that lighting analysis in building design is usually interested in radiance or irradiance values on a fixed grid, a constant gathering radius is implemented in the new tool so that the radiance estimate at each point is consistent. The radius is a user-editable parameter, but heuristically set at 0.15m initially, representative of the 1-foot grid typically used in building analysis and design. The consequence is higher variance when the photon density is low, but this is acceptable since the premise, as mentioned earlier, is concerned with a consistent first principle-based approach instead of photo-realism. Additionally, the variance is lower when there are a high number of photons, which is typically the case. Typical scenes in this research use 0.3 to 4 million photons.

**Area Corrections**

In the original technique, the area estimate in Eq. 4-5 tends to be over-estimated at the corners of surfaces. However, since radiance estimates (using this equation) are not observed directly, the overall impact on the photo-realism of the generated image is small. Techniques such as filtering or calculating convex hulls are used to improve the area estimates; however, they might still have significant deviation from correct results.
Geometric solutions to general polygon surface – sphere intersections are difficult and computationally expensive. Fortunately, the degree of accuracy required by the building design context allows the use of a finite-element approach. Each surface is recursively subdivided into triangles and 256 barycentric-based random points are defined in each sub-triangle such that each point represents no more than 1% of the sampling area (projected disc area $\pi r^2$). When the sampling sphere is detected to intersect a surface edge, each barycentric point is tested if it is within the sphere. By counting the number of valid points and the sum of their areas, the area estimate will be consistently within ±5% accuracy regardless of the photon density. The technique is general and valid for all surface types, whereas previous approximations such as the convex-hull technique are not valid when the surface-sphere intersection area is non-convex.

Although a large surface may contain a large number of sub-triangles and consequently large numbers of points to be tested, the recursive nature of subdivision avoids the need to process all points. By adapting efficient sphere-edge intersection tests (Haines, 1989), it is easy to
exclude testing ineligible sub-triangles and their recursive child-triangles. Optimized inside/outside testing introduced by the same author is also implemented to test all 256 random points in each eligible sub-triangle efficiently. The implementation in the new tool, before code optimization, processes in excess of 62,000 area estimates each second; which is a reasonable trade-off for the context of use. The radiance estimate $L(x, \omega)$ is then:

$$L(x, \omega) \approx \frac{1}{A(x)} \sum_{p=1}^{n} f_r(x, \omega, \omega_p) \phi_p(x_p, \omega_p)$$

Eq. 4-6

where $A(x)$ is the area of sampling sphere-surface intersection, which is estimated by the finite-element technique described above. Each of the 256 random points $x_i$ in each eligible sub-triangle $m$ with area $A_m$ is tested $V_m \to \{0,1\}$ if it is within the specified radius from $x$, and inside the sub-triangle $m$.

$$A(x) = \sum_{m=1}^{n} A_m \sum_{i=1}^{256} V_m(x_i, x)$$

Eq. 4-7

![Figure 4-16 Direct visualization of $L(x, \omega)$ (Eq. 4-6) to show effect of approximated area (left), corrected area (right)](image)

To visualize the effect this technique, the Photon Map is sampled directly in Figure 4-16 to show the radiance estimate $L(x, \omega)$. The area estimates near surface edges are now more accurate as compared to overestimation when using $\pi r^2$. The overestimation of area results in
underestimating the irradiance and subsequently radiance. Consequently, the surface appears
darker near surface edges. When the areas are corrected, the radiance is now consistently
accurate regardless of surface location or shape. This implies that the irradiance estimates used
(Figure 4-8) when solving the rendering equation are now of consistent accuracy, and would
similarly yield better results (Figure 4-12). An additional benefit of using constant sampling
radius and area correction is the possibility of using the photon maps directly, as discussed later
(The light panel and spheres appear in Figure 4-16 due to caching of second (rendering) pass
results).

4.3.2. Progressive Accuracy

Figure 4-17 Effects of increasing number of photons and number of samples in radiance estimates
The Photon Mapping technique lends itself naturally to progressive simulation where the results can be progressively refined with additional processing (Hachisuka, Ogaki, & Jensen, 2008). Since each photon represents a portion of the original radiant flux from light sources, additional photons can be traced independently and simply added to scaled previous results. This independent identically distributed characteristic where results can be progressively improved by more simply adding more samples applies to both the photon tracing and radiance estimating parts of the technique.

![Graph: Processing Time when increasing number of samples](image)

**Figure 4-18 Processing times of images in Figure 4-17**

Figure 4-17 shows the effect of increasing the number of photons and increasing the number of samples in radiance estimates. Both strategies yield visibly more photo-realistic as well as more accurate results. More photons implies higher photon densities and corresponding more accurate irradiance estimates at all points in the photon map, and the estimated radiance (Eq. 4-6) tends towards actual radiance as the number of samples tends towards infinity. Figure 4-18 makes the case for using more photons rather than more samples. While overall processing time increases (linearly) with the number of samples in the radiance estimate, the time does not vary much when there are more photons in the photon maps. The overall processing time consists of
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three parts: photon tracing, photon-tree balancing, and radiance estimates for individual pixels in the desired image.

Figure 4-19 Breakdown of processing time

Figure 4-20 Comparison of processing times
Since a fixed sampling radius is used, there is overall less photons to process when more photons are considered at each sampling point, as compared to more sampling points, each with slightly less photons involved. Figure 4-19 (1 million photons, 32 samples in radiance estimate, bottom-left image in Figure 4-17) shows that most of the processing time is spent on radiance estimates.

Progressive photon mapping is implemented in the new tool primarily by increasing the number of photons, although the number of samples is also nominally increased at each step. This feature is implemented as a simple series of buttons in the UI (Figure 4-21), where the user is presented with “Step” buttons progressively to increase the accuracy of the simulation by “steps”.

The (backwards) ray tracing pass, termed “initialization” in the UI, has to be conducted first. In this pass, direct diffuse and specular (recursive) reflected surface intersections for each pixel, surface sub-division material BRDFs and probability functions, as well as lamp distribution functions, are pre-computed and cached. Ray tracing is then used to evaluate the direct
illumination. Subsequently, in each step where the user desired increased accuracy, additional photons are emitted and traced to yield the next set of simulation results.

4.3.3. Importance Sampling to Handle Typical High Performance Building Designs

Importance sampling is a technique to direct ray tracing effort towards areas of importance to the overall result (Jensen, 1995; Christensen, 1999). This concept is implemented in the new rendering engine to deal with highly-reflected irradiance conditions typical in high performance building designs. While Photon Mapping generally performs well (Figure 4-11) in all conditions, a large number of photons is required to handle highly diffuse scenes well. In such cases, highly reflective surfaces in the form of light re-directors typically account for only a small portion of the total surface area photons interact with, but have significant impact on the overall irradiance and radiance in the scene. This means that even when large numbers of photons are used, only a small number will cover the desired paths.

![Figure 4-22 Power-based priority queue for emitting additional photons](image)

Importance sampling in the form of a power-based priority queue is implemented to efficiently increase photon density in the desired regions, as well as even out the difference in photon powers. Using the example of the experimental case (Figure 4-22), only a small number of photons will fall upon, and be reflected by, the highly reflective light re-director. To improve the
accuracy of the simulation results, it is desirable for additional photon to be emitted (as per progressive technique described earlier) and have paths including reflection by the reflector (red dashed line in Figure 4-22). However, in the original Russian Roulette technique, there is no guarantee that the paths of the additional photons will include reflection by the reflector.

The preferred paths can be identified by the magnitude of the exitant radiance, which in turn is the product of incident irradiance and overall surface reflectance (integral of BRDF). While evaluating irradiance at all photon-surface intersections is computationally expensive and cannot be performed until all photons have been traced, irradiance is related to the radiant flux of each incident photon at the location. Exitant radiance, and consequently the degree of preference of paths $P(x)$ including points near the location $x$, can thus be heuristically correlated with the product of radiant flux (power) $\Phi_{p,x}$ of the photon $p$ arriving at $x$ and surface reflectance $\rho$.

$$P(x) = \rho \cdot \Phi_{p,x}$$  \hspace{1cm} Eq. 4-8

A priority queue, in the form of a heap, is maintained to track this degree of preference for all photons during the usual photon tracing stage. As a second pass, additional photons are emitted from the most important points as identified by the photons with the highest degrees of preference, before being scattered by the same Russian Roulette technique. The power of photons originally reflected from these points have to be scaled accordingly so that the Monte Carlo conditions still hold, and the photon map maintains overall correctness. The additional photons introduced by this technique are not newly emitted photons (from light sources); they are conceptually part of the same group of photons reflected from a single parent photon (the photon identified by the priority queue). In other words, instead of having a single Russian Roulette reflected photon from a high-preference photon, there are now two reflected photons, each carrying half the original power, as attenuated by the BRDF. By concentrating on surfaces that have more impact on the overall lighting, this technique yields accurate results more efficiently.
In the figure above, both sets have the same number of photons emitted from the light source. In the right image, the power-prioritized technique identifies the photons incident on the high reflectance reflector and introduces photons from these points. Consequently the highlight caused by the reflector on the ceiling is visibly better defined, and the right side of the room appears brighter (since radiance estimates at these points now include samples on a brighter ceiling).

One modification and two additional data structures are introduced to implement this power-prioritized technique. To avoid having to rebalance the photon map kd-tree when adding photons in this technique, the conditions of a median split is relaxed. The allowable size on each side of the split is increased slightly, so that a photon can be inserted quickly (via a quick sort algorithm). When even this increased size is exceeded, the entire side is median-split into axis-orientated left and right children according to the usual kd-tree algorithm. While this decreases the theoretical efficiency of the kd-tree, the practical impact is minimal since the number of photons to be quick-inserted is small. Alternatively, if the power-prioritized pass is not offered as a separate feature but integrated with the normal Russian Roulette pass, balancing of the kd-tree can be performed only upon completion of both passes. In this case, there is no need to implement the quick-insert algorithm.

The additional data structures are the priority queue and a photon-relations map. The priority queue is a simple heap where each node contains the photon index and the degree of preference, expressed as a float. The photon-relations map stores all photon paths, with references to the photon objects for fast access when modifying photon powers. In the power-
prioritized pass, the indexes of preferred photons (parent photons) are retrieved from the heap. The relevant node in the photon-relations map is retrieved and the power of all children branches halved. The additional photon (with half the parent photon radiant flux before BRDF attenuation) and subsequent children (as determined by Russian Roulette), is then appended as a branch beneath the parent photon node.

4.4. Fast Visualizations

A beneficial side effect of the techniques implemented to progressively increase the accuracy, and to deal with the typical high performance design scenarios, is that the photon maps tend to contain large numbers of photons, and have better (more even by having more photons each with fractional powers, except in cases of caustics where concentration of the photons is desirable) photon densities. Since the radiance estimate (Eq. 4-6) tends towards correctness with large number of photons, this implies that the photon map can be used directly, with acceptable accuracy, once the photon density crosses a threshold.

The benefit of using the photon map directly to estimate radiance for each pixel point is evident in Figure 4-19, which shows that the majority of the processing time goes towards evaluating radiance estimates. Using the photon map directly reduces the processing time by at least (usually much more since other overheads are also reduced) n times, where n is the number of previously specified number of sub-samples. The rendering times (excluding photon tracing and balancing) for the left column images in Figure 4-17 are summarized in the table below.

<table>
<thead>
<tr>
<th></th>
<th>Image 1 146664 photons</th>
<th>Image 2 290683 photons</th>
<th>Image 3 587261 photons</th>
<th>Image 4 1169356 photons</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 Sub-Samples per Radiance Estimate</td>
<td>10579s</td>
<td>10749s</td>
<td>11154s</td>
<td>11868s</td>
</tr>
<tr>
<td>Direct sampling</td>
<td>3.5s</td>
<td>4.7s</td>
<td>7.5s</td>
<td>14.1s</td>
</tr>
</tbody>
</table>

Table 4-2 Comparison of radiance estimate processing times

The same set of images, using direct sampling instead of sub-sampling, is shown below, and two indicative point radiance values are compared against those from a high photon number, high sub-sample number reference image in Table 4-3.
The poor visual quality of the first three images in Figure 4-24 suggests that the photon density is below the threshold where photon maps could be used directly. Consequently, there is no immediate observable trend in the percentage difference from the high quality reference case. However, the radiance values show relatively good coherence with the high quality reference case, without exceeding 7% difference in value. In the case of Image 4 which contains excess of a million photons, the difference is a mere 3%. This suggests that direct sampling of the photon map could be used when there is sufficiently high photon density, or when some loss in accuracy is acceptable for significant decrease in computation time. While the threshold for photon density is heuristically determined at this point by examining the visual quality of the direct sample images, it is possible to implement a limited region of (conventional) sub-sampled radiance estimates to gauge the quality of the direct sampled results. Sub-sampled radiance estimates should be based on the average values (or Gaussian filtered) over a small region, instead of a single pixel, to avoid outliers caused by variance.

Within adaptive-iterative design processes, metrics are used comparatively to evaluate the impact of varying design strategies, and the results should ideally be available within short time spans as not to disrupt design workflows. Additionally, the operative information required is typically grid values (checking working-plane illuminance, luminance ratios, and lighting...
distribution); photo-realistic imagery is less important. Fixed-radius direct sampling to achieve fast visualizations is suitable for such scenarios since the degree of inaccuracy would be similar between two similar models using similar number of photons, allowing the values between the two sets of results to be comparatively used. In the third scenario where differences between models might be significant, care should be exercised to ensure that the photon densities are high enough.

![Figure 4-25 Comparison of radiance values, sampled radiance estimates (left), direct sampling (right)](image)

The issue of photon densities is largely averted when the power-based importance sampling technique is implemented, since the technique increases overall photon density. In Figure 4-25, the average difference between the sub-sampled radiance estimates and direct sample values for indicative points on the work surfaces (tabletops) and the wall is only 1.3%, while each point is no more than 2% different, well within the perceivable-difference threshold of 8%.

<table>
<thead>
<tr>
<th></th>
<th>Point 1 (Left Desk)</th>
<th>Point 1 (Mid Desk)</th>
<th>Point 1 (Right Desk)</th>
<th>Point 1 (Wall)</th>
<th>Average % Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sub-Sampled Radiance Estimate (cd/m²)</strong></td>
<td>51.5</td>
<td>93.2</td>
<td>38.3</td>
<td>50.7</td>
<td></td>
</tr>
<tr>
<td><strong>Direct sampling (cd/m²)</strong></td>
<td>51.3</td>
<td>92.2</td>
<td>37.6</td>
<td>51.7</td>
<td></td>
</tr>
<tr>
<td><strong>Percentage Difference (Absolute difference)</strong></td>
<td>0.4%</td>
<td>1.1%</td>
<td>1.8%</td>
<td>2.0%</td>
<td>1.3%</td>
</tr>
</tbody>
</table>

Table 4-4 Comparison of indicative radiance values when power-based importance sampling implemented
5. Computational Formulation of Lighting Benchmarks

Typical benchmarks pertinent to typical high performance building designs are formulated as computable for subsequent implementation in new tool.

5.1. LEED EQ. 8.1

LEED Credit EQ. 8.1 is a benchmark that quantifies the amount of daylight availability in regularly occupied areas of a building. The benchmark allows three methods of calculation: by glazing factors, computer simulation and actual on-site measurements. The last case is obviously for built projects and not considered here. Glazing factors (Eq. 5-1) is an estimation of day lighting conditions based on window positions and visible transmittance for overcast sky conditions.

\[
Glazing\ Factor = \frac{Window\ Area}{Floor\ area} \times \frac{Actual\ T_{vis}}{Min\ T_{vis}} \times Window\ HF
\]

Eq. 5-1

Table 5-1 Geometry Factor (GF) and Height Factor (HF) Definitions (U.S. Green Building Council, 2005)
Glazing factors do not account for varying sky conditions at different locations, room geometry, or varying reflectance values across different surfaces in the room. Glazing factors as a performance indicator thus perform poorly when the room is non-convex, has high aspect ratios, or when the surfaces encompass a wide range of reflectance values. The advantage of glazing factors is that it can be computed easily.

<table>
<thead>
<tr>
<th>Regularly Occupied Space ID</th>
<th>Regularly Occupied Space Name</th>
<th>Regularly Occupied Space Area (sf)</th>
<th>Sidelifiting - Vision Glazing Area (sf)</th>
<th>Sidelifiting - Daylight Glazing Area (sf)</th>
<th>Toplighting Sawtooth Monitor Area (sf)</th>
<th>Toplighting Vertical Monitor Area (sf)</th>
<th>Toplighting Horizontal Skylight Area (sf)</th>
<th>Glazing Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>101</td>
<td>Office</td>
<td>820</td>
<td>120</td>
<td>0.9</td>
<td>40</td>
<td>0.7</td>
<td>0 N/A</td>
<td>N/A 3.3</td>
</tr>
<tr>
<td>102</td>
<td>Office</td>
<td>330</td>
<td>30</td>
<td>0.9</td>
<td>5</td>
<td>0.7</td>
<td>0 N/A</td>
<td>N/A 1.8</td>
</tr>
<tr>
<td>103</td>
<td>Open Office (Daylit Area)</td>
<td>2250</td>
<td>330</td>
<td>0.9</td>
<td>110</td>
<td>0.7</td>
<td>0 N/A</td>
<td>N/A 3.3</td>
</tr>
<tr>
<td>103</td>
<td>Open Office (Non-Daylit Area)</td>
<td>685</td>
<td>0</td>
<td>0.9</td>
<td>0</td>
<td>0.7</td>
<td>0 N/A</td>
<td>N/A 0</td>
</tr>
<tr>
<td>104</td>
<td>Office</td>
<td>250</td>
<td>25</td>
<td>0.9</td>
<td>5</td>
<td>0.7</td>
<td>0 N/A</td>
<td>N/A 2.1</td>
</tr>
<tr>
<td>105</td>
<td>Office</td>
<td>250</td>
<td>25</td>
<td>0.9</td>
<td>5</td>
<td>0.7</td>
<td>0 N/A</td>
<td>N/A 2.1</td>
</tr>
</tbody>
</table>

**Table 5-2 Example of LEED Credit EQ 8.1 tabulation (U.S. Green Building Council, 2005)**

The procedure listed in the LEED documentation describes the inspection of design drawings to identify external windows and skylights, determine the classification of windows, and calculate their areas. Vertical windows extending beyond the 2’6” to 7’6” (762 mm to 2286 mm) vertical height range have to be further divided into non-contributing (portions below 2’6”), vision glazing (portions between 2’6” to 7’6”), and daylighting glazing (portions above 7’6”). Once the areas are obtained, together with the material properties, the areas are simply tabulated via a spreadsheet that performs the Glazing Factor equation.

### 5.1.1. Implementation

The calculation of the glazing factor requires the determination of the type for each window according to Table 5-1, the relevant areas as well as the tabulation of visible transmittance values. In lighting tools that contain building geometry information and material data, this calculation can be done with relative ease. The steps in an algorithm that does so are:
Step 1: find the list of occupied spaces
Step 2: find the list of windows in each space
Step 3: determine the window types (subdivide the window if necessary)
Step 4: retrieve \( T_{nv} \) and calculate the GF of the windows
Step 5: tabulate the GFs in space and determine if equal or greater than 2%
Step 6: tabulate the eligible floor area in the building and determine if equal or greater than 75%

Most of the steps in the algorithm involve only logistical tasks, such as the sorting and tabulation of occupied spaces and windows. Only Step 3 involves actual computation, but this can be done with relative ease. By retrieving the geometry of the window and the space it is in, the height, orientation, and consequently type, of the window can be calculated very quickly. When implemented (5.3 below), the algorithm calculates the LEED credit instantaneously.

### 5.2. LEED EQ. 8.2

LEED Credit EQ. 8.2 is a benchmark that quantifies the percentage of occupied spaces that have exterior view. Specifically, the credit is awarded when 90% of all regularly occupied areas have a view to an exterior vision window. Vision windows are defined as portions of exterior windows between 2’6” (762mm) and 7’6” (2286mm) above finish floor levels of each room considered. The credit can be formulated as thus:

\[
E_{Q_{8.2}} = \begin{cases} 
1 & \sum (V(Room_n) \div Area_n) \geq (0.9 \times Area_{total}) \\
0 & \text{otherwise}
\end{cases}
\]

where \( Room_n \in \text{Regular Occupied Spaces in Building} \)
\( Area_n = \text{Floor Area of Room}_n \)
\( Area_{total} = \sum Area_n \)
\( V(Room_n) = \text{Floor Area of Room}_n \text{ with view to Vision Window} \)

The documentation also stipulates that the entire areas of single-occupied rooms are eligible for consideration if 75% or more of the room area has a view to some vision window; otherwise the
actual area with views to vision windows is to be used. For multi-occupant rooms, actual areas
with view to vision windows are used. This can be formulated as:

\[
V(Room_n) = \begin{cases} 
\text{Area}_n & \text{single occupant} \land (V_{\text{actual}}(Room_n) \geq (0.75 \times \text{Room}_n)) \\
V_{\text{actual}}(Room_n) & \text{single occupant} \land (V_{\text{actual}}(Room_n) < (0.75 \times \text{Room}_n)) \\
V_{\text{actual}}(Room_n) & \text{multi occupant} \\
\text{Area}_n & \text{multi occupant} \land (V_{\text{actual}}(Room_n) \geq (0.75 \times \text{Room}_n)) \\
V_{\text{actual}}(Room_n) & \text{otherwise}
\end{cases}
\]

\[\text{Eq. 5-3}\]

where \(V_{\text{actual}}(Room_n) = \text{Actual Calculated Floor Area of Room}_n \text{ with view to Vision Window}\)

The procedure for determining the floor area with view to vision window in each room is
described graphically (Figure 5-1). The documentation describes a 2-step process; sightlines are
drawn on plan to calculate an interim area with view to perimeter windows, sightlines are then
drawn for each eligible window in representative section to confirm if unobstructed view
conforms to vision window definitions. The line of sight heights used in sections are defined to
be 42” (1067 mm) above finish floor levels representing average seated eye heights.

Figure 5-1 Drawing sightlines on plan (left) and section (right) to determine view to vision window. (USGBC, 2005)
Table 5-3 Example of LEED Credit EQ 8.2 tabulation (U.S. Green Building Council, 2005)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>101 Office</td>
<td>820</td>
<td>790</td>
<td>820</td>
<td>Yes</td>
<td>820</td>
</tr>
<tr>
<td>102 Conference</td>
<td>330</td>
<td>280</td>
<td>330</td>
<td>Yes</td>
<td>330</td>
</tr>
<tr>
<td>103 Open Office</td>
<td>4,935</td>
<td>4,641</td>
<td>2,641</td>
<td>Yes</td>
<td>4,641</td>
</tr>
<tr>
<td>104 Office</td>
<td>250</td>
<td>201</td>
<td>250</td>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>105 Office</td>
<td>250</td>
<td>175</td>
<td>175</td>
<td>Yes</td>
<td>175</td>
</tr>
<tr>
<td>Total</td>
<td>6,585</td>
<td></td>
<td></td>
<td></td>
<td>5,966</td>
</tr>
</tbody>
</table>

Percent Access to Views: [5,966/6,585] 90.5% Credit Earned

While the narrative and graphical description for calculating the availability of vision windows suggests a geometric approach, the formulation of the procedures shows the possibility of a finite-element approach. While further analysis is required to determine which is computationally faster, the latter lends to faster computer implementation. In this case, the floor plane is discretized and each point checked for access to vision windows. The procedure can be formulated as:

$$ V_{\text{actual}}(\text{Room}_i) = \sum_{i=0}^{p} A(i) $$

**Eq. 5-4**

where $i \in \{p \text{ points in Room}_i 42^\circ \text{ above finish floor level}\}$

$A(i) = \text{Availability of view to vision window at point } i$

By enumerating the vision windows in the building as $W = \{\text{vision windows, } w_{1,2,...,t}\}$, $A(i)$ can be defined more accurately as $A(i, W)$, which expresses the availability of view to any of the windows in set $W$. $A(i, W)$ can then be expressed as a recursive algorithm:

$$ A(i, W) = (E(i, w_i) \lor A(i, \{W - w_i\})) $$

**Eq. 5-5**

where $E(i, w_i) = \text{Availability of view to } w_i \text{ from point } i$

$E(i, w_i)$ can be evaluated by standard ray-tracing by testing for opaque obstructions between point $i$ and points on vision window $w_i$. 
5.2.1. Improvements

Following the preliminary definition of $E(i, w)$, two shortcomings are obvious in the current procedure stipulated by LEED. First, infinitesimally small areas of vision windows constitute a view to the exterior. Second, there is no consideration of the combined visual effects from several windows. To address these two issues and improve Credit EQ 8.2 as a benchmark of exterior view availability, some changes can be introduced with minimal change in computational expense.

The definition of vision windows reflects an attempt to quantify typical visual behavior and the areas of visual sensitivity. Using the same 1067mm eye height, the current vision window height limits describe a 22° field of vision (10° above horizon, 12° below horizon) 4m away from the window, which is roughly consistent with cone of temporal vision sensitivity. However, such visual behavior consideration becomes moot with the current stipulated calculation method. Regardless, the current definition also becomes problematic when the distances increase. At 10m (a reasonable distance in large buildings), the current limits describe only a 7° field of vision, which is obviously too narrow for exterior context awareness.

The use of visual angles is thus advantageous. By stipulating a minimally required viewing angle to constitute a valid view to the exterior, infinitesimally small areas become invalidated. Furthermore, the description of visual behavior becomes consistent regardless of distance; a larger vision window is required for deep spaces. On the other hand, window sections above or below the current limits or even finish floor levels become eligible if there is a direct view. This actually increases flexibility for design. Pending more detailed investigations, separate horizontal and vertical minimal viewing angles can be used to describe asymmetrical visual behavior.

Steradians subtended by each window can be used together with the recommended visual angles to better describe the visual impact of windows. A minimal limit for individual and cumulative steradians subtended by the windows can then be used to eliminate views that are too restrictive to constitute exterior awareness (such as narrow slits), as well as account for combined effects of multiple views (a series of slit-like views may actually allow for exterior awareness. In the latter case, an additional visual angle between candidate views may be
necessary to define acceptable cases. Using the same example of multiple slit-like views, exterior awareness may be negated when the slits are too far apart and not present together a coherent view.

5.2.2. Implementation

Since Credit EQ 8.2 is granted upon achieving 90% of the building floor area, the calculations only have to achieve accuracy to the nearest percentage. Correspondingly, $V_{actual}(Room_n)$ (Eq. 5-4), only have to achieve this accuracy and the number of samples per room, $p$ can be limited. Likewise, if visual angles are implemented to improve the accuracy of the benchmark, the number of samples in $E(i, w_i)$ (Eq. 5-5) to be taken for each window can be correspondingly limited.

To reduce the computational load in evaluating $E(i, w_i)$ by ray-tracing, the set of external windows is pre-processed into a smaller set of eligible vision windows as defined by the more accurate viewing angles. A smaller list of possible obstructions is obtained from the set of all building surfaces and organized as a surface area heuristic (SAH) cost-optimized kd-tree (Bentley, 1975; MacDonald & Booth, 1990). Since these two processes are essentially linear to the number of elements, the additional computational load is near negligible. The steps in the algorithm are:

1. Step 1: find the list of occupied spaces
2. Step 2: generate the list of points in each space
3. Step 3: generate the list of candidate rays from the points to vision windows
4. Step 4: trace the candidate rays for obstruction
5. Step 5: calculate the steradians subtended by external views
6. Step 6: tabulate the floor area with view to exterior
7. Step 7: determine if eligible floor area in building is equal or greater than 90%

Like the previous calculator, this algorithm calculates Credit EQ 8.2 within seconds as presented later.
5.3. Benchmarking Speed of Computations

An experiment is conducted to compare the speeds of manual and automatic calculation; this is to illustrate the time and effort reductions achievable by implementing the algorithms above. A series of building designs with varying levels of complexity are prepared (Figure 5-2), and the time taken to perform both LEED credit calculations measured. While it is obvious that automated computing would be faster, the experiment establishes the magnitude of time savings. The pairs of manual-automatic calculation also serve to validate the accuracy of the algorithms.

![Figure 5-2 Designs with varying levels of complexity (not to scale)](image)

<table>
<thead>
<tr>
<th>Automated Calculation</th>
<th>Manual Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Well-formed BIM available</td>
<td>• Well-formed CAD drawings (plans and sections)</td>
</tr>
<tr>
<td>• Typical User (no prior training)</td>
<td>All material properties available</td>
</tr>
<tr>
<td></td>
<td>• Expert User (familiar with LEED submittals)</td>
</tr>
<tr>
<td></td>
<td>Calculation spreadsheets available</td>
</tr>
</tbody>
</table>

Table 5-4 Comparison of conditions between automatic and manual calculations

To limit the comparison to the effect of computation efforts rather than information gathering (such as locating drawings and researching material properties), both methods of calculation are given complete and well-formed information. Similarly, familiarity with the LEED credit calculation methods and referenced values is assumed for the manual case. In additional, the manual case also uses a prepared calculation spreadsheet; the user only has to fill in the
necessary design data and the spreadsheet does the tabulation. Redundant efforts due to errors in manual calculation are not included. The experiment thus only assesses the difference between the procedures described within the LEED documentation, and the computation formulations.

<table>
<thead>
<tr>
<th>Model Description</th>
<th>LEED Credit EQ 8.1</th>
<th>LEED Credit EQ 8.2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>Automated</td>
</tr>
<tr>
<td>2 Zones 4 Windows</td>
<td>148s</td>
<td>0.00s</td>
</tr>
<tr>
<td>3 Zones 6 Windows 2 Skylights</td>
<td>469s</td>
<td>0.00s</td>
</tr>
<tr>
<td>4 Zones 8 Windows 2 Skylights</td>
<td>477s</td>
<td>0.00s</td>
</tr>
<tr>
<td>8 Zones 16 Windows 4 Skylights</td>
<td>701s</td>
<td>0.00s</td>
</tr>
<tr>
<td>16 Zones 32 Windows 8 Skylights</td>
<td>966s</td>
<td>0.01s</td>
</tr>
<tr>
<td>32 Zones 64 Windows 16 Skylights</td>
<td>2079s</td>
<td>0.01s</td>
</tr>
</tbody>
</table>

Table 5-5 Tabulation of times taken to calculate LEED credits

While the set of calculation times is small, there is a perceivable trend relating the calculation times and the complexity of the model. Manual calculation of LEED Credit EQ 8.1 tends to be directly proportional to the number of zones and windows, since the tabulation requires obtaining the areas of all zones and windows; the increase in number of zones and windows does not complicate the calculation of each zone or window area. While in reality some complexity might arise from the logistical effort in identifying the zone or window in the
drawings, this is not considered in the experiment; a set of well organized drawings was used for the manual calculation. In the case of LEED Credit EQ 8.2 manual calculation however, there is a noticeable time increase per zone or window to perform the calculation. This is because the view-out calculations of interior spaces can now include view-paths through multiple windows; the identification and determination of boundary view-paths become increasingly complex as the number of zone or windows increases. During the experiment, mistakes were often made and require significant effort to correct. While such correction times were eventually not included in the tabulation, the overall calculation time is still significant.

In contrast, automated calculation is significantly faster. In the case of LEED Credit EQ 8.1, the time taken is negligible, since the computation is mainly logistical processing as mentioned earlier. Even the LEED Credit 8.2 calculation times are near real-time given moderate model complexities. In the case of a highly complex model (32 zones in Table 5-5), the calculation was complete in slightly over a minute.

While the models used in the experiment are abstract (Figure 5-2), they are designed to simulate the complexities in actual building designs. Identical windows within a space in reality can be abstracted to a single larger window without affecting the LEED credits calculations. Furthermore, having more windows within each space would only slow down the manual calculation (more entries to tabulate) but not the automatic one, since the view-out algorithm employs discrete sampling towards candidate windows, and can terminate once steradian thresholds are reached. The models are thus designed to focus on space adjacencies to offer view-path complexities.

The models are designed to represent single to double levels in building designs, since actual building designs typically employ typical floor layouts. In actual practice, the calculation results merely have to be multiplied to obtain overall building results. As such, typical designs rarely exceed the number of zones/windows in the models tested. Even though the LEED Credit 8.2 calculation times observe a quadratic trend, the indicative gradient and magnitude suggests the algorithms are more than sufficient to demonstrate significant time and effort savings in actual use.
6. A Scalable and Integrated Lighting Simulation Tool

This phase of the research implements a new lighting tool that drastically reduces the time and effort to prepare for lighting simulation, and complements integrated concurrent design processes for high performance buildings.

6.1. Overall Design

In this phase, a new lighting design tool is designed to reduce the time and effort required to conduct lighting simulation, and complement integrated design processes. The objectives of the new tool are:

1. Reduce the time and effort to set up and conduct lighting simulation by using interoperable information from design modeling tools.
2. Complement integrated design processes by supporting design models of varying completeness, in a format that is interoperable with tools from other disciplines in the design team. All information, including assumptions, must be consistent across all disciplines.
3. Provide ability to use consistent performance metrics and technical approaches throughout design stages, regardless of completeness of design model.
4. Provide operative information with minimum user effort.
5. Implement a first principle-based rendering technique that handles high performance building designs well, and produce simulation results within reasonable time constraints.

Functionally, the new lighting tool should import building information models from design tools, regardless of the level of completeness, and prepare simulation input files automatically. While the entire process is automatic, the user should have the option to inspect or edit all parameters. The new tool should use the new rendering technique developed earlier for simulation, and include visualization tools to analyze simulation results. Similarly, the new tool should use the automatic LEED benchmark calculators developed earlier to dynamically present LEED benchmark results. These desired features of the new lighting tool are summarized as five use cases in the simplified use case diagram below (Figure 6-1).
Since the new tool should support models of varying levels of completeness, but the use of the new rendering technique and LEED calculators require complete models, this implies that the new tool performs additional work to form a complete model. A complete model is defined in this case as sufficient for lighting-domain simulation and calculations. This model is thus termed the Domain Object Model (DOM). The entire building information model, including non-lighting-domain information, as well as project-wide databases, is shared across the entire project team and constitutes the Shared Object Model (SOM). Since DOMs are proper subsets of the SOM, the SOM/DOM setup facilitates interoperability between various tools in different domains, and the information and assumptions specified in any tool can be easily checked for errors and consistency across all domains (Figure 6-2).
Conceptually, the “Import BIM” and “Edit BIM” use cases imports lighting-related information from building information models, and subsequently form a complete DOM. To do so, the new tool fills in any missing parameters with assumptions that are documented in the external, project-wide database, which consists of a construction database and a location database. This task of forming complete DOMs, albeit automatic and not visible to the user, constitutes another use case. Likewise, the DOM maintained by the lighting tool is also a system actor since any changes to the DOM activates the “Calculate LEED Benchmarks” use case. Since the SOM is potentially accessed by different tools concurrently, a separate Change Management System should ideally be implemented to manage access and track changes to the SOM to ensure consistency and avoid data conflicts. However, the design and prototyping of such a Change Management System is beyond the scope of this research; at this point, the SOM is accessed directly by the new tool. The updated use case diagram is presented below (Figure 6-3). The actors and individual use cases are described in detail in the next two sections.
6.1.1. **Actors**

<table>
<thead>
<tr>
<th>Actor</th>
<th>Description</th>
<th>Use-Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>User (Human Actor)</td>
<td>Uses the system conduct lighting simulation activities.</td>
<td>Import BIM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Edit BIM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perform lighting simulation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Visualize simulation results</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Calculate LEED Benchmarks</td>
</tr>
<tr>
<td>Building Information Model (System Actor)</td>
<td>Information from design modeling tool in interoperable data exchange format. Part of SOM. Used by the system to achieve interoperability with other tools.</td>
<td>Import BIM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Edit BIM</td>
</tr>
<tr>
<td>Project-wide Database (System Actor)</td>
<td>Location, construction, and material libraries, and assumptions in interoperable data exchange format to be shared across design team. Part of SOM. Used by the system to populate missing parameters in lighting-domain models.</td>
<td>Form Complete Model</td>
</tr>
</tbody>
</table>

Figure 6-3 Use Case Diagram of New Lighting Tool
A Scalable and Integrated Lighting Simulation Tool

Table 6-1 Descriptions of Actors

| Domain Object Model (DOM) (System Actor) | A complete lighting-domain model. Used by the system to perform lighting simulation and calculations. Updates in this model triggers re-calculation of LEED Benchmarks if necessary. | Form Complete Model Perform lighting simulation Calculate LEED Benchmarks |
| Simulation Results (System Actor) | External file containing simulation results. Used by system to store/retrieve results. | Perform lighting simulation Visualize simulation results |

6.1.2. Use-Cases

**Use-Case-1 Import BIM**

| Goal | Import building information models from design modeling tool |
| Summary | Import interoperable information from design modeling tool. **Use-Case-3 Form Compete Model** is automatically activated upon success to complete DOM for lighting simulation and calculations. |
| Primary Actor | User |
| Secondary Actor | Building Information Model (via Change Management System) |
| Preconditions | 1. Location and Construction Databases successfully loaded by system |
| Triggers | 1. User selects a valid file using UI 2. User saves or discard previous data using UI |
| Basic Course of Events | When Building Information Model is well formed 1. Building Information Model is parsed and checked to be well-formed 2. Information is populated in DOM 3. **Use-Case-3 Form Compete Model** is activated |
| Alternative Path | None |
| Exceptions Path | When Building Information Model is not well formed 1. Building Information Model is parsed and found to be not well-formed 1.1. Errors are displayed using UI 2. Information is not populated in DOM 2.1. All system data structures are cleared 3. Terminate, post conditions not implemented |
| Post-conditions | 1. System maintains link to Building Information Model 2. DOM is well-formed, might be partially complete |

Table 6-2 Use Case 1 – Import BIM
## Use-Case-2 Edit BIM

### Goal
Edit building information model

### Summary
User inspects and edits model attributes using UI. **Use-Case-3 Form Compete Model** is automatically activated upon success to complete DOM for lighting simulation and calculations. If LEED benchmarks have been previously calculated, **Use-Case-6 Calculate LEED Benchmarks** is automatically activated to dynamically show changes in the benchmark values.

### Primary Actor
User

### Secondary Actor
Building Information Model (via Change Management System)

### Preconditions
1. Location and Construction Databases successfully loaded by system
2. System has link to Building Information Model
3. DOM is well-formed and complete

### Triggers
1. User modifies model attribute value using UI (Editable attributes are part of location, building, construction, material, or camera objects)

### Basic Course of Events
When existing attribute value is modified (location/material/view parameters)
1. Attribute field in UI updated with modified value
2. **Use-Case-3 Form Compete Model** is activated
3. System checks validity of modified value
4. DOM is updated with modified value
   4.1. Attribute tagged as user-defined
5. Related UI objects updated
   5.1. UI attribute field reflects “user-defined” status
   5.2. If system has LEED Benchmark values, **Use-Case-6 Calculate LEED Benchmarks** is activated

### Alternative Path
When new attribute value is specified (location/construction/view parameters)
1. Attribute field in UI updated with new value
2. **Use-Case-3 Form Compete Model** is activated
3. System checks validity of new value
   3.1. System checks if object with specified value exists in system library and creates new library object if not so
4. DOM is updated with new value
   4.1. Attribute tagged as user-defined
5. Related UI objects updated
   5.1. UI attribute field reflects “user-defined” status
   5.2. New object added to corresponding UI object lists
   5.3. If system has LEED Benchmark values, **Use-Case-6 Calculate LEED Benchmarks** is activated
### Use-Case-3 Form Complete Model

**Goal**

Ensure the DOM is well-formed and complete

**Summary**

*Use-Case-3 Form Complete Model* is automatically activated by *Use-Case-1 Import BIM* and *Use-Case-2 Edit BIM* to populate missing parameters in DOM, such that a complete model is maintained and ready for lighting simulation and calculations.

**Primary Actor**

User

**Secondary Actor**

Location and Construction Database (via Change Management System)

**Preconditions**

1. Location and Construction Databases successfully loaded by system
2. System has link to Building Information Model
3. (When activated by *Use-Case-1 Import BIM*) DOM is maintained by system, well-formed but not necessarily complete
4. (When activated by *Use-Case-2 Edit BIM*) DOM is maintained by system, well-formed and complete

**Triggers**

1. *Use-Case-1 Import BIM* successfully completed
2. *Use-Case-2 Edit BIM* - Model attribute modified by user

**Basic Course of Events**

*Use-Case-1 Import BIM* The DOM is checked and missing attributes are populated
1. Default assumptions loaded from Location and Construction Databases
2. Preferences (default assumptions) updated in UI
3. Check and populate DOM (tagged as non-user-defined):
   3.1. Location attributes
   3.2. Building attributes
   3.3. Construction attributes
   3.4. Material attributes
3.5. Camera attributes

<table>
<thead>
<tr>
<th>Alternative Path</th>
<th>(Use-Case-2 Edit BIM) User modifies attribute, system checks if object exists in database and calculates valid range for the attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3. Check if modified object exists in Location/Construction Database</td>
</tr>
<tr>
<td></td>
<td>IF ATTRIBUTES DESCRIBE EXISTING OBJECT</td>
</tr>
<tr>
<td></td>
<td>3.1. Retrieve object from SOM for inclusion in DOM</td>
</tr>
<tr>
<td></td>
<td>IF ATTRIBUTES DESCRIBE NEW OBJECT</td>
</tr>
<tr>
<td></td>
<td>3.1. Assign new object name that does not conflict with existing DOM or SOM objects</td>
</tr>
<tr>
<td></td>
<td>3.2. Prepare new object for inclusion in DOM</td>
</tr>
<tr>
<td></td>
<td>4. Calculates valid range based on dependent attributes</td>
</tr>
<tr>
<td></td>
<td>5. Returns valid range for attribute</td>
</tr>
<tr>
<td>Exceptions Path</td>
<td>None</td>
</tr>
</tbody>
</table>

| Post-conditions | 1. DOM is well-formed and complete |
|                | 2. UI option to save Building Information Model is enabled |
|                | 3. If new library object is created, UI option to save project-wide Location and Construction Database is enabled |

Table 6-4 Use Case 3 – Form Complete Model

Use-Case-4 Perform Lighting Simulation

<table>
<thead>
<tr>
<th>Goal</th>
<th>Performs lighting simulation using new rendering technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summary</td>
<td>System prepares lighting simulation inputs using information in DOM, and executes simulation using the new progressive rendering technique. Simulation results are displayed in the UI, and can be saved to the SOM to be continued later (incremental simulation). Alternatively, user can use RADIANCE for simulation instead.</td>
</tr>
</tbody>
</table>

| Primary Actor | User |
| Secondary Actor | DOM, SOM |

| Preconditions | 1. DOM is well-formed and complete |
|              | 2. State of simulation obtained |

| Triggers | 1. User requests simulation (new rendering technique or RADIANCE) via UI |
| Basic Course of Events | New simulation requested |
| | 1. Simulation input parsed from DOM |
| | 1.1. Simulation parameters parsed from DOM |
| | 1.2. Geometry objects parsed from DOM |
| | 2. Preprocessing of functions and maps |
2.1. Simulation maps and data structure generated from geometry objects
2.2. Light distribution functions pre-processed and cached
2.3. BRDFs pre-processed and cached
3. Lighting simulation executed

Incremental simulation requested
1. Simulation input incremented from previous simulation step
2. Check that required functions and maps have been preprocessed
   IF FUNCTIONS AND MAPS ALREADY PREPROCESSED
   2.1. Continue
   IF FUNCTIONS AND MAPS NOT PREPROCESSED
   2.1. Simulation maps and data structure generated from geometry objects
   2.2. Light distribution functions pre-processed and cached
   2.3. BRDFs pre-processed and cached
3. Lighting simulation executed

RADIANCE simulation requested

If simulation terminates with error
1. Terminate, post conditions not implemented

1. UI option to save simulation results is enabled
2. UI updated for next step of progressive simulation

Table 6-5 Use Case 4 – Perform Lighting Simulation

**Use-Case-5 Visualize Simulation Results**

<table>
<thead>
<tr>
<th>Goal</th>
<th>Performs analysis and visualization of simulation results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summary</td>
<td>System includes several tools for analyzing simulation results, including luminance and illuminance false-color renderings, contrast-ratio renderings, and a results comparator to visualize quantitative differences between two sets of simulation results</td>
</tr>
<tr>
<td>Primary Actor</td>
<td>User</td>
</tr>
<tr>
<td>Secondary Actor</td>
<td>Simulation Results</td>
</tr>
<tr>
<td>Preconditions</td>
<td>1. DOM is well-formed and complete</td>
</tr>
<tr>
<td>Triggers</td>
<td>1. User requests visualization via UI</td>
</tr>
</tbody>
</table>
### Basic Course of Events

1. Meta-data of simulation results parsed and cached:
   1.1. Name of underlying model used for simulation
   1.2. Camera settings
   1.3. Type of results (luminance or illuminance)

2. UI options updated according to type and dynamic range of results:
   2.1. Tone-mapping
   2.2. False-color scale
   2.3. Normalized adaptation luminance value
   2.4. Analysis options

### Alternative Path

When comparing across two sets of simulation results, system checks that underlying models are related

1. Meta-data of 2nd set of results parsed and checked with 1st set
   1.1. Warning displayed in UI if mismatch in underlying model or camera settings

2. UI options updated according to dynamic range of 2nd set results:
   2.1. False-color scale
   2.2. Normalized adaptation luminance value
   2.3. Analysis options

### Exceptions Path

Simulation results cannot be compared, revert to basic course of events (for analysis of single set of simulation results)

1. Meta-data of 2nd set of results parsed and checked with 1st set
   1.1. Error displayed in UI if mismatch in type of results (luminance or illuminance)

2. 2nd set of results discarded

3. UI options updated according to type and dynamic range of results:
   3.1. Tone-mapping
   3.2. False-color scale
   3.3. Normalized adaptation luminance value
   3.4. Analysis options

### Post-conditions

None

---

**Table 6-6 Use Case 5 – Visualize Simulation Results**

### Use-Case-6 Calculate LEED Benchmarks

**Goal**  
Automatically calculate LEED EQ8.1 and EQ8.2 benchmarks

**Summary**  
System automatically calculates LEED benchmarks and presents results in submittal formats. Use-case is activated by **Use-Case-2 Edit BIM** to dynamically update benchmarks when model is modified. Since

**Primary Actor**  
User
As presented in literature review, there is a myriad of software and tools to support the many activities involved in the building delivery process (2.1.3), of which lighting simulation is but one task. Similarly there are disparate tasks and software involved just to conduct lighting simulation (Chapter 3). This research develops new techniques and frameworks addressing primarily the latter, with the overall objective of reducing time and effort to conduct lighting simulation. Through the use-cases presented above, the new lighting tool integrates (and automates much of) the disparate tasks involved in performing lighting simulation, and the results are demonstrated below (6.3).

Although the new lighting tool does not integrate the multi-domain tasks involved in integrated design, it achieves interoperability with other tools by supporting data exchange with an external project-wide BIM-based Shared Object Model (SOM). This is a step towards facilitating concurrent, multiple domain, activities necessary in integrated design, since this modular approach allows other domain activities to proceed independently. Notably, this strategy of using interoperability to allow various simulation models to perform simulation and analysis on a consistent set of information is commonplace. Even within contemporary multi-domain analysis tools, information is passed between separate simulation modules and each (domain) simulation is performed independently; there is yet to be a single general simulation engine that describes all performance aspects comprehensively. Anecdotally, the developmental effort to

<table>
<thead>
<tr>
<th>Secondary Actor</th>
<th>DOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preconditions</td>
<td>1. DOM is well-formed and complete</td>
</tr>
</tbody>
</table>
| Triggers        | 1. User requests calculation via UI  
|                 | 1. LEED results already exist and **Use-Case-2 Edit BIM** successfully completed |
| Basic Course of Events | 1. Required parameters obtained from DOM  
|                 | 2. LEED calculation algorithms executed |
| Alternative Path | None |
| Exceptions Path | None |
| Post-conditions | 1. LEED results cached in system |

Table 6-7 Use Case 6 – Calculate LEED Benchmarks

### 6.1.3. Integrating Lighting Simulation Tasks, and Supporting Integrated Design

As presented in literature review, there is a myriad of software and tools to support the many activities involved in the building delivery process (2.1.3), of which lighting simulation is but one task. Similarly there are disparate tasks and software involved just to conduct lighting simulation (Chapter 3). This research develops new techniques and frameworks addressing primarily the latter, with the overall objective of reducing time and effort to conduct lighting simulation. Through the use-cases presented above, the new lighting tool integrates (and automates much of) the disparate tasks involved in performing lighting simulation, and the results are demonstrated below (6.3).

Although the new lighting tool does not integrate the multi-domain tasks involved in integrated design, it achieves interoperability with other tools by supporting data exchange with an external project-wide BIM-based Shared Object Model (SOM). This is a step towards facilitating concurrent, multiple domain, activities necessary in integrated design, since this modular approach allows other domain activities to proceed independently. Notably, this strategy of using interoperability to allow various simulation models to perform simulation and analysis on a consistent set of information is commonplace. Even within contemporary multi-domain analysis tools, information is passed between separate simulation modules and each (domain) simulation is performed independently; there is yet to be a single general simulation engine that describes all performance aspects comprehensively. Anecdotally, the developmental effort to
achieve integrated simulation via independent modules operating on interoperable information is lower than formulating a single general simulation model.
6.2. Implementation

Schematically, the new tool is implemented as a series of modules (Figure 6-4) to achieve the desired functionalities as described by the use-cases above (6.1.2). The modules are presented in the section below (6.2.2).

For ease of prototyping, the new tool is developed in object-orientated fashion using Java 2 Platform Standard Edition 5.0, Java3D, and Java API for XML Processing (JAXP). Since Building Information Models are parametric and object-based, it follows that object-orientated programming (OOP) would lend easily to the task of developing the new tool. In addition, OOP is also more suited to implementing the various modules of the new tool (as described in the figure above); each module is independent and well encapsulated, and can be implemented and tested in OOP fashion. Additionally, the high-level nature of the Java programming language, platform-independence, as well as the availability of extensive Java Class Libraries and application programming interfaces (APIs) in Java, Java3D, and JAXP, especially for user interfaces (UI) and multi-threading, enables relatively fast prototyping.
While the code executes slower in Java (as compared to lower-level languages), and there is less control over memory management, empirical tests in this research have shown that the all implemented features execute within desired time-constraints, and the 1.4 gigabytes of memory available to the Java Virtual Machine (as configured in this research) is sufficient for even complex architectural scenes. A 2.66 GHz single CPU workstation with 2 GB of RAM using Windows XP OS, representative of the reasonable computing resources available in small architectural practices, is used for all the work (including simulation) in this research.

6.2.1. gbXML as Data Exchange Format

As presented earlier (1.2.1), prevalent design modeling tools currently support both IFC and gbXML schemas as data exchange formats, and both formats are extensible to represent information necessary for lighting simulation (2.1.3). While there are significant differences between the two, including comprehensiveness, efficiency, robustness, redundancies, and portability, the debate over which schema is better as a data exchange format for Building Information Models is beyond the scope of this research. Since the goal of this research is to demonstrate effort and time-cost reductions by implementing interoperable information models and datasets, rather than espousing the technical benefits of particular exchange formats, both schemas can potentially meet the needs and objectives of this research.

Within this context, the choice of data format for prototyping the new lighting tool in this research is only premised upon capability to demonstrate the concept of an integrated lighting simulation tool, ease of development and implementation. This include extensibility to capture information comprehensively, ease of implementing extensions, prevalence in industry, and ability to demonstrate interoperability between design modeling tools, the new lighting tool, and another domain simulation tool.

As discussed earlier (2.1.3), both formats can represent parametric building information, and are extensible to represent comprehensive building information, including that necessary for lighting simulation. The gbXML data format is selected for use given the ease of legibility and extension when developing prototypes (Dong, Lam, Huang, & Dobbs, 2007). While extending gbXML necessitates a change to the overall schema (by introducing new object attributes and properties via XML tags), this is relatively easier to develop as compared to extending general
purpose entities with defined base entity and relationship objects in the IFC schema. In addition, the availability of Java API for XML Processing (JAXP), allows ease of development and implementation of XML-based features within the new tool.

To support integrated design processes, the data exchange format should ideally be supported by all other domain tools; the BIM should be concurrently accessible by multiple domain tools to facilitate an integrated performance evaluation. As mentioned earlier (2.1.3 & 6.1.3), there is yet to be a single integrated tool or model, and the use of multiple tools, at least in the near future, is inevitable. Since the motivation for this research (lighting simulation) is premised upon energy use, it follows that the selected data exchange format should be supported by state-of-the-art building energy simulation tools, such as EnergyPlus, to demonstrate multi-domain support. As noted earlier (1.2.1), gbXML can be translated into EnergyPlus input formats by middleware such as Ecotect and GreenBuildingStudio.

<table>
<thead>
<tr>
<th></th>
<th>IFC</th>
<th>gbXML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modeling Language</td>
<td>EXPRESS</td>
<td>XML</td>
</tr>
<tr>
<td>Public (Open source)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Potential to represent all types of building information</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Easily Extensible</td>
<td>Moderate</td>
<td>Yes</td>
</tr>
<tr>
<td>Supported by existing Java API</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Supported by Modeling Tool (Revit)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Supported by Energy Tool (EnergyPlus)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 6-8 Considerations for implementing data exchange format

A model schema that is comprehensive enough to include all necessary information and semantically compatible with the diverse domain views, yet lightweight enough for efficient query and use, is developed by extending the gbXML schema (GeoPraxis Inc., 2003) to reduce redundancy and include lighting information (Figure 6-5). This XML-based schema is used to construct a holistic BIM that can be implemented across the design team as a Shared Object Model (SOM). The SOM can then be can be parsed into several lightweight domain specific Domain Object Models (DOM) by different tools, such as by the new lighting tool developed in this research, or EnergyPlus (via Green Building Studio).
Figure 6-5 gbXML Surface element (left) and extended schema (right).

General Attributes
- surfaceType enumeration
  - extended to include furniture and lamp geometry

Redundant Section
- that also limits
  - the schema to representing only
    - 4-sided surfaces
      - (eliminated)

PolyLoop surface
- now capable of representing n-sided polygons

Extended Schema
- now supports
  - spherical and cylindrical surfaces
6.2.2. Modules

Referring to Figure 6-3 and Figure 6-4, the various modules and actors are classified into 3 categories; as pertaining to 1) the new lighting tool, 2) the external change management system, and 3) the project-wide shared object model (SOM) (Table 6-9). The new lighting tool features described earlier in the 6 use-cases (plus GUI use-case, which is simply the interface between user and the 6 use-cases), and the DOM, are achieved by 8 corresponding modules. Additionally, a RADIANCE Input Files Generator module is implemented to allow comparison of simulation results between the new simulation engine and RADIANCE.

<table>
<thead>
<tr>
<th>Object in Figure 6-3 Use-Case Diagram</th>
<th>Module in Figure 6-4 Implemented Modules</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Lighting Tool</td>
<td></td>
</tr>
<tr>
<td>Use Case - GUI</td>
<td>Module – GUI</td>
</tr>
<tr>
<td>Use Case 1 – Import BIM</td>
<td>Module – Import BIM</td>
</tr>
<tr>
<td>Use Case 2 – Edit BIM</td>
<td>Module – Edit BIM</td>
</tr>
<tr>
<td>Use Case 3 – Form Complete Model</td>
<td>Module – Form Complete Model</td>
</tr>
<tr>
<td>Use Case 4 – Perform Lighting Simulation</td>
<td>Module – Internal Simulation Engine</td>
</tr>
<tr>
<td>Use Case 5 – Visualize Simulation Result</td>
<td>Module – Visualization Tools</td>
</tr>
<tr>
<td>Use Case 6 – Calculate LEED Benchmarks</td>
<td>Module – LEED Calculators</td>
</tr>
<tr>
<td>Actor – Domain Object Model</td>
<td>Module – Domain Object Model Manager</td>
</tr>
<tr>
<td>Link to RADIANCE</td>
<td>Module – RADIANCE Input Files Generator</td>
</tr>
</tbody>
</table>

Table 6-9 Correspondence between objects in use-case diagram and implemented modules

While the development of data repositories and external change management systems as discussed earlier (2.1.3 & 6.1) are beyond the scope of this project, a demonstrative project-wide SOM is implemented via 4 separate databases, and 4 corresponding modules are implemented to allow the new lighting tool to access the 4 databases. The 4 databases in the SOM cover the building information model (BIM), construction and location databases, and simulation results. While the BIM includes project-specific construction and location information, the databases serve as libraries for ease of specification during design, and avoids erroneous specifications that conflicts with other domains.
6.2.2.1. Shared Object Model (SOM) Databases

As discussed earlier (6.2.1), the current gbXML schema (version 0.37) is extended to cover all necessary data elements to represent information, such as sky descriptions, n-sided polygons, detailed material reflectance properties, and bidirectional reflectance distribution functions (BRDF), as required for lighting simulation. This extended schema is used to describe holistic building information, forming the BIM database which is shared across the project team.

Following the principles and benefits of utilizing a SOM, similar project-wide, application-independent datasets of construction and location information (for United States) are also developed. The same extended XML-based schema is used to organize this information to ensure portability and ease of parsing.

```
<Construction>
  <ID>R2 CMU Wall</ID>
  <Description>T24 90.1 compliant R2 mass wall - Added Inside Layer</Description>
  <TypicalUse>Wall</TypicalUse>
  <U-Value>1.21</U-Value>
  <NumLayers>3</NumLayers>
  <Layer1>Outside</Layer1>
  <Layer2>IN41</Layer2>
  <Layer3>GPUZ</Layer3>
</Construction>

<Materials>
  <ID>CB32</ID>
  <Description>CMU MW 8in Conc Fill</Description>
  <Type>Regular</Type>
  <Thickness>0.28321</Thickness>
  <Roughness>Smooth</Roughness>
  <Conductivity>0.8579251828588</Conductivity>
  <Density>1970.27101318063</Density>
  <SpecificHeat>837.36</SpecificHeat>
  <ThermalAbsorptance>0.9</ThermalAbsorptance>
  <SolarAbsorptance>0.75</SolarAbsorptance>
  <VisibleAbsorptance>0.75</VisibleAbsorptance>
  <LightMaterialType>Plastic</LightMaterialType>
  <LightDescription>Greyish Rough Conc</LightDescription>
  <LightReflectanceR>0.687541</LightReflectanceR>
  <LightReflectanceG>0.710201</LightReflectanceG>
  <LightReflectanceB>0.717113</LightReflectanceB>
  <LightSpecularity>0.01</LightSpecularity>
  <LightRoughness>0.08</LightRoughness>
</Materials>
```

Figure 6-6 Example of construction and material elements in construction database

Given the fact that the building industry typically employs a relatively limited variety of standard practices, the preparation of this shared data set is relatively straightforward. The construction
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The location database is a collection of latitude, longitude, and time-zone data for locations in the United States, cross-indexed with city names and zip-codes (Figure 6-8). This information is used by the Form Complete Model module, as described later (6.2.2.6), to ensure that the BIM specifies location information in terms of latitude and longitude. Note that the location database is not a weather file. The location database ensures consistent latitude and longitude information, which is then used to determine the appropriate selections in various domain simulations, such as generating sun positions for lighting simulation, or selecting the correct weather file in energy simulation.

The simulation results database contains point radiance or irradiance values in the RGBE format (Ward G., 1991). The RGBE format is a compact high dynamic range image (HDRI) format used...
by RADIANCE, and subsequently there are many post-processing and analysis tools available for this format.

Figure 6-8 Latitude, longitude, and time-zone data for locations in United States

6.2.2.2. External Change Management System Modules

In lieu of supporting some external data repository or change management system, 4 parser modules are implemented for the new tool to access the BIM, construction, location, and
simulation results databases. While this framework links the new lighting tool directly to the SOM (Figure 6-4), conceptually these 4 parser modules represent some independent change management system that could be used to manage the SOM (Figure 6-3 & Figure 6-9). All tools, including the lighting tool, would then access the SOM via the independent system to ensure consistency in assumptions made in each domain. Specific user definition of variables and parameters can also be validated against these datasets automatically without the need for user intervention. While the choice and implementation of a change management system is beyond the scope of this research, the modular framework allows such future development.

As described above, the first three databases (BIM, construction, and location) are implemented in the XML-based schema, and the results database in the RGBE format. Correspondingly, the first 3 parser modules use the Java API for XML Processing (JAXP) to read and write to the databases, while the last parser module implements algorithms to compress and decompress RGBE data.
6.2.2.3. GUI Module

The graphical user interface (GUI) is implemented using Swing toolkits, which is part of the Java Foundation Classes (JFC), and Java3D. The design (Figure 6-10) of the GUI reinforces the workflow of simulations via a series of tabbed displays corresponding to the stages of simulation work process, and the display of parameters is flexible to reflect the changing levels of detail (LOD) along different stages of design. The GUI employs color coding to cognitively distinguish between user specified values and those that are populated automatically by querying the datasets. Similarly, the recommended ranges of values for various parameters are presented in the same manner (Figure 6-11).

To facilitate faster cognition of the context of various attributes, the new tool uses an interactive 3D model viewer to let users inspect and edit the information. The tabulation of the LEED benchmarks (6.2.2.10) are also dynamically linked to this viewer; changes made to the model results in an instantaneous update of the LEED evaluations. The tabulation format of these benchmarks is also consistent with submission requirements. This contributes to the reduction of common time consuming manual activities.
To improve the ease of use of the tool, help menus and documentation within the GUI makes explicit some of the tacit knowledge in conducting simulation. Together with the mentioned recommended value ranges and color-coding, the inspection of parameters and use of appropriate values is made easier; there is no need for additional research or depend on user expertise. Another objective of the documentation is to avoid the inappropriate use of metrics by highlighting the underlying methodologies in a succinct manner (Figure 6-12).
6.2.2.4. Import BIM Module

In keeping with the overall goal of reducing time and effort, the Import BIM module is developed to require minimal user intervention. The user only has to select a file via the GUI, and the BIM is ready for lighting simulation or calculations; all necessary processing are automatic. The module parses information from the XML-based BIM using JAXP, and checks that it is well-formed. The module then populates the DOM (6.2.2.7), and activates the Form Complete Model Module (6.2.2.6) to ensure that the DOM is complete.

```
ImportBIM() {
    if ( BIMParser.parseBIM() ) {
        DOMManager.populateDOM()
        DOMComplete.complete()
    }
    updateGUI()
}
```

Via the BIM parser, the new lighting tool translates the SOM, as generated by a design modelling tool (Revit Architecture), to automatically to form a DOM suitable for use by lighting simulation. There is now a seamless sharing and reuse of building information between the design modelling tool (Revit Architecture), the new lighting tool, and to demonstrate integrated design,
an energy modelling tool\textsuperscript{27}. The preparation of the lighting model from a single SOM shared across different teams and domains in integrated design processes also eliminates the need for error- and consistency checking. This automatic semantic translation essentially eliminates the single largest obstacle and time-cost of using lighting simulation as indicated by the mentioned research and surveys (learning and using multiple tools, repetitive manual re-modeling, error- and consistency checking).

6.2.2.5. Edit BIM Module

While the imported BIM is complete and ready for lighting simulation, the user can inspect and edit all parameters, such as location and sky-type (Figure 6-11), construction types, material properties, or camera attributes (Figure 6-10). The link to the project-wide databases in the SOM allows user-defined changes to be validated against these datasets automatically without the need for user intervention, and ensures consistency across domains. Upon confirmation of user-defined changes, the LEED calculation results (6.2.2.10) are dynamically updated.

\begin{verbatim}
EditBIM() {
  if ( ! drop down menu selected ) {
    if ( ! SOM.has( modified ) ){
      displayWarning()
      if ( userCancels() ){
        modified = original
      } else {
        SOM.add( modified )
      }
    }
    DOMManager.update( modified )
    LEED.update()
    updateGUI()
  }
}
\end{verbatim}

Figure 6-15 Pseudocode for editing BIM

6.2.2.6. Form Complete Model Module

The new tool maintains a well-formed and complete DOM at all times, which is accessed by other modules in the tool. The module maintains a set of default values for all parameters

\textsuperscript{27} gbXML-based BIMs are used by GreenBuildingStudio (Autodesk, 2009) to conduct energy simulation
necessary for lighting simulation, and populates the DOM automatically with these values when missing attributes are encountered. Indicatively, the DOM is structured into 7 sections:

1. Location attributes
2. Building attributes
3. Construction attributes
4. Material attributes
5. Surface attributes
6. Lamp attributes
7. Camera attributes

The databases in the SOM contains a hierarchy of default object types and attribute values to be used consistently across the project team in the absence of specifications in the BIM. For example, in the absence of location information, the default location (Figure 6-8) is at latitude 40.4428, longitude 79.9532 (Pittsburgh, Pennsylvania, zip-code 15213). In the location database, each state has a default city, and each city has a default locale specified by zip-code. The module is thus able to automatically specify missing latitude/longitude data regardless of the type of partial, or missing, location description. Conversely, in the case when only latitude and longitude data is available in the BIM, the module performs a nearest neighbor search to determine the city and state of the location, and appends it to the BIM for legibility.

The structure of default object types is described as *hierarchical* because the choice of objects from the SOM database is dependent on higher-level information. The order of importance corresponds with the list above. Default building attributes, such as building use-type (office, retail, school, etc.), are dependent on location information. Default surface attributes, such as material definition, are dependent on the default construction method (which specifies layers of materials) for that specific surface-type (roof, wall, floor, window, etc.), which in turn is dependent on building-type and location.

Taking an example where no information except for surface geometry is present in a BIM, the module would thus use the default location (Pittsburgh, Pennsylvania), which determines the default building-type (office), and consequently a set of default construction methods, which includes specifying 4-inch concrete slabs for interior floors. Since this construction specifies concrete as the outermost material layer, the concrete material object is also appended to the
BIM. The concrete material object contains lighting-related attributes such as red, green, and blue reflectance values. In the event that the surface described in this sparse-BIM is an interior floor, the module has now formed a complete BIM that is ready for lighting simulation (the surface has been populated with default values necessary for lighting simulation).

The same method is applied for all sections of attributes. The SOM databases contain default building-types, construction-types for building elements, and material properties. In the event of missing objects in the BIM, the default objects are used. In the case when partial information is encountered, the module searches the databases and retrieves the missing information or default child-elements. All data specified by the module are tagged as default values and presented in a different color in the GUI for legibility (Figure 6-10 & Figure 6-11). In the case of camera attributes, the module ensures that at least 1 camera is defined. In case where there is no camera, the module inserts a standard camera, with height and angle-of-view similar to human vision, in the geometric center of the first occupied space specified in the BIM.

```java
completeDOM () {
    object = DOM.getLocation()
    default = SOM.getDefaultLocation()
    if( object == null ){
        DOM.setLocation( default )
        no location in DOM, use default location
    } else {
        if( ! object.isComplete() ){
            complete( object )
            calls complete() to fill in missing location data in DOM
        }
    }

    object = DOM.getBuilding()
    default = SOM.getDefaultBuilding( DOM.getLocation() )
    if( object == null ){
        DOM.setBuilding( default )
        default building attributes are dependent on locale
    } else {
        if( ! object.isComplete() ){
            complete( object )
            calls complete() to fill in missing building data in DOM
        }
    }

    for ( all construction and material objects in DOM ){
        complete( object )
        calls complete() to fill in missing building data in DOM
    }
}
```
defaultTypes = SOM.getConstrTypes( DOM.location, DOM.buildingType)

default construction methods for different surface-types are dependent on locale and building-type

for ( all building surface objects in DOM ){
    object = surface.getConstruction()
    type = DOMSurface.type
    default = defaultTypes.type
    specific default construction method for surface
    if ( object == null ){
        DOMSurface.setConstr( default )
        DOM.add( default )
    }
    no construction linked to surface, use default
    append construction and material objects to DOM
    no such state as partial construction link
}

for ( all lamp objects in DOM ){
    complete( object )
    calls complete() to fill in missing lamp data in DOM
}

if ( no camera object in DOM ){
    DOM.insert( generateCamera() )
    generates and insert camera object in DOM
} else {
    for ( all camera objects in DOM ){
        complete( object )
        calls complete() to fill in missing camera data in DOM
    }
}

complete( object ){
    default = SOM.search( object )
    search SOM for nearest match given object with partial attributes values

    for( all attributes in object ){
        if ( attribute == null )
            object.attribute.setValue( default.attribute )
    }
    complete missing attributes with default values when necessary

    for( all child objects in object ){
        if( object.child == null ){
            object.child.setObject( default.child )
        } else {
            if( ! object.child.isComplete() ){
                recursive call to complete attributes and sub-objects of existing child object when necessary
                complete( object.child )
            }
        }
    }
}

Figure 6-16 Pseudocode for automatically completing the DOM
6.2.2.7. Domain Object Model Manager Module

As illustrated in the use-case diagram (Figure 6-3), the new tool maintains a single Domain Object Model (DOM), for use by all other use-cases. This DOM is managed by the DOM Manager Module (Figure 6-4), which utilizes the gbXML schema as discussed earlier (Chapter 6.2.1). The module is implemented using JAXP, which allows relative ease of maintaining the DOM in the XML format.

While the DOM is initially empty when the new tool is launched, user access to all other tool features except Import BIM is blocked since the tool is designed to process BIMs. This is reflected in all feature tabs in the GUI being grey-out and non-selectable (Figure 6-13, only the BIM file-select menu is available upon tool launch). Once the user selects a BIM file, the SOM is imported and processed into a complete and well-formed DOM, and passed to the DOM Manager Module for subsequent use by all other modules in the tool (as discussed in 6.2.2.4). Once the DOM is ready, the module updates the GUI to enable all features by enabling all tabs in the GUI. In this manner, the DOM Manager Module maintains a complete and well-formed DOM at all times, and ensures fail-safe.

6.2.2.8. Internal Simulation Engine Module

The new tool implements the new simulation technique as described earlier (Chapter 4.3) to solve the three-component rendering equation (Eq. 4-4) consistently.

\[
L_o(x, \omega) = L_e(x, \omega) + L_r(x, \omega)
\]

\[
\Rightarrow L_o(x, \omega) = L_e(x, \omega) + \int_{\Omega} f_r(x, \omega', \omega) L_r(x, \omega') (\hat{n} \cdot \omega') d\omega'
\]

\[
\Rightarrow L_o(x, \omega) = L_e(x, \omega) + \int_{\Omega} f_r(x, \omega', \omega) L_r(x, \omega') (\hat{n} \cdot \omega') d\omega' + \int_{\Omega} f_r(x, \omega', \omega) L_{rd}(x, \omega') (\hat{n} \cdot \omega') d\omega' + \int_{\Omega} f_r(x, \omega', \omega) L_{rd}(x, \omega') (\hat{n} \cdot \omega') d\omega' + \int_{\Omega} f_r(x, \omega', \omega) L_{rd}(x, \omega') (\hat{n} \cdot \omega') d\omega'
\]

Eq. 6-1

Where \( L_{ij}(x, \omega') \) is direct illumination from light sources (LD paths), \( L_{rd}(x, \omega') \) is indirect illumination from light sources that has been reflected diffusely at least once (LD[S|D]*D and
L[S|D]*DD paths), and $L_{i,x}(x, \tilde{o}')$ is caustics – indirect illumination from the light sources via specular reflection or transmission (LS+D paths).

Similar to classic photon mapping (4.2), the new technique adopts a two-pass approach, a ray-tracing pre-process to more efficiently evaluate direct and specular ray-paths, followed by a photon tracing and gathering process to more accurately account for highly reflected indirect ray-paths. The difference however, is that the new technique focuses on the components of all contributing points rather than the type of path of the points. The implemented pre-process uses recursive ray-tracing to identify the surface intersection point associated with each pixel, as well as all mirrored, transmitted, and refracted surface intersection points that contribute towards that point. The emitted radiance and direct illuminance at all the points is determined and cached, together with intersection information including surface normal ($\mathbf{n}$) and view angles ($\tilde{\omega}$), to facilitate efficient evaluation of indirect illumination components (diffuse and caustics) via the photon map in the later photon gathering process.

```plaintext
firstPass()

for ( all pixels ){
    generate new Ray object from camera and pixel
    intersections = trace( ray, 0, 1 )
    Calls trace() to recursively trace Ray,
    initial depth = 0, power = 1 (100%)

    for ( intersections ){
        Cache emitted and direct illumination for list of
        contributing intersections
        if( intersect.type == lamp ){
            intersect.Le =
            lamp.getRadiance( intersect )
            Cache radiance of intersected lamp for given
            intersection attributes (location & view direction)
        }
        Intersect.Ld =
        intersect.directIllum( allLamps )
        Cache radiance due to direct illumination from
        all lamps and material BRDF

        cache intersections list for each pixel
    }
}

trace( ray, depth, power ){
    Recursive ray-tracing to identify list of specular reflected
    opaque surface intersections (with power factors)

    stop if ( depth > limit
    || power < limit2)
    Terminate recursion if too deep or power
    becomes insignificant

    get nearest ray-surface intersection
    mat = intersection.getMaterial()
    Get first ray-surface intersection
    Retrieve material from appropriate side
```
if( mat.type == mirror ){
    generate mirror Ray at intersection
    power *= mat.reflectance
    return trace( mirrorRay, depth+1, power )
}

if( mat.type == dielectric ){
    generate reflected Ray
    generate refracted Ray
    power1 = power * mat.reflectance
    power2 = power * ( mat.transmittance
        - mat.reflectance )
    list = trace( reflectRay, depth+1, power1 )
    list.add(trace( refractRay, depth+1, power2 ))
    return list
}

intersection.power = power
return intersection

Figure 6-17 Pseudocode for new simulation technique, ray-tracing pre-process

The second-pass consists of emitting photons from light sources (photon emission, Figure 4-7) and estimating the irradiance at points as identified in the ray-tracing pass using the new simulation technique as described earlier (4.3.1), which includes using the (Ward model-based) three-component rendering equation (Eq. 4-4) consistently, reflected caustics, surface-based photon maps, and adaptive-sampling area estimates.

To achieve scalability, the second-pass can be executed iteratively to progressively increase the accuracy of the simulation results. In each iteration, additional photons are emitted from light sources and traced in the scene, and the previous irradiance estimates updated. To manage the increasing computation costs and resources associated with more photons, the number of emitted photons is increased quadratically while the number of samples in radiance estimates is increased linearly (4.3.2).

To improve the performance of the iterative technique in typical high performance building contexts (highly reflected light paths), a power-based priority queue is also implemented as a form of importance-sampling for photon emission in each iterative step (4.3.3). The priority queue (photonPowerHeap in Figure 6-18) is implemented as a binary heap of photon references.
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(with photon-surface intersection information for ease of emitting new photons via Russian roulette from the intersection) sorted by the degree of preference \( P(x) \) (Eq. 3-8). A photon-relations map (phoRelMap in Figure 6-18) implemented as a tree that stores the relationships between all photons\(^{28}\). In the power-prioritized pass, the indexes of preferred photons (parent photons) are retrieved from the heap. The relevant node in the photon-relations map is retrieved and the power of all children branches halved. The additional photon (with half the parent photon radiant flux before BRDF attenuation) and subsequent children (as determined by Russian Roulette), is then appended as a branch beneath the parent photon node.

\[
\text{2ndPass}( \text{step}, \text{intersections} )
\]

\[
\text{numPho} = \text{Math.power(2, step)}
\]

\[
\text{numSamp} = \text{step}
\]

\[
\text{data.prep()}
\]

\[
\text{emitPhoton( step, numPho )}
\]

\[
\text{balPhoton()}
\]

\[
\text{gatherPhoton( intersections, numSamp )}
\]

\[
\text{emitPhoton( step, numPho )} \quad \text{Emit photons and maintain power-based priority queue}
\]

\[
power = 1 / (179*\text{numPho})
\]

\[
\text{for ( allLamps )} \quad \text{Step 1: Emit photons from light sources}
\]

\[
\text{for ( lamp.lumens * numPho )} \quad \text{Determine number of photons to emit for each lamp}
\]

\[
\text{Photon spawn = lamp.spawn(index++)} \quad \text{Emit indexed photon from lamp}
\]

\[
\text{spawn.setPower(power)} \quad \text{Calibrate power of photon}
\]

\[
\text{photonTrace(spawn, 0, true, null)} \quad \text{Trace photon in scene, initial depth = 0,}
\]

\^28\ In Russian-roulette photon tracing, photons intersecting opaque surfaces are stored in photon maps (kd-trees), then reflected (determined by sampling the surface BRDF) and traced to subsequent surface intersections. Path segments are modeled independently; parent photons are emitted and ray-traced to the next opaque intersection and stored in the photon map, a new child photon is emitted to represent the reflected photon. All photon paths in a scene can be captured in a map; photons emitted from light sources are independent top-level nodes, and subsequent light paths are represented as branches of parent-child nodes representing each reflection in the overall light path. While original photon tracing results in a series of linear branches, the implemented power-based importance-sampling causes forking in the branches.
for( numPho ){

degPref = phoPowerHeap.queryRootValue() // Query \( P(x) \) value of root node in heap
retrieved = photonPowerHeap.getRoot() // Retrieve and remove root node from heap
mat = retrieved.mat // Material at node photon- surface intersection
power = retrieved.photon.power // Photon radiometric power

node = phoRelMap.get(retrieved.index) // Retrieve node in photon-relations map using index of photon
numChild = node.numChild() // Scale factor for existing child nodes
scale = numChild / ( numChild+1 ) // Scale factor for new child photon
scale2 = 1 / ( numChild+1 )
prob = random[0,1] // Russian roulette to determine type of reflection for new child photon

if( prob < mat.pd ){

    // New photon is diffuse reflection. Material BRDF and parent surface-intersection orientation used to generate new indexed child photon
    Photon spawn =
        mat.spawnDiffused(
            index++, retrieved.attrib )
    spawn.setPower( scale2 * power ) // Scale power of new child nodes
    node.scaleChildPower( scale ) // Scale power of existing child nodes
    phoPowerHeap.add( retrieved, degPref/2 ) // Heap node reinserted with half original \( P(x) \) value.
    photonTrace(spawn, 1, false, node) // Trace photon in scene, depth > 0 since reflected at least once, pathAllSpecular = false since diffuse reflection, photonRelation node retrieved above

} else if( prob < (retrieved.mat.pd + retrieved.mat.ps) ){

    // New photon is specular reflection. Material BRDF and parent surface-intersection orientation used to generate new indexed child photon
    Photon spawn =
        mat.spawnSpecular(
            index++, retrieved.attrib )
    spawn.setPower( scale2 * power ) // Scale power of new child nodes
    node.scaleChildPower( scale ) // Scale power of existing child nodes
    phoPowerHeap.add( retrieved, degPref/2 ) // Heap node reinserted with half original \( P(x) \) value.
    spec = retrieved.spec // Inherit path history of parent photon
    photonTrace(spawn, 1, spec, node) // Trace photon in scene, depth > 0 since reflected at least once, pathAllSpecular inherited from parent since specular reflection, photonRelation node retrieved above

} else {

    Absorption – no new child photon emitted.

}
phoPowerHeap.add( retrieved, degPref )
}
}

photonTrace( photon, depth, allSpec, relNode ){
  stop if ( depth > limit
       || power < limit2)

  generate ray from photon
  get nearest ray-surface intersection
  mat = intersect.getMaterial()

  photon.setOrigin( intersection point )
  pho = new Photon( photon, index++ )
  newNode = new photon-relations node
  prob = random[0,1]

  if( mat.type == mirror ){
    if( prob<mat.ps ){
      find mirror direction
      pho.setDirection( mirrDir )
      degPref = pho.power * mat.ps
    } else end
    depth -= 1
  }

  else if( mat.type == dielectric){
    if( prob<mat.ps ){
      find reflection direction
      pho.setDirection( reflectDir )
      degPref = pho.power * mat.ps
    } else if( prob<mat.transmittance ){
      find refracted direction
      pho.setDirection( refractDir )
      degPref = pho.power * (mat.transmittance - mat.ps)
    } else end
    depth -= 1
  }

  else {
    if( depth!=0 ){
      if( allSpec ){
        add photon to caustics map
      }
    } else end
  }

  Recurse photon tracing, terminating by depth.
  Stores results to photon maps, power-based priority queue, and photon-relations map

  Photon paths follows ray optics
  Get first ray-surface intersection
  Retrieve material from appropriate side

  Update parent photon position
  Create new child photon based on parent photon
  Add child node to photon-relationship map later
  Russian roulette to determine type of reflection

  Special case, photon either mirrored or absorbed
  Photon mirrored.
  Update child photon
  Calculate child photon \( P(x) \)
  Photon absorbed, do nothing
  Prevent depth increment below, light mirrored directly from light sources (depth\(=0\)) are evaluated in ray-tracing pre-process

  Special case, photon reflected, refracted or absorbed.
  Photon reflected (for glass, \( ps = \) reflection)
  Update child photon
  Calculate child photon \( P(x) \)
  Transmittance = reflection + refraction
  Photon absorbed, do nothing
  Prevent depth increment below, light transmitted via dielectrics directly from light sources (depth\(=0\)) are evaluated in ray-tracing pre-process

  Intersection is opaque material, photon diffuse or specular reflection, or absorbed
  Depth 0 photons represent direct illumination, and are thus not stored in photon maps
  Photon path all specular reflections so far (LS*)
  Parent photon added to caustic map
} else {
    add photon to global map
}
}

if( prob<mat.pd ){
    allSpec = false
    find new diffuse direction
    pho.setDirection( diffDir )
    degPref = pho.power * mat.pd
} else if( prob<(mat.pd+mat.ps) ){  
    find new specular direction
    pho.setDirection( specDir )
    degPref = pho.power * mat.ps
} else end

if( relNode!= null){
    relNode.addChild( newNode )
}else{
    phoRelMaps.add( newNode )
    relNode = newNode
}
photonPowerHeap.add( photon, degPref )
if( pho!=null )
    photonTrace( pho, depth+1, allSpec, relNode )
}

gatherPhoton (intersections, numSamp){

reset ans

for ( all intersections ){  
    if( intersect is lamp ){
        ans += intersect.Le
    }
    ans += intersect.Ld
}
mat = intersection material
if( mat.ps>0 ){
    reset specRad
    numSamp2 = numSamp *  
    ( mat.ps/(mat.ps+mat.pd) )
    for( numSamp2 ){
        specRay =  
        mat sampSpec( intersect )
    }
}
specSampList =
  trace( specRay, 0, 1 )

for( specSampList ){
  specRad += estRadiance
    ( specSamp, intersect )
}
ans += specRad/numSamp2

reset diffRad
numSamp3 = numSamp *
  ( mat.pd/(mat.ps+mat.pd) )
for( numSamp3 ){
  diffRay =
    mat.sampDiff( intersect )
  diffSampList =
    trace( diffRay, 0, 1 )
  for( diffSampList ){
    diffRad += estRadiance
      ( diffSamp, intersect )
  }
  ans += diffRad/numSamp3
  ans += estCaustics( intersect )
}
return ans

Figure 6-18 Pseudocode for new simulation technique, photon tracing and gathering.
6.2.2.9. Visualization Module

The implemented 2-pass simulation engine produces physically accurate radiance values for the scenes as decimal values in luminance units of candelas per square meter (cd/m²) for all pixels in a bitmap image of the scene as determined by the camera view\textsuperscript{29}. In order to effectively visualize the numerical results, the visualization module provides functionality to process and present the data graphically. To maximize the relevance of the tool, the simulation results are encoded in the RGBE format (Ward G., 1991). The RGBE format is a compact high dynamic range image (HDRI) format used by RADIANCE, prevalent in lighting simulation use, and subsequently there are many post-processing and analysis tools available for this format.

The visualization module is implemented within the same tabbed GUI for consistency and ease of use (Figure 6-19), and includes features pertinent to the presentation of data such that it facilities design decisions (operative information). While the research on data cognition is beyond the scope of this research, the palette of features selected in implemented are based on the typical information needs of lighting design. This includes tone mapping of high dynamic range images for visual inspection (Larson, Rushmeier, & Piatko, 1997), iso-contour false-color representation with user-editable ranges, user-editable normalized luminance ratio analysis, and a comparator for pairs of RGBE images.

\textsuperscript{29} Of user defined resolution, as calculated in the 1\textsuperscript{st} pass of the internal simulation engine module.
Figure 6-20 False-color (left) and luminance ratio (right) analyses
Corresponding feature options GUI below each image

Figure 6-21 RGBE Comparator for representing difference between 2 sets of simulation results
6.2.2.10. LEED Calculators Module

The LEED Calculators Module implements the algorithms presented earlier (Chapter 5) to facilitate the automatic calculation of the two LEED credits. Since the DOM is well-formed and complete at all times (6.2.2.7), the calculators can be used once a BIM has been imported into the tool. In keeping with the GUI design of reinforcing the simulation work process (6.2.2.3), the two calculators are accessible via two nested tabs in the GUI, arranged hierarchically below the LEED sub-tab, underneath the post-processing tab (Figure 6-22 and Figure 6-23).

In both calculator-tabs, the GUIs are kept to a minimal in line with the overall design of minimizing the need for user input. In each tab, there are only two user buttons, with basic explanation of the LEED credit being calculated, and a single text field displaying the calculation result. The two user buttons correspond to the need for the tool to be relevant to both preliminary as well as detailed design stages; the “Calculate” button performs the LEED credit calculation and updates the result text field, while the “Details” button brings up the calculation details (Figure 6-24 and Figure 6-25) for inspection. In the case of LEED EQ 8.2, the details GUI allows the user to edit room occupancy characteristics if the values are default values (populated by the Form Complete BIM Module if initially missing in original SOM) and require updating.

The calculation details are also formatted in LEED submittal requirements to reduce administrative time and effort. As mentioned earlier (6.2.2.3), the LEED Calculators Module is linked dynamically to the DOM Manager Module; any changes made to the DOM (by any other module) will result in an instantaneous update of the LEED evaluations.
Figure 6-22 LEED EQ 8.1 Calculator GUI

Figure 6-23 LEED EQ 8.2 Calculator GUI
6.2.2.11. RADIANCE Input Files Generator Module

The RADIANCE Input Files Generator Module allows the user to obtain a set of simulation input files for RADIANCE from the imported BIM without any intervention. This feature facilitates the checking of simulation results from the implemented new simulation technique, as well as provides the functionality to generate photo-realistic images with minimal user effort. Since the DOM is well-formed and complete at all times, all necessary information is present and the module only has to translate the gbXML formatted DOM into the RADIANCE format. A set of batch files is also generated so that the user can initiate RADIANCE simulation without additional work.
Besides a syntactical translation, the module automates the ontological mapping between the gbXML-based DOM and RADIANCE schema. While gbXML follows real-world descriptors of relational elements (a window is located on a wall, thus the wall is a parent surface of a child window surface; both surfaces have 4 vertices if rectangular and intersects), RADIANCE descriptions strictly define geometric scenes (there is no hierarchical difference between wall and window surfaces; the rectangular wall has 4 additional vertices defining a void where the window is, the two surfaces do not intersect). RADIANCE descriptions discriminates surfaces based upon the impact on the Monte-Carlo sampling technique (4.1.1); surfaces with anticipated high luminance and frequency distribution have a different categorical definition.

The module pre-processes all elements within the DOM, identifying surfaces that are categorically different in RADIANCE. Parent surfaces containing child surfaces are modified by inserting vertices and defining voids so that they no longer overlap child surfaces. Once the information is ontologically consistent with the RADIANCE schema, the module then translates the model syntactically and generates all necessary auxiliary files necessary for RADIANCE simulation.

```c
GenerateRADIANCEFiles() {
    sortSurfaces() // identifies surfaces that need to be defined differently in RADIANCE
    processSurfaces() // surfaces that should be defined as primary and secondary sources
    processSources() // triangulates affected parent surfaces and inserts vertices to define voids
    generateRadianceScene() // generates primary and secondary light sources in RADIANCE syntax
    generateAux() // generates scene geometry in RADIANCE syntax
    generateRadianceScene() // generates material, sky, and camera definition files, batch files
}
```

Figure 6-26 Pseudocode for generating RADIANCE input files

### 6.2.3. Scalability across Design Stages - Maintaining a completed DOM

The use of using appropriate placeholders (6.2.2.6) ensures a complete and well-formed model at all times to overcome the problem of incomplete or missing information due to the LOD of design. This allows the use of a consistent benchmarks and metrics throughout the design process. By completing the SOM with information from the implemented external datasets, consistency between the various DOMs is ensured. This enhances concurrency since dependency between tasks is reduced, and the potential downstream problem of impossible specifications and products is avoided.
Given the fact that the building industry typically employs a relatively limited variety of standard practices, the preparation of this shared data set is relatively straightforward. A heuristic rule-based algorithm is used to populate the SOM by querying the shared datasets according to available information and the context of such information. In cases where the required information is absent from the dataset, a nearest-neighbor search allows the selection of appropriate values (Figure 6-27). The entire process is automatic and instantaneous; there is no need for user intervention to review the SOM or search for appropriate and consistent assumptions, the time and effort to prepare a well-formed lighting model is greatly reduced.

The problem of LOD, where information in the DOM is missing due to the stage of design, is essentially reframed as that of level of confidence (LOC), where the BIM is used keeping in mind that certain assumptions have been made. Scalability is achieved since a consistent methodology is used regardless of the level of information availability and precision. The use of LOC may also be more consistent with professional practice considerations such as due diligence and consistent with the progressive nature of design.
Figure 6-27 Heuristic rule-based automatic population of DOM
Original information (top), completed DOM (bottom)
6.3. Use of New Tool within Adaptive-Iterative Design Process

To evaluate the use of the new tool within adaptive-iterative design processes, two separate scenarios representative of the lighting design related tasks are presented:

1. First-time processing of significant version/change (iterative)
2. Modification of model property for optimization (adaptive)

Adaptive and iterative processes are not mutually exclusive and design efforts encompass traits from both, defying ease of simplistic categorization. However, the defining trait of the iterative process is a cyclic process of synthesizing, testing, evaluating, and improving a design solution, which involves distinct solutions. The adaptive process focuses on the continual evolution of a design solution to improve its performance. Within this context, the two processes are used to characterize the two design conditions where the primary tasks are to either consider a new design version, or to compare an incremented design change.

The following evaluation of user time-effort savings includes features provided in the new tool (automatic LEED calculators, results analysis features, and automated preparation of simulation input files, but excluding simulation time) to alleviate lighting design efforts, since user effort is associated only with manual tasks and does not include CPU-time.

6.3.1. Iterative Process

In the iterative-design scenario, a design solution that is new or significantly different from previous versions is considered in the lighting domain. In such cases, the primary task is to prepare a working lighting domain model followed by performance evaluation and analysis. In contemporary practice, the preparation of the lighting domain model alone takes hours or even days. The new tool essentially eliminates this task.

In contemporary practice the design model would have to be remodeled into a lighting model, with significant effort to gather location, construction, and material information from disparate sources. The entire process would also involve different tools for simulation, data analysis, and performance metric calculations.
In the case of the new tool the design model, in the form of a BIM, can be directly imported and ready for simulation without any need for user-intervention. All the processes, including lighting simulation, data post-processing features, and performance metric (LEED Credits EQ 8.1 & EQ 8.2) calculations, are all available within the tool and similarly do not require any user intervention, though all parameters can be inspected and edited if desired.

By reducing the time and effort required to evaluate a design solution, the new tool supports the iterative-design process by allowing more iterations within the same time, effort, and cost constraints.

6.3.2. Adaptive Process

In the adaptive-design scenario, slight modifications to an existing design are made to form a better understanding of the existing design solution, test ideas, and identify possible optimization. In this case, updates in the performance metrics should be fast while the accuracy of the updated performance metrics does not always have to be absolute since they are used mainly comparatively with the base results.

The new tool supports adaptive design by providing features to quickly evaluate the performance changes due to design modifications, as well as features to compare the difference in performance. In the case of the former, the LEED credits calculators are dynamically updated as changes are made to the building model (Figure 6-29). The user can try different parameter variations intuitively before committing the desired state back to the DOM. Likewise, the direct sampling lighting simulation technique (Chapter 4.4) also provides physically-accurate radiance.
results and ensuing comparisons quickly. To facilitate ease of comparisons, a results comparator (Figure 6-21) is also provided.

Figure 6-29 Second Scenario. Inspection and editing of window construction properties (left) and updated LEED credit tabulation (right).
6.4. Comparison of New Tool to Case Studies

![Image](image_url)

**Figure 6-30 Automatic RADIANCE simulation input files preparation by new tool (Case Study 1)**

<table>
<thead>
<tr>
<th></th>
<th>Manual Process</th>
<th>New Lighting Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simulation Input Files</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geometry</td>
<td>7 Hours</td>
<td>&lt; 1 Sec</td>
</tr>
<tr>
<td>Material Information</td>
<td>1 Hour</td>
<td></td>
</tr>
<tr>
<td>Lamp Properties</td>
<td>0.5 Hour</td>
<td></td>
</tr>
<tr>
<td>Sky Definition</td>
<td>0.5 Hour</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Simulation Parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Camera Views</td>
<td>0.1 Hour</td>
<td>&lt; 0.1 Hour</td>
</tr>
<tr>
<td>Batch Files</td>
<td>0.5 Hour</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Simulation Run</strong></td>
<td>RADIANCE Computation time</td>
<td>24 Hours (1 hour each time-step)</td>
</tr>
<tr>
<td><strong>Post processing</strong></td>
<td>Generate false-color images from results</td>
<td>3 Hours</td>
</tr>
<tr>
<td><strong>Iterative Run</strong></td>
<td>Update Geometry and Lamps in Input Files</td>
<td>2 Hours</td>
</tr>
<tr>
<td></td>
<td>Generate new batch file</td>
<td>&lt; 1 Sec</td>
</tr>
<tr>
<td><strong>Simulation Run</strong></td>
<td>RADIANCE Computation time</td>
<td>24 Hours (1 hour each time-step)</td>
</tr>
<tr>
<td><strong>Post processing</strong></td>
<td>Generate false-color images from results</td>
<td>3 Hours</td>
</tr>
</tbody>
</table>

Table 6-10 Comparison of time to obtain simulation input files (Case Study 1)
Recalling the simulation workflow in Case Study 1 (Chapter 3.1), the new tool essentially eliminates the user effort in preparing the simulation input files. Given a well-formed and complete BIM prepared using Revit (Figure 6-30, top), the new tool automatically populates any missing information, and generates RADIANCE simulation input files at the click of a single button. This process takes less than 1 second, and does not require any expertise with simulation syntax or processes (Table 6-10). The new tool also automatically inserts a camera-view in each space, which can be user inspected and edited (Figure 6-30, bottom left) via the GUI. Likewise, the new tool provides a GUI (Figure 6-30, bottom middle) to automatically generate the necessary sets of simulation input files and a batch file for parametric time-step simulation. The inspection and definition of these simulation parameters (cameras and batch files) take less than 0.1 hour.

Significant time savings can also be similarly achieved in subsequent iterative runs, assuming the same availability of well-formed and complete BIM. Ideally, the new tool should incorporate geometric editing so that design changes motivated by simulation results can immediately be effected. However, the new tool at this point only supports material and lamp properties editing; geometry changes have to be made in the design modeling tool. Even so, since the new tool is interoperable (via the gbXML schema) with the design modeling tool (Revit), the new design can be imported into the new tool with relative ease.

Case Study 2 involves 2 tasks, the calculation of LEED Credits EQ 8.1 and 8.2, and day lighting simulation. Given a well-formed and complete BIM prepared using Revit, new tool automatically calculates both LEED credits almost instantaneously (Table 6-11). Similar to Case Study 1, the
new tool essentially eliminates the user effort in preparing the simulation input files, achieving significant time and user effort reductions even when compared to using middleware such as Ecotect (Table 6-12).

<table>
<thead>
<tr>
<th>Automated Calculation</th>
<th>Manual Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Well-formed BIM available</td>
<td>• Well-formed CAD drawings (plans and sections)</td>
</tr>
<tr>
<td>• Typical User (no prior training)</td>
<td>• All material properties available</td>
</tr>
<tr>
<td></td>
<td>• Expert User (familiar with LEED submittals)</td>
</tr>
<tr>
<td></td>
<td>• Calculation spreadsheets available</td>
</tr>
</tbody>
</table>

Table 6-11 Comparison of time to calculate LEED Credits (Case Study 2)

<table>
<thead>
<tr>
<th>Model Description</th>
<th>LEED Credit EQ.8.1</th>
<th>LEED Credit EQ.8.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Zone 13 Windows (6 unique types)</td>
<td>Manual</td>
<td>Automated</td>
</tr>
<tr>
<td></td>
<td>5 minutes</td>
<td>0.00s</td>
</tr>
</tbody>
</table>

Table 6-12 Comparison of time to obtain simulation input files (Case Study 2)
7. Conclusions

The new tool is checked against the research objectives and areas of future work discussed.

7.1. Conclusions

As mentioned in the introduction, this research is interested in reducing the time and effort in conducting lighting simulation, and brings together concepts from various domains to prototype a new tool that automates much of the simulation workflow. There are two immediate limitations to the work in this research being limited to tool-building following and building upon theories in existing literature.

Given that the ultimate goal of the tool is to be used in real-world building design scenarios, empirical validation is an equally important counterpart to the theory-based work presented here. While the work presented hitherto represents necessary ground work and integration to start building an interoperable, highly automated, first principle-based lighting simulation tool, the same development needs to be informed and supported by actual user testing and feedback. While the new tool has met research objectives, it makes no claim on effectiveness or usefulness in practical usage; a parallel set of empirical research effort, including user testing, needs to be conducted.

Likewise, the second limitation of this research pertains to the lack of empirical validation in supporting the proposed simulation techniques. While the proposed Photon Mapping technique is adapted from well-established research, extensive and generalized validation is required to conclusively determine if the suggestion to reduce approximations or importance sample will be useful, that the observed differences are trending towards desired accuracy. Given the complexity of high performance designs, analytical validation would be unfeasible; empirical validation using physical models would be the most effective validation method.

Topics in this necessary body of empirical research are discussed in the following section (7.3).
Nonetheless, this research posits that a new interoperable design support tool that provides automatic simulation, post-processing, and benchmark calculations, achieved by integrating and adapting such existing technologies, will be fast and easy to use. The research objectives (Chapter 1.4) were:

1. Reduce the time and effort to set up and conduct lighting simulation
2. Complement integrated design processes
3. Use consistent performance metrics and technical approaches
4. Provide operative information with minimum user effort.
5. Implement a first principle-based rendering engine

The new tool achieves near-effortless preparation for lighting simulation by automating the entire process, utilizing interoperability with Building Information Models, shared project-wide databases, and maintaining a well-formed Domain Object Model (DOM) at all times. The time to prepare for lighting simulation has been reduced to mere seconds. Usability is addressed by minimizing the number of actions users go through when using each feature, although all parameters can be inspected and edited when desired. Color coding is also used to cognitively communicate the state of the model.

The new tool supports models of varying completeness by automatically populating missing information in the DOM using real world-based project-wide datasets. The new tool achieves interoperability with other tools by supporting data exchange with an external project-wide Shared Object Model (SOM). This is a step towards facilitating concurrent, multiple domain, activities necessary in integrated design, since this modular approach allows other domain activities to proceed independently. By completing the Shared Object Model (SOM) with information from the project-wide datasets, consistency between the various DOMs is also ensured. This enhances concurrency since dependency between tasks is reduced, and avoids problems associated with conventional work flows.

By maintaining a complete DOM at all times, the new tool allows consistent benchmarks and metrics to be used throughout all design stages. Scalability, the applicability of the new tool across all stages of design, is achieved since consistent calculation and simulation methods are used regardless of the level of information availability and precision.
To meet the objective of operative information, automatic calculators for two LEED lighting performance benchmarks commonly used in the United States are implemented. The calculators demonstrate the dynamic provision of consistent operative information for design decisions throughout the design process, regardless of the LOD in the design information. By presenting the results in submittal formats, documentation time is also reduced. Simulation results analysis and visualization features useful to typical lighting analysis and design tasks including normalized luminance ratios and data comparators are also implemented.

To meet the last objective, the Photon Mapping technique (Jensen, 2001) is implemented for its ability to solve the global illumination rendering equation, and the advantage over Monte Carlo (backwards) ray-tracing in dealing with highly reflected irradiance conditions typical in high performance design. The classic (Jensen) technique is recognized as formulated for efficient computation for photo-realistic images, and several approximations are suggested to be removed for the technique to be better suited to the architecture design context. Similarly, the context of use suggests the possibility of using importance sampling. While the modified technique still requires validation, it managed to render a demonstrative scene where RADIANCE was unable to do so (Figure 4-10), demonstrating the potential to consider high performance building design features. At the same time, the progressive nature of the implemented technique also allows the simulation engine to be scalable (in terms of computational time) according to the desired LOD. Finally, a fast visualizations mode suitable for comparative design scenarios is explored.
7.2. **Contributions**

<table>
<thead>
<tr>
<th>Features</th>
<th>New Lighting Simulation Tool</th>
<th>Ecotect</th>
<th>Radiance</th>
<th>Photon Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Import/Export BIM</td>
<td>✓</td>
<td>Limited</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project-wide Data Libraries</td>
<td>✓</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automatic Completion of Partial Models (LOD)</td>
<td>✓</td>
<td>Limited</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modeling Capabilities</td>
<td>-</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedback on accuracy</td>
<td>✓</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automatic Code Checking</td>
<td>LEED</td>
<td>UK Part-L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamic Feedback</td>
<td>✓</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Link to physically-accurate simulation engine</td>
<td>✓ (Internal)</td>
<td>✓ (Radiance)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulation results visualization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physically accurate</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Progressive</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Supports Typical High Performance Building Designs</td>
<td>✓</td>
<td>-</td>
<td>Not Optimized</td>
<td></td>
</tr>
<tr>
<td>Supports Fast Visualizations for Comparative Studies</td>
<td>✓</td>
<td>-</td>
<td>Not Optimized</td>
<td></td>
</tr>
</tbody>
</table>

Table 7-1 Summary of features, comparison with existing design support and simulation tools

The new tool demonstrates the feasibility of making lighting simulation more accessible and useful to the architect. Whereas disparate tools have to be learned and used for each part of the simulation workflow previously, the new tool brings the features together in a single package, designed with an emphasis on the operative information required for design decisions. Following the philosophy of Ecotect to be “written and developed by architects with its application in architecture and the design process firmly in mind”, the new tool purports to contribute to this effort. By making it easy to perform lighting simulations as part of the design process, it is the agenda of this research to facilitate the investigation, development, and synthesis, of high performance building designs.
Any environmental improvement desired of buildings is only possible if that quality can be consistently measured. In the development of the LEED calculators, ambiguities in the benchmarks, areas and methods for improvements, have been highlighted.

Despite the age of the Photon Mapping technique and its popularity and prevalence in other disciplines, there is very little effort in building sciences to capitalize on it. Only one research case (Schregle, 2005) was found, and only the conventional technique (Jensen, 2001) was implemented. The efforts in this research contribute towards developing a model suitable for use in the building design context.

### 7.3. Future Work

At the time of writing, the author has embarked on research to investigate the following topics. The motivation, like this research, remains the development of easy to use lighting design support tools. While some of the topics are computational in nature, the goal puts the work in context.

#### 7.3.1. Validation of Modified Photon Mapping Technique

As mentioned, there is a need for empirical validation and user testing to ensure suitability of use for evaluating high performance buildings. While this research presented a general case of highly-reflected scenes commonplace in high performance buildings (Figure 4-2, Figure 4-11 and Figure 4-23), a larger set of test-models would ensure all pertinent conditions in high performance building designs being comprehensively captured, and the implemented engine sufficiently robust and dependable for use. Empirical testing and validation are also necessary to provide the level of confidence required for actual real-world application. Validation methodologies, both analytical (Witte, Henninger, & Glazer, 2001; Reinhart & Herkel, 2000) as well as empirical (Maamari, 2006) are well established and should used.

The accuracy of a simulation tool also depends upon how it is applied and used, besides the correctness of the fundamental formulations. The simulation parameter settings and approach of preparing input definitions have been shown (Lam, Huang, & Zhai, 2004) to cause significant variations in simulation output. Unfortunately, much tacit expert knowledge is required to
ensure correctness of input. As part of the validation work, sensitivity analyzes can also be used to characterize the impact of various parameters within the architecture design simulation context.

7.3.2. Sky Luminance Mapping

The current implementation of the simulation engine does not yet include a sky-source. Empirical sky models are well established (Commission Internationale de l’Eclairage, 2003) and use two functions to describe the luminance gradation of a sky as across a hemispherical projection. Unfortunately, a simple implementation of the sky model (hemispherical light source over the building geometry) would result in an unfeasibly large numbers of photons. It might be possible to use projections from the building exterior openings and obtain a distribution function for each of the openings, treating them as the light sources, or to investigate the feasibility of approximation techniques such as using a light tree (Walter, Fernandez, Abree, Bala, Donikian, & Greenberg, 2005) within the architecture lighting design context.

7.3.3. User Testing

While the automation of previously manual tasks obviously reduces time and effort significantly, the user-friendliness of the new tool has not been empirically assessed. User tests in actual building design contexts should be conducted to validate and improve the design of the UI, as well as the implicit work-process governed by the framework design of the new tool. Similarly, the automatic LEED credits calculators are only a first demonstration of providing operative information in a timely fashion; user feedback has yet to be collected. Other issues, notably user-centric issues such as ease-of-use, interpretation of results accuracy, application of results in decisions, are not yet covered by this research.
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