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Chapter 1

Introduction

Managers often make price decisions for several products simultaneously. By doing so, decision makers can control for substitution effects or take advantage of potential synergies between products. My dissertation consists of three essays that investigate novel aspects of this multi-product pricing approach.

My first essay, analyzes the implications in optimal prices and profits of using the information contained in the definition of the feasible set in the estimation of the demand parameters. Traditional approaches to price optimization take a two step approach to setting prices. First the parameters of the demand system are estimated given an observed dataset, and second a profit maximization problem is formulated to decide upon the optimal prices. Often the profit function derived from the estimated demand model is either ill-formed or the answers are nonsensical. Hence, the manager imposes a set of constraints on the prices of all products to identify a more appropriate solution. This process is not consistent with a Bayesian approach, since the manager’s constraints on the price solution represent prior information and this information should be incorporated into the prior distribution of the parameter estimates. In this essay we illustrate how statements about optimal prices imply informative prior distributions that can be used in a traditional Bayesian approach. This Bayesian method improves the quality of the pricing decisions.
made by managers. It demonstrates how managers can be viewed as experts who have well developed opinions about how prices should be set.

My second essay explores “cross-market discounts” where firms try to attract consumers by offering discounts in other unrelated markets. A prominent example of this promotion strategy is the discounts in gasoline offered by many grocery retailers across North America, Europe and Australia. In this essay, we use an analytical model to investigate the major forces driving the profitability of this novel promotion strategy. We consider a generalized scenario in which purchases in a source market lead to price discounts redeemable in a target market. Our analysis shows that this strategy can be a revenue driver by simultaneously increasing prices as well as sales in the source market, even though sales are negatively elastic in price, ceteris paribus. Moreover, it distributes additional consumption (motivated by the discount) in two markets and, under diminishing marginal returns from consumption, this can simultaneously increase firm profits and consumer welfare more effectively than traditional nonlinear pricing strategies. Our study provides many other interesting insights as well, and our key results are in accordance with anecdotal evidence obtained from managers and industry publications.

My third essay studies how business customers make multi-product purchase decisions and how the distributors who sell those products can make inferences about their demand functions with incomplete information. For mature markets, any increase in sales for an existing customer must come at the expense of the sales of another competing distributor. One would expect these competing distributors to respond either directly by lowering prices for targeted customers or more broadly by lowering prices for non-targeted customers. The problem is that distributors rarely observe a competitor's price directly, and must infer competitor response indirectly from their own observations about customer purchases. In this research we propose that customers make their
product orders by minimizing procurement costs and we impose first order conditions to characterize regions in the parameter space where consumer will buy from each distributor. We use those conditions to estimate an empirical model of purchase behavior that enables us to identify the likelihood of each consumer buying from the competitor or simply changing his consumption patterns.

We apply our proposed model to a wholesale food distributor and we find widespread heterogeneity in purchase patterns. As expected some customers are loyal, while others are not, and the remainder fall in between. The empirical results shed light on the competitive elements of customer demand that cannot be study with traditional reduced form response models. For example we found that while some customers satisfy most of their requirement from one of their distributors, other consistently split their demands among them. Our proposed methodology could also help to guide strategic decision making. In our empirical application we found that price sensitivity of customers making most of their purchases with the focal supplier are less affected by the volume of purchases in previous periods. We expect this result to provide valuable information for vendors to negotiate prices with the customers.
Chapter 2
Making Better Pricing Decisions with Implied Priors

1. Introduction

A basic tenet of Bayesian inference is the construction of a prior probability distribution over the parameter space (Box and Tiao 1971, Zellner 1973). The purpose of the prior is to reflect information known by the analyst. In this research we are especially interested in understanding how optimal price decisions using a demand model are impacted by these prior distributions and conversely how prior expectations about the optimal price can be used to improve the estimates of the demand model and consequently to make better pricing decisions.

Traditionally analysts approach price optimization by estimating a demand model and then making inferences from the model to optimize prices. Quite often analysts are not satisfied with the solutions that are recommended from this approach and place ad hoc constraints to improve the quality of the optimal price recommendations (Reibstein and Gatignon 1984, Montgomery 1997, Khan and Jain 2005). For example, bounds are placed on the price ranges (Deng and Yano 2006). We argue that these constraints reflect prior information, and that treating them in an ad hoc manner yields inferior solutions.
We demonstrate how information used to constrain pricing solutions during the inference stage can be translated into prior information. Our method preserves the integrity of the Bayesian approach, but just as importantly it leads to better decision making. We find that pricing solutions with constraints imposed after the estimation can lead to quite different price elasticity estimates and optimal price solutions than when constraints are treated as prior information about the parameters. Practically this method reverses the use of constraints in current practice. Instead of using managerial knowledge to impose constraints on the pricing decision space, our method constrains the feasible parameter space.

It is clear that information is the key to the successful solution of the price optimization problem. The primary source of this information for many retail price optimization problems is previous retail transactions that record how consumers have reacted to price, promotion, and assortment changes in the retail environment. However, transaction information may not be sufficient—even in transaction rich environments like supermarkets with high turnover and large customer bases. Pricing decisions frequently yield huge decision spaces and traditional, orthogonally designed experiments may be inadequate to supply the information for a purely data based approach. For example, a single store pricing a single category with 20 products and just a high and low price for each product would yield more than a million potential price combinations, while 100 products would yield more than a googol.

Therefore, to solve the pricing problem we must have more information. Information from managers is necessary and in fact desirable for the demand modeling process. Managers can be thought of experts who have important insights into the problem. The combination of expert predictions has a long history in the scientific study of forecasting (Huber 1975, Clemen 1989). Prior information that is typically used includes assumptions about the functional form
(Montgomery and Bradlow 1999) or economic theory that reduces the parameter space
(Montgomery and Rossi 1999).

Traditionally analysts do not explicitly recognize this prior information, while the Bayesian
approach advocates formalizing this information so that it is explicitly recognized. We argue that
explicitly recognizing information through prior distributions is beneficial to the scientific approach
since it forces managers to acknowledge their assumptions. Unfortunately, many researchers are
uncomfortable with prior elicitation and rely on diffuse priors. Therefore, we believe the elicitation
of prior information is a neglected aspect of Bayesian inference and one we seek to improve.

Current price optimization solutions like Montgomery (1997) use managerial input in an ad
hoc manner. The manager may place bounds upon the optimal prices that are predicted from the
demand model. The reason that managers impose these constraints is that they have well developed
opinions about how prices should be set. Logically there is a problem with using these constraints
only during the price optimization phase. Consider that the optimal price is a function of the price
elasticity, and any prior statements or constraints on the optimal prices implicitly define a prior on
the price elasticity. This information should not be applied after the estimation but should be
considered prior information, since it is a prior belief that the manager holds even before looking at
the results of the model. Therefore, managerial opinions and constraints about optimal price
solutions are most appropriately characterized as prior information.

The standard Bayesian approach to prior construction is that the analyst must define a joint
distribution over the parameter space of unknown variables. Unfortunately, most analysts have little
knowledge about these parameters and subsequently have difficulty setting these parameters directly.
Research within the decision support literature (Chakravarti et al 1981, Wierenga et al 1999) has
shown that results are mixed when analysts directly assess the parameters, since non-technical users
may not fully understand the implications of their selections. This may be one reason that prior
construction is avoided and that diffuse priors are used instead. Our approach may help alleviate
problems associated with prior elicitation. Instead of asking analysts to create priors about
unobserved parameters, they are instead able to make statements about the outcomes of these
parameters for which they may have better insights.

The general approach that we advocate in prior elicitation is to translate simple, direct
statements that managers have about their problem into informative prior distributions. The type of
information that we elicit might include the range of the optimal prices that would be considered,
which price points are thought to be valid, or the relative ordering of product prices. These
statements often define marginal properties about inferences made from the model and not to
directly make statements about parameters themselves. This approach allows managers to make
meaningful statements that populate their prior beliefs and then integrate these priors using a
consistent Bayesian method. The idea of constructing priors from marginal properties is not original
to this research; Allenby and Rossi (1993) employ such a method in constructing a prior for a
multinomial logit model. Sandor and Wedel (2001) also employ a similar idea by eliciting market
share information from managers in order to improve the design of conjoint experiments.

In section 2 we provide an example of our approach for a univariate price optimization
problem, and demonstrate why ignoring prior information or incorporating it ad hoc leads to
inefficient decisions. Section 3 provides a more general taxonomy of prior information and what
type of managerial information may be relevant. We define a general methodology using accept-
reject sampling techniques (Robert and Casella 2004) in section 4 to estimate the posterior using our
implied priors. Section 5 presents an application to a category pricing problem for refrigerated
orange juice and shows large differences in the price solution between the traditional approach and our Bayesian approach. Section 6 concludes with a discussion of our findings.

2. Illustration of Implied Priors for Univariate Price Optimization

Our first goal is to demonstrate through a simple example that a priori information about the parameters—even if it is meant to be diffuse—can be quite informative concerning the parameters, and vice versa. Consider the commonly used double-log model where \( p \) is the price and \( q \) the corresponding demanded quantity (Wittink et al. (1988), Kalyanam (1996), Kopalle et al. (1999), Montgomery and Bradlow (1999) among others):

\[
\ln(q) = \alpha + \beta \ln(p) + \epsilon, \text{ where } \epsilon \sim N(0, \sigma^2)
\]

In this model the price parameter, \( \beta \), is also the price elasticity. If we assume that the variable cost associated with a unit is \( c \), then the first order condition on the expected profit implies that the optimal price is given by:

\[
p^* = f(\beta) = \frac{c}{1 + 1/\beta}
\]

For simplicity we will assume that other model parameters: \( \alpha, \sigma \) and \( c \) are fixed and known, and without loss of generality we assume that \( c = 1 \).

Illustration with a Conjugate Prior

Suppose the analyst makes the assumption that the price coefficient follows a conjugate normal distribution:

\[
\beta \sim N(\bar{\beta}, V_{\beta}^2), \text{ or } p_\beta(\beta) = \frac{1}{\sqrt{2\pi V_{\beta}^2}} \exp\left\{ -\frac{(\beta - \bar{\beta})^2}{2V_{\beta}^2} \right\}
\]
Additionally, we assume that $\beta$ is known (e.g., $\beta = -3$) and focus on the impact of the variance. It may seem odd that we fix the mean of the prior but not the variance, but for the purpose of this example our emphasis is on the precision of the analyst’s beliefs and not the location. Notice that for the trivial example where $\beta = -3$ and $V_\beta = 0$, or equivalently when $\beta$ is known with certainty, then the optimal price from equation (2) would be $1.50 and the markup would be 50% over cost.

The optimal price in equation (2) is a function of $\beta$, so we can compute the prior on the optimal price using a standard change of variables approach of equation (3). We refer to this as an implied prior. We compute the implied prior for our problem as follows:

$$p_\beta(p^*) = p_\beta \left( f^{-1}(p^*) \right) \left| \frac{df}{dp^*} \right| = p_\beta \left( \frac{p^*}{c-p^*} \right) \cdot \frac{c}{(c-p^*)^2},$$

(4)

We can compute the inverse function of equation (2) as:

$$\beta = f^{-1}(p^*) = \frac{p^*}{c-p^*}.\left(5\right)$$

To fully specify our conjugate prior in equation (3) we must choose a value for $V_\beta$. Generally, the analyst would directly choose this value perhaps based upon previous experience, meta-analyses, or select large values that reflect diffuse knowledge. Instead of choosing the value directly, we can reparameterize our prior with respect to the probability that the optimal price falls above $p_0$ is $\rho$:

$$\Pr(p^* \geq p_0) = \rho \iff \Pr(\beta \geq \beta_0) = \rho, \text{ where } \beta_0 = \frac{p_0}{c-p_0}$$

(5)

We can now rewrite this equation to find the corresponding variance parameter as a function of the other parameters:

$$V_\beta^2 = \left( \frac{\beta_0 - \overline{\beta}}{\Phi^{-1}(1-\rho)} \right)^2$$

(6)
This prior distribution over the optimal prices is plotted in Figure 1 for various values of the precision parameter. Notice that this implied distribution for optimal price is asymmetric and thick-tailed, and not well approximated by a normal distribution.

One might expect that diffuse priors on the parameters lead to diffuse priors about the optimal prices. The goal of this example is to illustrate that this is not true. Apparently diffuse priors on the parameter space may lead to very informative priors on the optimal price space, and vice versa. Consider a diffuse prior specification on (3) in which $V_\beta$ tends to $\infty$ and $\beta$ is left unspecified. Under this assumption $p^*$ is $1$ almost surely—at least a priori. Conversely, if the analyst were to conjecture that the optimal price possesses a diffuse distribution this has the perverse effect of pushing $V_\beta$ to smaller values, and not larger ones. (See Figure 1 which illustrates smaller values of $V_\beta$ tends to flatten out the implied distribution of optimal prices.) Hence, diffuse beliefs about optimal prices do not imply diffuse beliefs about price sensitivity parameters and vice versa.

**Figure 1.** Distribution of optimal prices for several values of the variance of the price sensitivity parameter.
Illustration with a Non-conjugate, Uniform prior

Again assume that the manager believes that demand follows a double-log demand model from equation (1) and wants to employ a flat prior over the price elasticity parameter: \( p(\beta) \propto 1 \).

Additionally, let’s assume the manager believes a priori that the optimal price must exceed some minimum price \( p_0 \). For example, suppose that this lower bound is \( p_0 = 1.35 \) or that the optimal prices are not more than 10% lower than the current price of 1.50. This is consistent with the information in the previous example that \( \bar{\beta} = -3 \) or the optimal price is $1.50. Conventionally analysts estimate the model with a diffuse prior and then impose the optimal pricing constraint when using the model to compute the optimal price. We refer to this as the traditional approach.

It would be more appropriate to represent this prior information about the optimal price as truncated, flat, improper prior for the price elasticity:

\[
p(\beta) \propto \begin{cases} 
1 & \text{if } \beta \geq \frac{p_0}{c - p_0} \\
0 & \text{otherwise} 
\end{cases}
\]  

(7)

Notice here we impose the truncation on the price elasticity parameter. Applying the change of variables formula the prior distribution for the price elasticity, the corresponding prior for the optimal price is:

\[
p(p^*) = \begin{cases} 
\frac{c}{(c - p^*)^2} & \text{if } p^* \geq p_0 \\
0 & \text{otherwise} 
\end{cases}
\]  

(8)

1 Instead of a diffuse and improper prior, one could consider a proper, uniform prior in which there is some upper limit on the optimal price. As long as the upper limit of the prior distribution is large the substantive results are the same.
Notice that although the prior on $\beta$ is improper and diffuse, the prior on the optimal price is not flat but asymmetric due to the nonlinear relationship between optimal price and the price elasticity$^2$.

Our purpose is to illustrate that apparently diffuse priors on the parameter space can be quite informative about the optimal price. In this case we consider a numerical simulation since a general analytic solution is difficult to obtain$^3$. Table 1 summarizes posterior means, standard errors, and 95% credible intervals for prices and $\beta$ parameter for all scenarios as well as the percentage change in the posterior means, and Figure 2 illustrates the corresponding prior, likelihood, and posterior distributions. The traditional approach follows a two-step procedure: 1) estimate the model with diffuse parameters, 2) infer the optimal price subject to the price constraint. Notice that for the case where a diffuse prior is used the mean posterior price elasticity is -3.055 and the posterior mean of the optimal price is 1.686. However, when truncating the prior distribution by using the information of the feasible set, the mean of the price elasticity changes to -2.712 which corresponds to a change of 11.2%. Notice the strong truncation induced by the prior in Figure 2 for the implied prior. The change is also noticeable for the optimal price that increases to 1.771 accounting for a change of about 6% of the optimal price. We observe the same qualitative and quantitative results for a log-linear that is available upon request. In conclusion, seemingly non-informative priors on the price elasticity combined with optimal price constraints are in truth quite informative.

$^2$ Alternatively, the analyst could start by formulating the prior on the optimal price (perhaps it is normal) and then use a change of variables to find the prior in the parameter space. Although this yields a non-conjugate prior.

$^3$ We simulate a dataset with 100 observations with the same parameter values as the last section, e.g. the likelihood is $N(-3,1)$. The posterior sample are drawn using MCMC simulation where 100,000 draws were obtained after discarding the first 100,000 points and saving one draw every fifth iteration of the chain. We note that the posterior of the parameters can be stated directly, but that an analytic solution to the optimal price is not known (Montgomery and Bradlow 1999).
<table>
<thead>
<tr>
<th></th>
<th>TRADITIONAL APPROACH</th>
<th>IMPLIED PRIOR</th>
<th>%CHANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>-3.055 (0.951) [-4.973, -1.314]</td>
<td>-2.712 (0.702) [-3.787, -1.264]</td>
<td>11.2%</td>
</tr>
<tr>
<td>$\beta^*$</td>
<td>1.686 (0.635) [1.35, 4.067]</td>
<td>1.771 (0.682) [1.358, 4.003]</td>
<td>5.82%</td>
</tr>
</tbody>
</table>

**Table 1.** Posterior mean, standard error (in parentheses), and 95% credible intervals (in brackets) are given for the price elasticity and optimal price for the traditional approach (diffuse prior and price constraints imposed during inference) and the implied prior (where an equivalent truncated prior on the price elasticity is used).

**Figure 2.** The histograms represent the posterior distribution, the solid lines represent the likelihood, and the dashed lines represent the prior distributions.
Discussion

Our conjecture is that analysts often have difficulty in assessing parameter values directly (Chakravarti et al. 1981), but they do have insights into properties that these parameter values should possess. Unfortunately if this information is ignored by using diffuse parameters on the parameter space, the implied prior on the optimal prices or even more generally the decision space may be quite different. If the manager were then to attempt to use this model for making decisions without the appropriate prior information it is quite likely that he would find that the results are at odds with his beliefs. The purpose of our work on informative priors is to avoid a common reaction that managers can have about decision support systems, namely that the predictions can be strange and totally at odds with their beliefs. A Bayesian method allows us to appropriately capture expert opinion, appropriately combine it with the data, and yield solutions that are logically consistent.

3. Types of Price Information for Implied Priors

In this section we consider a simple taxonomy of constraints to reflect the type of information that might be reflected in a constrained optimization problem and how they might impact our implied prior. Most likely analysts would begin with some knowledge about the parameters themselves, and this would be a starting place for the development of implied priors. Without some knowledge about the parameters implied priors may be improper which may make them difficult to work with. We expect that managers may possess information about price elasticities from prior analyses (Tellis 1988) or economic theory (Montgomery and Rossi 1999). Additionally, constraints on the signs of the price elasticities could be implemented (Boatwright et al. 1999).
In general our approach is that implied priors are to define distributions or characteristics of the distributions over functions of the parameters. For example, expected quantities, expected optimal prices, and any function of them are properly functions of the parameters. Hence, statements such as the quantity is likely to be within a specific range at a given price will yield an implied prior on the parameters. Examples of restricted quantities can be found in Deng and Yano (2006) and Essegaier et al. (2002). Additionally, managers might have opinions about the general location of the optimal price solution for the category (e.g., margins should be close to 25%) which could be expressed as constraints on weighted average prices (Montgomery 1997, Khan and Jain 2005). Furthermore, managers typically offer product lines with a variety of price-quality tiers. Retailers may believe that the higher quality products should have higher prices than those of lower quality products. The inequality imposed on the ordering of optimal prices may provide valuable prior information on the parameter space.

However, that does not mean all managerial constraints reflect prior information about the parameter space. For example, a manufacturer may impose a constraint on the number of products that are sold: \( q \leq q_u \). If the upper bound is the maximum amount that the manager considers as likely to occur, then the statement is implicitly describing important characteristics of the demand system and therefore should be included a priori. If the inequality is an operational constraint that expresses a capacity limitation then this does not reflect a priori information about demand and the constraint should be imposed only on the optimization stage.

The last important distinction we want to make is between conjugate and nonconjugate priors. The advantage of a conjugate prior specification is that the posterior belongs to the same family as the likelihood and yields more analytically tractable forms. When working with conjugate distributions, Kadane et al (1980) provide interactive methods to elicitate prior information from
experts. Garthwaite et al (2005) give a current review of elicitation techniques. However, conjugate families are not always suitable to accommodate prior information like the truncation induced by price or quantity constraints we analyze here. In general, we would expect that implied priors will not be conjugate.

4. Sampling Methodology

The statistics literature has proposed many methods to sample from the posterior when its distribution is not known analytically, such as the Accept-Reject method, the Metropolis-Hastings algorithm, and the Slice Sampler (Robert and Casella, 2004). Most of these techniques take advantage of the fact that the posterior distribution is proportional to the product of likelihood and the prior distribution and require an explicit expression of the prior distribution. In our setting, the constraints on the decision space require a change of variables transformation and potentially a truncation in the parameter space and therefore in general the prior is not explicitly known. However, we could easily adapt these sampling methods to discard every draw that does not satisfy our proposed managerial constraints. Specifically we can generate draws from the unconstrained distribution and then compute the optimal prices conditional on the demand parameter. Once the conditional optimal prices are obtained we can easily evaluate the feasibility of each managerial constraint and discard every draw that violates any of the constraints.

Our approach is to embed the price constraint checking procedure within a Metropolis-Hastings algorithm. When evaluating whether to accept a new proposed draw or not we need to compute the prior density evaluated at the proposed draw. In such a computation we derive the optimal prices conditional on the proposed parameter and then we check if all constraints are satisfied. If at least one of the constraints is not satisfied we return a zero value for the density at
that point making it impossible to accept that draw. A feasible starting point for the Markov chain is obtained by assuming that all cross elasticities are zero and then solving for the optimal prices\textsuperscript{4}.

With the proposed sampling methodology we need to solve an optimization problem for each iteration of the chain. Although analytical solutions can be used in the case of the linear demand model, in general we do not have closed form expressions and we need to rely on numerical methods which can be computationally intensive. In our empirical application that we discuss in the following section we can sample several thousand of draws in a reasonable time. However, when considering more complex demand systems this may require more sophisticated sampling procedures.

5. Empirical Application

In order to better understand how optimal pricing is altered by our methodology we consider an empirical application to the refrigerated orange juice category from Dominick’s Finer Foods. Montgomery (1997) provides descriptive statistics and further discussion on the data set as well as a description of the aggregation of the products\textsuperscript{5}. Our dataset has 112 weeks of sales and 11 product aggregates which are comprised of individual SKUs which share common pricing and promotional strategies (e.g., home style, natural, or with calcium additives). We focus our analysis on a single store but conceptually the extension to a hierarchical model across all stores in the retail chain is direct. We decided against a hierarchical framework so that we could isolate the

\textsuperscript{4} When all cross elasticities are assumed null the demands for each product in the category are independent and easy to invert. To get a feasible starting point in the parameter space we also need to know a feasible set of prices. Although we could conduct an additional optimization problem to search for prices of minimal unfeasibility, we simply take the current prices and check they are consistent with the set of constraints we want to impose.

\textsuperscript{5} The data is also publicly available in the \texttt{bayesm} package for \texttt{R}.
contribution of the manager’s knowledge from the price constraints as opposed to the exchangeable prior of the hierarchical model.

We consider weekly price decisions made in a single category as a representative problem that frequently arise in retail planning (Chintagunta et al., 2003). Following previous work in product line pricing (Reibstein and Gatignon, 1984; Montgomery, 1997; Abraham and Lodish, 1993, Mulhern and Leone, 1991; and Kalyanam, 1996), we model the demand of each product $i$ in each week $t$ by a semilog model\(^6\) ($i \in \{1, \ldots, N\}$ and $t \in \{1, \ldots, T\}$):

$$
\ln(q_{it}) = \alpha_i + \sum_{j=1}^{N} \eta_{ij} p_{jt} + \xi_i f_{it} + \psi_i d_{it} + \epsilon_{it}, \quad \epsilon_{it} \sim N(0, \sigma_i^2) \tag{9}
$$

where $q_{it}, p_{jt}, f_{it}$ and $d_{it}$ are weekly sales, price, feature, and display respectively.

We assume that the retailer jointly sets the prices $p_i$ of each of the $N$ brands in the category; by maximizing the expected total profits given the estimates the demand system (Montgomery 1997, Kadiyali et al., 2000 and Chintagunta et al., 2003). Thus, the retailer decides prices to maximize the following objective function:

$$
\max_{\{p_1, \ldots, p_N\}} \Pi = \sum_{i=1}^{N} (p_i - c_i) \exp \left\{ \alpha_i + \sum_{j} \eta_{ij} p_j + \frac{1}{2} \sigma_i^2 \right\} \tag{10}
$$

where $c_i$ is the wholesale price paid for product $i$ by the retailer. Notice that we drop the time subscript in (10) since we consider profits for a single week without promotions. The solution of (10) yields a vector of optimal prices, which we denote as $p^*$, whose $i$th element is $p_i$.

We stack the set of parameters for the $i$th product, $\{\alpha_i, \eta_1, \ldots, \eta_N, \xi, \psi_i\}$, into a vector $\theta_i$ and employ the following priors:

$$
\sigma_i^2 \sim \chi^2(100, 1) \tag{11}
$$

---

\(^6\) Another popular model in the literature is the double-log model (Kopalle et al., 1999; Montgomery and Bradlow, 1999). Empirical results for such specification are similar to the ones we present here and are available upon request.
\( \theta_i \mid \sigma_i^2 \sim N(0, \sigma_i^2 V_i) \cdot I\left\{ \left\{ p_{0i}^* \leq p_i^* \leq p_{li}^* \right\} \right\} \cdot I\left[ \max(p_{Ai}^*) \leq \min(p_B^*), \max(p_B^*) \leq \min(p_C^*) \right] \) (12)

Furthermore, we parameterize the covariance matrix as \( V_i = \kappa I \) where \( \kappa \) is a scalar parameter that controls how informative the prior is.

Notice that the prior for our parameter vector given in (12) would be diffuse if not for the truncation imposed by our two pricing constraints. The first truncation is a direct constraint on the lower and upper bounds of each optimal price: \( p_{0i}^* \leq p_i^* \leq p_{li}^* \). Obviously the narrower the feasible set then the more informative our prior will be. The actual values of the lower and upper bounds will depend on manager, but we assume that the optimal price is within 25% of the current price. Second, we assume that the optimal price for lower price-quality tiers must be lower than higher price-quality tiers. In particular we impose the constraint that the prices of the premium national brands (denoted by the vector \( p_C^* \)) have to be greater than the prices of the regular national brands ( \( p_B^* \)), and that prices of regular national brands have to be greater than the price of the store brands ( \( p_A^* \)). (Potentially, managers could even implement a stronger constraint on the ordering of the optimal prices across individual products instead of groups.) Our contention is that both of these constraints would be readily accepted by a supermarket manager. These constraints would seem to be conservative assumptions, since both allow fairly wide latitude of price movements.

To estimate our model we use a random-walk Metropolis-Hastings algorithm where the parameters are updated in blocks: intercepts \( \alpha \), variance of the error term in the demand function \( \sigma^2 \), price coefficients \( \eta \) and feature and display parameters \( \xi \) and \( \psi \). Moreover, we update own price coefficient parameters and cross price coefficient in different steps. Let \( \Omega \) be the price set that is considered feasible. Therefore, the distributions we use to compute acceptance probabilities of each proposed draws are given by:
\[ p\left( \theta, \sigma | \text{data}_i \right) \propto \begin{cases} 
\prod_{i} p\left( \theta_i, \sigma_i | \text{data}_i \right) & \text{if } p^* \left( \theta, \sigma \right) \in \Omega \\
0 & \text{otherwise} 
\end{cases} \] (13)

Following Gelman et al (2003) we tuned proposal distributions to get acceptance rates around 0.23. Adaptive jumping strategies showed no significant improvement over the static strategy we used here.

**Understanding the Prior Distribution**

Typically interest focuses upon the posterior distribution or the estimates from this distribution such as the posterior mean. In our case we are also interested in understanding the prior. Since our prior has potentially highly non-linear dependences on the parameters through the optimal price constraints that need to be found numerically we need to simulate from our prior. However, the probability mass of our prior is highly dispersed in the parameter space, and our rejection sampler has a poor acceptance rate making it difficult to get a sufficiently large sample in a reasonable amount of time. In our estimation problem we do not have this difficulty since we can draw values conditional on the likelihood.

Given our purpose here is to illustrate how the price constraints modify the prior specification, we instead consider a linear demand model since we have closed form solutions for the optimal values. Exploiting the closed form of the optimality conditions, the assumption of optimal prices uniformly distributed in the feasible space, we can create a simple Gibbs-sampler algorithm to draw from the prior. For example, suppose we have to decide simultaneously the optimal price for \( N \) products and that the demand function for each product is characterized by \( K \) parameters. Then, to move to the next feasible point we sample \( N(K-1) \) elements from the prior.
and we chose the remaining $N$ components of the vector of parameter to exactly satisfy all $N$ first-order conditions derived from the maximization problem that characterize the optimal prices.

![Graphs](image_url)

**Figure 3.** Prior distribution when considering price constraints (a) marginal distribution of own price coefficients, (b) joint distribution between own price coefficient and intercept, (c) joint distribution between own price coefficient and other brand price coefficient and (d) boxplots of own price coefficient with (left) and without (right) considering the information of the bounds on the optimal prices.

Using this sampling approach, we generate 2,000 draws for both cases: proper prior with and without implied information induced by price constraints. Examples of the resulting marginal distribution, joint distributions and mean comparison with and without considering price constraints.
in the prior definitions are depicted in Figure 3 for parameters associated with two selected products.

Notice that the resulting prior on the own price coefficient is not normally distributed anymore and it is significantly skewed. When looking at the joint properties of the prior, we observe truncations on the distribution of the intercept and own-price elasticities: for a given intercept, the upper (lower) bound for the optimal price imposes a corresponding upper (lower) bound for the price coefficient. For example, in our implied prior specification the intercept cannot exceed a threshold for a given own price elasticity level because it would imply an optimal price larger than the upper bound we impose. For the cross price elasticities we observe a star shape instead of elliptical ones derived from normal conjugate prior. With respect to the case where price constraints are not considered this shows a significant shift in the own-price coefficients suggesting a more elastic demand curve. The implied prior specification also exhibits higher variability which can be explained by the fact that the truncation occurs close to the mode(s) of the distribution forcing it to concentrate probability mass on the tail of the distribution.

Posterior Estimates

For comparison we estimate our model using the traditional approach and with our implied prior. For the traditional case without our implied prior we enforce the constraints only during optimization. Tables 2 and 3 provide the posterior mean and standard deviations of the parameters with and without our implied prior, respectively. We can see that several parameters are significantly different. A major effect is observed in terms of the intercept and the own price elasticities. In

---

\(^7\) We create 20,000 draws for both cases: 1) when the information contained in the price constraints are translated into the prior specification and 2) when these constrained are not considered in the estimation stage and they are only imposed in the optimization phase. We thin the draws to every 10\(^{th}\) iteration due to our highly auto-correlated sequence of draws.
Figure 4 we display boxplots of the parameters for a sub-set of the products. Here we observe that the negative shift on the own price coefficient parameters for most of the brands. Several of these parameters are significant, but at the same time we observe that the intercept estimates are larger when the price constraint information is considered. These results are consistent with our qualitative description of the prior where we cannot have rather price insensitive brands with large intercepts because they would imply an optimal price beyond the bounds the manager would consider likely in his prior assessment. The feature and display coefficients show little difference in their parameter estimates. In terms of the cross price elasticity parameters, we observe minor differences in terms of the location but a substantial reduction in their variances.

Although we observe significant differences in the estimates we do not see substantial reductions in the fit of the model. The average correlation of actual sales and the ones predicted by a linear model evaluated at the mean of the posterior sample yield a mean $R^2$ of 0.411 (0.142) for the implied case and $R^2_{\text{uncon}}$ of 0.435 (0.107) for the traditional, diffuse prior. This suggests that the high dimensional space of the price elasticity problem is relatively flat and yields many solutions that may be good or better estimators if prior information is properly used.
<table>
<thead>
<tr>
<th>Product</th>
<th>Trop 64</th>
<th>Trop 96</th>
<th>FlNat 64</th>
<th>TropR 64</th>
<th>MM 64</th>
<th>MM 96</th>
<th>CFrsh 64</th>
<th>TFrsh 64</th>
<th>FGold 64</th>
<th>Dom 64</th>
<th>Dom 128</th>
<th>Const.</th>
<th>Feat.</th>
<th>Deal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tropicana</td>
<td>-1.7</td>
<td>0.16</td>
<td>-0.34</td>
<td>-0.28</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.31</td>
<td>0.17</td>
<td>0.028</td>
<td>-0.20</td>
<td>-0.64</td>
<td>13.04</td>
<td>0.44</td>
<td>0.073</td>
</tr>
<tr>
<td>(0.94)</td>
<td>(0.28)</td>
<td>(0.24)</td>
<td>(0.21)</td>
<td>(0.14)</td>
<td>(0.29)</td>
<td>(0.17)</td>
<td>(0.35)</td>
<td>(0.2)</td>
<td>(0.13)</td>
<td>(0.18)</td>
<td></td>
<td>(1.31)</td>
<td>(1.0)</td>
<td>(0.69)</td>
</tr>
<tr>
<td>Prem. 64 oz.</td>
<td>-0.87</td>
<td>-1.2</td>
<td>0.17</td>
<td>-0.5</td>
<td>-0.2</td>
<td>-0.12</td>
<td>0.32</td>
<td>0.22</td>
<td>-0.33</td>
<td>-0.15</td>
<td>0.072</td>
<td>11.22</td>
<td>0.40</td>
<td>0.14</td>
</tr>
<tr>
<td>(0.36)</td>
<td>(1.1)</td>
<td>(0.23)</td>
<td>(0.3)</td>
<td>(0.13)</td>
<td>(0.2)</td>
<td>(0.16)</td>
<td>(0.14)</td>
<td>(0.28)</td>
<td>(0.19)</td>
<td>(0.14)</td>
<td></td>
<td>(1.74)</td>
<td>(1.2)</td>
<td>(0.9 )</td>
</tr>
<tr>
<td>Tropicana</td>
<td>-0.16</td>
<td>-0.65</td>
<td>-0.83</td>
<td>-0.52</td>
<td>-0.0037</td>
<td>0.012</td>
<td>-0.15</td>
<td>0.021</td>
<td>-0.06</td>
<td>0.11</td>
<td></td>
<td>9.17</td>
<td>0.76</td>
<td>0.23</td>
</tr>
<tr>
<td>Florida's</td>
<td>-0.016</td>
<td>-0.12</td>
<td>0.001</td>
<td>-0.031</td>
<td>-0.23</td>
<td>0.4</td>
<td>0.006</td>
<td>0.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural 64</td>
<td>0.29</td>
<td>(0.21)</td>
<td>(1.1)</td>
<td>(0.27)</td>
<td>(0.48)</td>
<td>(0.24)</td>
<td>(0.17)</td>
<td>(0.21)</td>
<td>(0.15)</td>
<td>(0.15)</td>
<td>(0.22)</td>
<td>(0.98)</td>
<td>(1.2)</td>
<td>(0.77)</td>
</tr>
<tr>
<td>Tropicana</td>
<td>0.19</td>
<td>-0.7</td>
<td>-0.28</td>
<td>-1.6</td>
<td>-0.12</td>
<td>-0.16</td>
<td>-0.38</td>
<td>-0.41</td>
<td>-0.28</td>
<td>-0.32</td>
<td>0.3</td>
<td>12.09</td>
<td>1.1</td>
<td>0.17</td>
</tr>
<tr>
<td>(0.29)</td>
<td>(0.34)</td>
<td>(0.25)</td>
<td>(0.97)</td>
<td>(0.22)</td>
<td>(0.21)</td>
<td>(0.24)</td>
<td>(0.27)</td>
<td>(0.20)</td>
<td>(0.18)</td>
<td>(0.13)</td>
<td></td>
<td>(0.77)</td>
<td>(0.95)</td>
<td>(0.92)</td>
</tr>
<tr>
<td>Minute Maid</td>
<td>-0.39</td>
<td>0.14</td>
<td>0.49</td>
<td>-0.31</td>
<td>-1.1</td>
<td>-0.44</td>
<td>-0.30</td>
<td>-0.28</td>
<td>0.37</td>
<td>-0.5</td>
<td>0.33</td>
<td>10.37</td>
<td>0.95</td>
<td>0.47</td>
</tr>
<tr>
<td>64 oz.</td>
<td>(0.24)</td>
<td>(0.37)</td>
<td>(0.20)</td>
<td>(0.14)</td>
<td>(0.91)</td>
<td>(0.19)</td>
<td>(0.15)</td>
<td>(0.34)</td>
<td>(0.22)</td>
<td>(0.11)</td>
<td>(0.19)</td>
<td>(1.06)</td>
<td>(0.92)</td>
<td>(0.8 )</td>
</tr>
<tr>
<td>Minute Maid</td>
<td>0.41</td>
<td>-0.005</td>
<td>-0.37</td>
<td>0.0027</td>
<td>0.57</td>
<td>-1.5</td>
<td>-0.15</td>
<td>-0.22</td>
<td>0.13</td>
<td>-0.19</td>
<td>-0.43</td>
<td>9.73</td>
<td>0.23</td>
<td>0.073</td>
</tr>
<tr>
<td>96 oz.</td>
<td>(0.24)</td>
<td>(0.33)</td>
<td>(0.35)</td>
<td>(0.16)</td>
<td>(0.23)</td>
<td>(0.88)</td>
<td>(0.25)</td>
<td>(0.18)</td>
<td>(0.19)</td>
<td>(0.20)</td>
<td>(0.16)</td>
<td>(1.19)</td>
<td>(1.0)</td>
<td>(0.74)</td>
</tr>
<tr>
<td>Citrus-Hill</td>
<td>-0.7</td>
<td>0.32</td>
<td>-0.88</td>
<td>0.091</td>
<td>-0.71</td>
<td>-0.9</td>
<td>-0.031</td>
<td>-0.23</td>
<td>0.4</td>
<td>0.006</td>
<td>0.14</td>
<td>9.98</td>
<td>1.1</td>
<td>0.38</td>
</tr>
<tr>
<td>64 oz.</td>
<td>(0.34)</td>
<td>(0.32)</td>
<td>(0.49)</td>
<td>(0.18)</td>
<td>(0.2)</td>
<td>(0.52)</td>
<td>(0.03)</td>
<td>(0.22)</td>
<td>(0.33)</td>
<td>(0.19)</td>
<td>(0.19)</td>
<td>(1.83)</td>
<td>(1.1 )</td>
<td>(0.77)</td>
</tr>
<tr>
<td>Tree Fresh</td>
<td>-0.005</td>
<td>-0.47</td>
<td>-0.68</td>
<td>0.075</td>
<td>-0.025</td>
<td>-0.26</td>
<td>-0.25</td>
<td>-0.61</td>
<td>-0.18</td>
<td>-0.15</td>
<td>-0.64</td>
<td>9.99</td>
<td>0.78</td>
<td>-0.017</td>
</tr>
<tr>
<td>64 oz.</td>
<td>(0.27)</td>
<td>(0.24)</td>
<td>(0.52)</td>
<td>(0.13)</td>
<td>(0.20)</td>
<td>(0.38)</td>
<td>(0.22)</td>
<td>(0.86)</td>
<td>(0.26)</td>
<td>(0.31)</td>
<td>(0.41)</td>
<td>(2.11)</td>
<td>(1.1 )</td>
<td>(0.73)</td>
</tr>
<tr>
<td>Florida Gold</td>
<td>0.079</td>
<td>-0.034</td>
<td>-0.47</td>
<td>-0.21</td>
<td>-0.74</td>
<td>-0.36</td>
<td>0.17</td>
<td>0.44</td>
<td>-1.4</td>
<td>-0.13</td>
<td>-0.10</td>
<td>9.62</td>
<td>1.1</td>
<td>0.43</td>
</tr>
<tr>
<td>64 oz.</td>
<td>(0.46)</td>
<td>(0.46)</td>
<td>(0.28)</td>
<td>(0.20)</td>
<td>(0.27)</td>
<td>(0.33)</td>
<td>(0.21)</td>
<td>(0.27)</td>
<td>(0.92)</td>
<td>(0.31)</td>
<td>(0.16)</td>
<td>(1.66)</td>
<td>(1.0 )</td>
<td>(0.76 )</td>
</tr>
<tr>
<td>Dominicks</td>
<td>0.37</td>
<td>-1.1</td>
<td>0.011</td>
<td>0.12</td>
<td>-0.21</td>
<td>-0.095</td>
<td>-0.4</td>
<td>-0.58</td>
<td>-0.14</td>
<td>-1.2</td>
<td>-0.07</td>
<td>12.57</td>
<td>0.64</td>
<td>0.29</td>
</tr>
<tr>
<td>64 oz.</td>
<td>(0.20)</td>
<td>(0.83)</td>
<td>(0.19)</td>
<td>(0.24)</td>
<td>(0.22)</td>
<td>(0.14)</td>
<td>(0.34)</td>
<td>(0.42)</td>
<td>(0.20)</td>
<td>(0.57)</td>
<td>(0.14)</td>
<td>(2.27)</td>
<td>(0.91)</td>
<td>(0.81)</td>
</tr>
<tr>
<td>Dominicks</td>
<td>-0.66</td>
<td>-0.73</td>
<td>-0.18</td>
<td>-0.096</td>
<td>-0.017</td>
<td>0.05</td>
<td>-0.27</td>
<td>0.33</td>
<td>0.049</td>
<td>-0.42</td>
<td>-1.1</td>
<td>11.05</td>
<td>0.30</td>
<td>0.26</td>
</tr>
<tr>
<td>128 oz.</td>
<td>(0.46)</td>
<td>(0.39)</td>
<td>(0.26)</td>
<td>(0.22)</td>
<td>(0.23)</td>
<td>(0.20)</td>
<td>(0.20)</td>
<td>(0.31)</td>
<td>(0.19)</td>
<td>(0.32)</td>
<td>(0.92)</td>
<td>(1.87)</td>
<td>(1.1 )</td>
<td>(0.88)</td>
</tr>
</tbody>
</table>

Table 2. Parameter estimates when considering implied priors with price constraints in the prior specification.
<table>
<thead>
<tr>
<th>Product</th>
<th>Price Elasticity Matrix</th>
<th>Other Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trop 64</td>
<td>Trop 96</td>
</tr>
<tr>
<td>Tropicana Prem. 64 oz.</td>
<td>-0.3</td>
<td>0.011</td>
</tr>
<tr>
<td>Tropicana Prem. 96 oz.</td>
<td>0.015</td>
<td>-0.17</td>
</tr>
<tr>
<td>Florida's Natural 64 oz.</td>
<td>0.067</td>
<td>0.021</td>
</tr>
<tr>
<td>Natural 64 oz.</td>
<td>0.12</td>
<td>0.086</td>
</tr>
<tr>
<td>Tropicana 64 oz.</td>
<td>-0.010</td>
<td>-0.019</td>
</tr>
<tr>
<td>Minute Maid 64 oz.</td>
<td>-0.003</td>
<td>0.038</td>
</tr>
<tr>
<td>Citrus-Hill 64 oz.</td>
<td>0.054</td>
<td>-0.03</td>
</tr>
<tr>
<td>Tree Fresh 64 oz.</td>
<td>0.0008</td>
<td>0.032</td>
</tr>
<tr>
<td>Florida Gold 64 oz.</td>
<td>0.024</td>
<td>-0.045</td>
</tr>
<tr>
<td>Dominicks 64 oz.</td>
<td>0.025</td>
<td>-0.086</td>
</tr>
<tr>
<td>Dominicks 128 oz.</td>
<td>-0.041</td>
<td>-0.038</td>
</tr>
</tbody>
</table>

Table 3. Parameter estimates from the traditional approach without considering price constraints in the prior specification
Figure 4. Boxplots of parameter estimates with and without considering price constraints on the definition of prior specification (a) Own price coefficient. (b) Intercept

From a managerial perspective, the estimation of the parameters of the demand model is only an intermediate step, and therefore we are ultimately interested in the impact on optimal prices and revenues. In Table 4 we report the posterior mean, standard errors and 95% credible set for all products derived for both the traditional and the implied prior approaches. We also report the percentage difference in posterior mean for these two approaches. To illustrate this table consider Minute Maid 64 oz. The price bounds are (0.0272, 0.0453) per ounce or ($1.74, $2.90) per carton with the original price being midway between these bounds at 0.03625 per ounce or $2.32. The
The mean of the optimal price for the traditional approach is 0.0409 per ounce or $2.62 per carton versus the result from our implied prior of 0.0360 per ounce or $2.30 per carton, or a 12% increase in the point estimate. Notice that the 95% credible interval is truncated for the traditional method at .0453 per ounce, but not for our implied prior approach.

<table>
<thead>
<tr>
<th>Tier</th>
<th>Product</th>
<th>Traditional Mean (Std.Err.)</th>
<th>Implied Prior Mean (Std.Err.)</th>
<th>Bounds (Lower, Upper)</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Premium</td>
<td>Tropicana</td>
<td>0.0526 [0.0474, 0.0579]</td>
<td>0.0515 [0.0418, 0.0577]</td>
<td>(0.0347, 0.0579)</td>
<td>-2.1%</td>
</tr>
<tr>
<td></td>
<td>Prem. 64 oz.</td>
<td>(0.00330, 0.00580)</td>
<td>(0.00463, 0.00577)</td>
<td>(0.0347, 0.0579)</td>
<td>-2.1%</td>
</tr>
<tr>
<td></td>
<td>Tropicana</td>
<td>0.0573 [0.0520, 0.0639]</td>
<td>0.0559 [0.0467, 0.0636]</td>
<td>(0.0347, 0.0579)</td>
<td>-2.4%</td>
</tr>
<tr>
<td></td>
<td>Prem. 96 oz.</td>
<td>(0.00348, 0.00639)</td>
<td>(0.00516, 0.00639)</td>
<td>(0.0347, 0.0579)</td>
<td>-2.4%</td>
</tr>
<tr>
<td>National</td>
<td>Florida’s</td>
<td>0.0482 [0.0448, 0.0542]</td>
<td>0.0466 [0.0406, 0.0507]</td>
<td>(0.0343, 0.0543)</td>
<td>-3.3%</td>
</tr>
<tr>
<td></td>
<td>Natural 64</td>
<td>(0.00243, 0.00542)</td>
<td>(0.00357, 0.00542)</td>
<td>(0.0343, 0.0543)</td>
<td>-3.3%</td>
</tr>
<tr>
<td></td>
<td>Tropicana</td>
<td>0.0408 [0.0364, 0.0457]</td>
<td>0.0379 [0.0320, 0.0446]</td>
<td>(0.0274, 0.0457)</td>
<td>-7.1%</td>
</tr>
<tr>
<td></td>
<td>64 oz.</td>
<td>(0.00275, 0.00457)</td>
<td>(0.00330, 0.00446)</td>
<td>(0.0274, 0.0457)</td>
<td>-7.1%</td>
</tr>
<tr>
<td></td>
<td>Minute Maid</td>
<td>0.0409 [0.0362, 0.0432]</td>
<td>0.0360 [0.0304, 0.0432]</td>
<td>(0.0274, 0.0457)</td>
<td>-12.0%</td>
</tr>
<tr>
<td></td>
<td>64 oz.</td>
<td>(0.00282, 0.00453)</td>
<td>(0.00292, 0.00432)</td>
<td>(0.0332, 0.0453)</td>
<td>-16.2%</td>
</tr>
<tr>
<td></td>
<td>Minute Maid</td>
<td>0.0462 [0.0417, 0.0508]</td>
<td>0.0387 [0.0334, 0.0457]</td>
<td>(0.0332, 0.0454)</td>
<td>-16.2%</td>
</tr>
<tr>
<td></td>
<td>96 oz.</td>
<td>(0.00218, 0.00508)</td>
<td>(0.00353, 0.0457)</td>
<td>(0.0332, 0.0454)</td>
<td>-16.2%</td>
</tr>
<tr>
<td></td>
<td>Citrus-Hill</td>
<td>0.0398 [0.0354, 0.0435]</td>
<td>0.0376 [0.0307, 0.0449]</td>
<td>(0.0286, 0.0476)</td>
<td>-5.5%</td>
</tr>
<tr>
<td></td>
<td>64 oz.</td>
<td>(0.00243, 0.00456)</td>
<td>(0.00345, 0.0449)</td>
<td>(0.0266, 0.0476)</td>
<td>-5.5%</td>
</tr>
<tr>
<td></td>
<td>Tree Fresh</td>
<td>0.0370 [0.0334, 0.0375]</td>
<td>0.0375 [0.0313, 0.0436]</td>
<td>(0.0326, 0.0443)</td>
<td>1.4%</td>
</tr>
<tr>
<td></td>
<td>64 oz.</td>
<td>(0.00226, 0.00427)</td>
<td>(0.00321, 0.0305)</td>
<td>(0.0251, 0.0418)</td>
<td>4.6%</td>
</tr>
<tr>
<td></td>
<td>Florida Gold</td>
<td>0.0350 [0.0320, 0.0400]</td>
<td>0.0366 [0.0305, 0.0416]</td>
<td>(0.0251, 0.0418)</td>
<td>4.6%</td>
</tr>
<tr>
<td>Store</td>
<td>Dominicks</td>
<td>0.0321 [0.0278, 0.0276]</td>
<td>0.0276 [0.0219, 0.0347]</td>
<td>(0.0210, 0.0276)</td>
<td>-14.0%</td>
</tr>
<tr>
<td></td>
<td>64 oz.</td>
<td>(0.00222, 0.00350)</td>
<td>(0.00288, 0.0333)</td>
<td>(0.0300, 0.0350)</td>
<td>-7.8%</td>
</tr>
<tr>
<td></td>
<td>Dominicks</td>
<td>0.0335 [0.0294, 0.0309]</td>
<td>0.0309 [0.0253, 0.0358]</td>
<td>(0.0232, 0.0386)</td>
<td>-7.8%</td>
</tr>
<tr>
<td></td>
<td>128 oz.</td>
<td>(0.00193, 0.0374)</td>
<td>(0.00262, 0.0358)</td>
<td>(0.0386, 0.0386)</td>
<td>-7.8%</td>
</tr>
<tr>
<td>Profits</td>
<td>(2372, 16580)</td>
<td>(1135, 9909)</td>
<td>(1135, 9909)</td>
<td>(1135, 9909)</td>
<td>-36.1%</td>
</tr>
</tbody>
</table>

Table 4. Optimal prices for each product (mean, standard errors and 95% credible intervals) for the Traditional Approach and the Implied Prior approach. The upper and lower price bounds for the optimal price constraints are given in the Bounds column. The last column of the table reports the percentage differences in the means between the Traditional and Implied Prior Approaches. The final row reports the Total Category Profits.

More generally, the price constraints are binding (e.g., the credible interval is truncated by the upper bounds) for five products (Tropicana Premium 64 oz, Tropicana Premium 96 oz,
Tropicana 64 oz, Minute Maid 64 oz, and Dominicks 64 oz), while the price constraints are close for several of the products using the Implied Prior, none truncate the 95% credible interval. For nine of the products our implied prior approach suggests lower optimal prices than the traditional approach, and for several of these products the optimal price differences are quite considerable. The presence of some negative differences illustrates the complexity of the implied prior when several constraints are imposed and the nontrivial implications for pricing decisions.

Figure 5 compares the distribution of optimal prices for an arbitrary sub-set of 4 products. The upper right cells plot the optimal prices derived from the standard approach (dark) and the lower left cells plot the optimal prices derived from our proposed methodology (light). Along the diagonal are the histograms of the posterior distribution of optimal prices derived from both methods. Visual inspection of the plot provides us with interesting insights. First, we ascertain that the distributions of the optimal prices are indeed quite different. Under the traditional methodology our estimates suggest that demanded quantities are rather inelastic with respect to prices and recommend increasing the price to higher levels. However, when implied priors are used we see that demand is more elastic which implies lower prices. The optimal prices derived from our proposed prior seems to be more consistent with what is observed in practice, but still shows that the retailer is not at the optimal price but closer to it.

It is also important to observe that while in the standard approach the price constraints for optimal profits are frequently binding, in our proposed Bayesian method most of the probability mass is allocated to the interior of the feasible optimal price set. The traditional approach tends to result in optimal pricing solutions that lie along the boundary. Therefore, it is easy for the analyst to directly manipulate the pricing solutions in an ad hoc manner. A property of the Bayesian solution is that optimal prices tend to occur within the interior. Therefore it is more difficult for the analyst
to manipulate the final pricing solution through binding constraints since the data will still exert an influence along with the implied to yield an appropriately weighted posterior. In effect, the optimal prices are less sensitive to the constraints. We believe this is an attractive property of the Bayesian procedure.

In Figure 6 we compare the distribution of the optimal profits derived from the standard approach (dark) and those derived from our proposed methodology (light). As a direct consequence of lower prices we end up with lower expected profits. In some sense, the introduction of managerial knowledge provides a reality correction of the benefits that can be achieved by conducting regression analysis and determining prices based on those results.
6. Discussion and Conclusions

This paper explores the impact on the parameter estimates of a demand model by introducing the idea that price constraints reflect prior information on the part of the manager about price response. We argue that this information is useful in estimating the demand model, and can have an important impact about our posterior inferences of the price elasticities and subsequently the optimal prices. In the traditional demand modeling task, constraints on optimal prices are considered in an ad hoc manner, which means that information is not properly weighted within a decision theoretic framework. Practically our approach means that instead of constraining the decision space as is done in the traditional approach, one should instead truncate the parameter space in the prior distribution to yield better predictions that do not need to be constrained. We believe that this is a simple idea, but a practical one that can dramatically improve the pricing solutions derived.

The improvement in the price decision making can be clearly observed in the difference between the prices of the traditional and the Bayesian method. If one accepts the information in the prior distribution then it is well known that Bayes rules that correspond with proper prior distributions are admissible. If one were to follow the recommendations from the traditional method, our “optimal” prices would actually be suboptimal. We point out that in general our estimators are statistically biased, although this bias reflects the information interjected by the analyst and improves our optimal price estimators.

The implied information from optimal price constraints creates potentially complex, non-linear relationships amongst the parameters. This imposes a difficult and complex change-of-variables problem. We propose a simple method to include this information in a rejection sampling
approach that could potentially been used to a wide range of managerial decision processes. Although this structure is flexible it does add a computational burden to the estimation process.

Under our methodology, optimal prices are lower and more consistent with a manager’s actual decisions. Little and Shapiro (1980) realized that price elasticity parameters were not consistent with the prices observed in the retail environment. They pointed out that stores act as if the customer were considerably more sensitive to prices than purchase data seem to indicate. Montgomery and Bradlow (1999) suggested uncertainty about functional form and Fox et al (2009) suggest endogenous store traffic can also explain this phenomenon. Our results provide another explanation to this old problem of why it appears that managers are overpricing. Namely, that price elasticities appear to be inelastic if constraints on optimal prices are imposed ad hoc instead of being imposed a priori.

We consider these results promising and hope it motivates future researchers to consider the information induced by managers who impose price constraints in the optimization phase. There are two future directions that we think are quite important. First we think more efficient sampling techniques should be developed. Second, it is possible that managerial constraints may be inconsistent with one another or even at odds with the data. We have not said how managers create their beliefs or even whether they are correct. Potentially, analysts may want to attach probabilities that the constraints are “true”. Implicitly our implied priors dogmatically impose that the constraints are true. One could imagine a case where the analyst wishes to learn whether the data is consistent with constraints. In conclusion, we hope these results will encourage practitioners and researchers to more carefully articulate their prior beliefs, and express them a priori and not ad hoc.
Chapter 3

Cross-Market Discounts

1. Introduction

Giant Eagle is a dominant grocery chain in the Pittsburgh, PA metropolitan area. In contrast, the gasoline market in Pittsburgh has many players and is highly competitive. However, one of the gas station chains, GetGo, is owned by Giant Eagle. A few years ago, Giant Eagle started the “fuelperks!” program under which a consumer, upon purchasing $50 of groceries from Giant Eagle, earns 10¢ off per gallon of gasoline purchased from GetGo at the next purchase occasion. This per-gallon discount increases in a (stepwise) linear fashion: $50 gets 10¢ off, $100 gets 20¢ off and so on, and if consumers spend enough money on groceries, they can even purchase fuel from GetGo for free.

fuelperks! has been a tremendously successful promotional program for the Giant Eagle-GetGo combine, leading to a significant increase in sales and profits (PG 2006). The other gas station operators in Pittsburgh, on the other hand, have been hit hard, to the extent that they jointly filed (and lost) a lawsuit against Giant Eagle, in which they accused it of employing unfair sales practices (PG 2005).

---

8 Giant Eagle has more than 50% share of the grocery market, with the rest distributed between Walmart, Shop n' Save and some other smaller retailers (Linderman 2007). In contrast, in the gasoline market, many firms such as Exxon, Shell, Sunoco, British Petroleum, Gulf, GetGo, CitGo and CoGo have a sizeable presence and no firm is dominant.
Attracted by the success of fuelperks! in Pittsburgh, other grocery retailers and gas station operators across USA are quickly adopting this promotion strategy. In fact, Giant Eagle has started a new company, Excentus Corporation, through which it is implementing the fuelperks! program for retailers across USA: Giant Eagle in Pennsylvania, Ohio and Maryland, BI-LO in Georgia, North Carolina, South Carolina and Tennessee, Roundy's in Minnesota and Wisconsin, Winn-Dixie in Florida, Alabama, Louisiana, Georgia and Mississippi, and Ukrop in Virginia. Although most of these grocery retailers do not own their own fuel pumps, they have set up their programs jointly with local fuel pumps, e.g., BI-LO with Sunoco, Roundy's and Ukrop with British Petroleum, etc. Similarly, Safeway, which has stores located throughout western and central USA and western Canada, Genuardi's, which is run by Safeway in Pennsylvania, New Jersey and Delaware, and Tom Thumb, which is run by Safeway in Texas, have recently started their own independent "Power Pump" rewards programs, which are very similar to the fuelperks! program, in partnership with British Petroleum. Shaw’s has introduced a fuelperks!-type scheme in its stores throughout Maine, Massachusetts, New Hampshire, Rhode Island, Connecticut and Vermont, and Kroger has also introduced a similar program throughout its stores in the Midwestern and Southern United States.

Clearly, the idea of grocery retailers offering discounts on gasoline has quickly caught on all over North America. Moreover, supermarket chains in the U.K., France and Australia have also recently started similar promotional programs (Gans and King 2004).

---

9 Interestingly, Excentus, which has patented the fuelperks! idea, filed and won a patent-infringement lawsuit against Safeway in January 2010 (Excentus 2010). At the time of writing this manuscript, Safeway had temporarily halted its Power Pump program while it worked out a solution with Excentus.

10 Some details regarding these programs are available at the following web sites:
- Fuelpersk [http://www.fuelperks.com](http://www.fuelperks.com)
At its core, fuelperks! is a ‘‘cross-market discount’’ program — purchases in one market lead to a discount in an otherwise unrelated market. This is a new and intriguing addition to the vast array of promotional tools that marketing managers have at their disposal, and its widespread success in the grocery-fuel combine raises a number of interesting questions regarding such cross-market discounts in general. Why are retailers adopting them \textit{en masse} at such a rapid rate? How do they influence prices and consumption in both markets and where do the profits come from? What is the impact of competition on the rate of the cross-market discount offered, and what are the incentives of competitors to introduce similar programs? Which market pairs are ideal for implementing such a scheme? Are such discounts good or bad for consumers? Finally, how does this compare with other similar-looking promotion strategies such as bundling, loss leadership and quantity discounts?

Suppose one “parent firm” owns a grocery store and a fuel pump\footnote{For ease of exposition, we use grocery and fuel as the two markets to discuss the insights in the introduction, but our modeling studies the general case. We also provide some other examples in the conclusion section.}, and consumers derive higher utility from higher consumption in both markets, but have diminishing marginal returns from consumption. We start with a simple scenario in which both the grocery store and the fuel pump are monopolies in their respective markets. Upon purchasing groceries, consumers get lower per-unit prices for fuel and the size of this discount depends on the quantity purchased of groceries. In this scenario, we find that price decreases and sales increase in the fuel market, as expected. However, the price in the grocery market rises above even the monopoly price that was already being charged before the discount was introduced. Moreover, grocery sales also increase. In other words, due to a “cross-market leverage” effect, both price and sales for groceries increase \textit{together} (in spite of the fact that, in the demand function, demand is assumed to be reducing in price). Overall, the total profits of the parent firm increase as a larger cross-market discount is offered and, under certain conditions, the parent firm might even sell fuel at a loss to achieve this. On the other hand, we find that
consumers are worse off --- since there is no competition, the firm can set the cross-market discount to extract the full consumer surplus across the two markets.

Effectively, a cross-market discount implements a nonlinear pricing schedule across market boundaries by allowing consumers to purchase in one market and avail a discount in a different market. This motivates a comparison to a nonlinear pricing schedule within a market, i.e., a quantity discount-type scheme in which the unit price of a product decreases as more of it is purchased. Our analysis shows that under diminishing marginal returns from consumption, firms will typically find a cross-market discount more profitable than a similar quantity discount in the same market. A cross-market discount distributes the additional consumption (motivated by the price discount) across both the markets rather than motivating more consumption in the same market. This delays the point at which reduced marginal utility from additional consumption sets in for both markets, which therefore leads to increased total consumption. In other words, besides the posted prices in the two markets, this pricing strategy introduces a "third lever to pull," in the form of the cross-market discount rate, which allows the firm to exploit the less price sensitive portions of the consumers' utility functions.

Two features of our model are important for our results --- first, price discounts motivate greater purchasing and consumption, and second, marginal utility from consumption decreases as consumption increases. Both assumptions are common in the Economics and Marketing literature, and we believe that they are also appropriate in our setting. First, it is well established that price discounts lead to greater purchasing and, moreover, greater purchasing also endogenously leads to greater consumption (Ailawadi and Neslin 1998, Chandon and Wansink 2002, Sun 2005, Wansink 1996). Moreover, to further induce greater purchasing on the grocery side, grocery retailers have come up with the novel idea of heavily promoting gift cards of other non-grocery retailers. For
instance, the advertisements and the web sites for the fuelperks! and Power Pump programs prominently display gift cards for other retailers such as Best Buy, Macy's, Toys"R"Us, The Home Depot, the iTunes store, etc., on them. Second, it is well accepted that marginal utility from consumption decreases as consumption increases, and this assumption is often invoked in analytical models (Mas-Colell, Whinston and Green 1995, Singh and Vives 1987, Varian 1992). A primary reason is that consumers typically get satiated from increased consumption of a good (Brickman and Campbell 1971, Coombs and Avrunin 1977). They also face increasing holding and storage costs upon purchasing larger quantities of any good (Bell, Iyer and Padmanabhan 2002, Sun 2005, Wansink 1996). For instance, it can be very effort intensive and costly for consumers to store excess gasoline after they fill up the fuel tank of their car.

Next, we bring competition into the picture by analyzing a scenario in which the grocery market is a monopoly but the fuel market is a competitive duopoly, and the parent firm owns the grocery store and one fuel pump. (We call the parent firm's fuel pump as "fuel pump 1" and the competitor's fuel pump as "fuel pump 2") This is a closer representation of our motivating example from the Pittsburgh market. Suppose a fuelperks! scheme is introduced under which consumers can avail a discount at fuel pump 1 upon purchasing groceries. In this case, if the competitive intensity in the fuel market is low, the insights derived without competition largely carry over, while if this intensity is high, there are significant new dynamics at play. Most notably, due to a strong pricing reaction from fuel pump 2, the total profit of the parent firm has an inverted-U shape in the rate of cross-market discount, unlike in the previous scenario. And what is the impact of the intensity of competition in the fuel market on the optimal rate of the cross-market discount? Will this rate be higher (to attract more consumers to the joint offering) or lower (to avoid a strong reaction from fuel pump 2)? From our model, we find that the second effect dominates --- to avoid dissipating its
profits by inviting a stronger pricing reaction from the competitor, the parent firm reduces the rate of the cross-market discount as the degree of competition in the fuel market increases.

We further extend our analysis to a scenario in which both the grocery and fuel markets are competitive. This raises an interesting possibility --- the second grocery store can form a strategic alliance with the second fuel pump and also offer a competing cross-market discount. We find that these two players will indeed always make this joint offering, but the implications for profits and consumer surplus vary significantly with the intensity of competition. If the intensity of competition in both markets is low, then both partnerships see increased profits from cross-market discounts, while consumers are worse off. If the intensity of competition is high, both partnerships are in a “prisoners' dilemma” situation, i.e., both lose profit from cross-market discounts but both offer them, and consumer surplus increases. However, when the intensity of competition is in a medium range, then both partnerships see increased profits from this scheme and consumers are also better off. Therefore, cross-market discounts can increase social welfare.

This result above is in sharp contrast with the conclusions in Gans and King (2006), the only other study on cross-market discounts that we know of. They find that competing partnerships will see no increase in profit from cross-market discounts and consumer surplus will always decrease. However, unlike us, they assume demand to be price inelastic, which is a main difference in assumptions (among others) driving this difference in conclusions. Anecdotally, evidence indicates that cross-market discounts have visibly increased household-level consumption of both grocery and fuel. This, coupled with the fact that fuelperks!-type programs are being adopted increasingly, makes a strong case supporting the results we obtain.

A natural question that arises is whether there is something special about the grocery-fuel combine that makes this strategy successful, or could it work for any two unrelated markets (or even
two categories in a market, or two products in a category)? From our analysis, we find that the total profit increase from a cross-market discount program will be small if the “importance of consumption” (defined more precisely later) in either of the two markets is small, and this increase in profit is larger as the importance of consumption increases. Therefore, we can expect to see cross-market discounts in pairs of markets in which consumption is high enough (as measured by, say, frequency of purchasing and average dollar amount spent per purchase). Both grocery and fuel constitute a large fraction of a typical household's budget and therefore will typically satisfy this criterion, while any two arbitrary market combinations might not. Since programs such as fuelperks! and Power Pump have provided a “proof of concept” in the grocery-fuel combine, we might soon observe cross-market discounts in other settings that satisfy this criterion. These possibilities further motivate development of a deeper understanding of this promotion strategy.

The rest of the paper is organized as follows. In the next section, we compare cross-market discounts with related promotion strategies. In Section 2, we describe our model, and in Section 3, we present the results from our analysis. In Section 4, we consider extensions to the basic model. In Section 5.3, we summarize our results and conclude with a discussion.

2. Comparison with Related Promotion Strategies

Pricing and promotion strategies have been studied in great depth in Economics and Marketing literature (Neslin 2002, Winer 2006), and here we discuss existing research that shares some common features with cross-market discounts.

A first related stream of research is on product bundling --- the strategy of selling two or more products in a package at a discount (Stremersch and Tellis 2002). Bundling is similar to cross-market discounting in that both strategies provide a lower total price when two goods are jointly purchased.
However, they differ in several regards. The primary arguments for bundling rest on negative correlation among valuations of the products in the bundle (Adams and Yellen 1976, Venkatesh and Kamakura 2003) and complementarity among utilities from bundled products (Matutes and Regibeau 1992). We do not make any of these assumptions and show that cross-market discounts can be profitable even when implemented in completely independent markets. Furthermore, following Adams and Yellen (1976), much of the academic research on bundling rests on a price discrimination argument and uses a reservation-price paradigm with inelastic demand. In our model, elasticity of demand is an important driver of the results.

Complementary pricing strategies also share similarities with cross-market discounts. From Tellis' taxonomy of pricing strategies (Tellis 1986), two variants are closely related: captive pricing and loss leadership. In a typical captive pricing program, one product is sold at a low margin to penetrate the market and lock customers into purchasing a more profitable “tied” product (e.g., razors are sold cheap while the profit is made on blades that need to be used with that razor)\(^\text{12}\). Several theories have been proposed to describe captive pricing (Slade 1998, Mathewson and Winter 1997), price discrimination once again being the prominent one. In our case, however, tying requirements are not necessary and, modulo the cross-market discount itself, demand in the two markets is completely independent.

Complementary pricing can also take the form of loss leadership, a slightly different arrangement in which a retailer offers certain products at low prices to lure customers into the store with the hope that they will purchase other more profitable products (Hess and Gerstner 1987). A successful loss-leader program typically requires economies of scale in shopping for consumers (Lal and Matutes 1994), a feature that our results do not depend on.

\(^{12}\) In the Economics literature, this strategy is also referred as requirements tying to emphasize that consumers have to purchase both the tying and tied good from the same seller.
Using *cross-ruff coupons* (discount coupons which are obtained upon purchasing one brand, and are redeemable on another brand at a later time) is another complementary pricing strategy which works in a similar fashion to cross-market discounts, and can be modeled similarly. Dhar and Raju (1998) study this but focus on a very different question, namely the time-lagged impact on sales of various types of offerings of these coupons. Moreover, they only consider a monopolist making these decisions, and prices and the amount of discount are treated as exogenous, while these are all critical elements of our study.

An important distinction between our study and the above complementary pricing strategies is that there is no explicit relationship between the prices paid for the various goods in any of these complementary pricing strategies. In the fuelperks!-type of cross-market discounts that grocery retailers are implementing nowadays, increased purchasing in the source market leads to a larger per-unit discount in the target market, which leads to very different incentives from the above.

Previous work has also shown how nonlinear pricing strategies can be used to increase firm profitability in a monopoly (Spence 1977) and in competitive environments (Oren, Smith and Wilson 1983). However, unlike our research, this literature focuses on a single market. While there are various kinds of nonlinear pricing schedules, quantity discounts are the most relevant to our paper. This is similar to our analysis comparing cross-market discounts to similarly specified quantity discounts redeemable in the source market itself, and we characterize conditions under which the firm prefers the former over the latter.
3. Model

We assume that a firm, called firm 1, operates in two distinct and independent markets, $s$ and $t$, and sells a product in each market at prices $p_{s1}$ and $p_{t1}$, respectively\(^{13}\). Another firm, called firm 2, operates in market $t$ and sells one product in this market at price $p_{t2}$. Therefore, market $s$ is a monopoly and market $t$ is a duopoly. We assume that the consumption utility function of a representative consumer is given by

$$U(q_{s1}, q_{t1}, q_{t2}) = \alpha_s \left(q_{s1} - \frac{q_{s1}^2}{2}\right) + \alpha_t \left(q_{t1} - \frac{q_{t1}^2}{2} + q_{t2} - \frac{q_{t2}^2}{2} - \theta_t q_{t1} q_{t2}\right)$$

where $q_{s1}$ and $q_{t1}$ denote the quantities consumed of firm 1’s products in the markets $s$ and $t$, respectively, and $q_{t2}$ denotes the quantity consumed of firm 2’s product in market $t$. $q_{s1} - q_{s1}^2/2$ and $q_{s1} - q_{s1}^2/2 + q_{t1} - q_{t1}^2/2 - \theta_t q_{t1} q_{t2}$ denote the consumption utilities in markets $s$ and $t$, respectively, from consuming the amounts $q_{s1}$, $q_{t1}$ and $q_{t2}$, where $\theta_t$ denotes the degree of substitutability between the products of the two firms in market $t$ ($0 \leq \theta_t < 1$). Therefore, $\alpha_s$ and $\alpha_t$ denote the “importance” of consumption utility from the markets $s$ and $t$, respectively, in the aggregated consumption utility function. Note that higher importance of consumption in a market implies lower price sensitivity in that market. Since $\theta_t$ denotes the degree of substitutability between the products of the two firms in market $t$, it serves as a measure of the intensity of competition in market $t$, with a larger value of $\theta_t$ denoting a greater intensity of competition. Note that we have assumed the consumption utility function to be concave in all quantities consumed. This captures diminishing marginal returns from

\(^{13}\) We have assumed that firm 1 operates in both markets and, therefore, optimizes jointly in the two markets. If the entities in the two markets are owned separately, our formulation is equivalent to assuming that the two entities cooperatively bargain, which is equivalent to joint optimization in the two markets. Sharing of total profits can be modeled through a lump sum transfer payment decided based on the relative bargaining powers of the two entities, but this will not impact the variables that we focus on here.
consumption, i.e., as a consumer consumes more of a product, the marginal utility from consuming an extra unit of this product decreases. Using such a quadratic consumption utility function is a standard practice in Economics and Marketing literature (e.g., Arya et al. 2008, Jerath and Zhang 2009, Singh and Vives 1984).

Suppose that firm 1 offers a cross-market discount, \( \delta \geq 0 \), from \( s \), the source market, to \( t \), the target market. Specifically, if the consumer purchases quantity \( q_{s1} \) in the source market, she pays a unit price of \( p_{t1} - \delta q_{s1} \) in the target market\(^{14}\). In this case, the expenditure function associated with consuming quantities \( q_{s1}, q_{t1} \) and \( q_{t2} \) is given by

\[
\mathcal{E}(q_{s1}, q_{t1}, q_{t2} | p_{s1}, p_{t1}, p_{t2}, \delta) = p_{s1}q_{s1} + (p_{t1} - \delta q_{s1})q_{t1} + p_{t2}q_{t2}
\]

An important point to note here is that in the above formulation the price discount in the target market depends on the quantity purchased in the source market, while in our motivating fuelperks! example the price discount depends on the total expenditure in the source market. We start with this simpler formulation to obtain basic insights into the working of cross-market discounts while keeping the model analytically tractable. In Section 5.1, we analyze the case of expenditure-based cross-market discounts. There we have to resort to a partial numerical analysis, and find that, while there are some new insights, the simpler model captures the key insights related to cross-market discounts very well. The net consumer surplus is obtained by subtracting the expenditure from the consumption utility, and is given by

\[
\mathcal{CS}(q_{s1}, q_{t1}, q_{t2} | p_{s1}, p_{t1}, p_{t2}, \delta) = \mathcal{U}(q_{s1}, q_{t1}, q_{t2}) - \mathcal{E}(q_{s1}, q_{t1}, q_{t2} | p_{s1}, p_{t1}, p_{t2}, \delta)
\]

\(^{14}\) We assume that the discount on the per-unit price of firm 1’s product in market \( t \) grows linearly with the amount of firm 1’s product purchased in market \( s \). This is an approximation of the actual fuelperks! discount that grows in a stepwise-linear manner on the per-gallon price of fuel, as discussed in the introduction.
The profit of firm 1 is given by
\[
\Pi_{s,1}(p_{s1}, p_{t1}, \delta) = \Pi_{s1} + \Pi_{t1} = p_{s1} q_{s1} + (p_{t1} - \delta q_{s1}) q_{t1},
\]
where \( \Pi_{s1} \) and \( \Pi_{t1} \) denote the profits of firm 1 in market \( s \) and market \( t \), respectively, and \( \Pi_{s,t,1} \) denotes the joint profit of firm 1 from the two markets. The profit of firm 2 is given by
\[
\Pi_{t2}(p_{t2}) = p_{t2} q_{t2}^{15}.
\]

We model the game in three stages. In Stage 1, firm 1 decides the cross-market discount \( \delta \). In Stage 2, the two firms simultaneously decide the posted prices \( p_{s1}, p_{t1} \) and \( p_{t2} \) in the two markets, given \( \delta \). In Stage 3, the consumer decides how much to purchase of each product in each market, given the posted prices and the cross-market discount. Our assumption that \( \delta \) is decided before the prices are set is meant to reflect the fact that the cross-market discount is a long-term decision, while prices can be changed more often. For instance, in the Pittsburgh market, Giant Eagle has not changed the rate of fuelperks! in the last several years. This might also be important to clearly convey the characteristics of the fuelperks! scheme to consumers. Prices, on the other hand, change almost on a daily basis in both the grocery and the fuel markets.

We solve for the subgame-perfect equilibrium of the game using backward induction. In Stage 3, given the posted prices and the cross-market discount, the consumer solves
\[
\max_{\{q_{s1}, q_{t1}, q_{t2}\}} C_S(q_{s1}, q_{t1}, q_{t2}, p_{s1}, p_{t1}, p_{t2}, \delta).
\]
In Stage 2, given \( \delta \), the two firms simultaneously solve
\[
\max_{\{p_{s1}, p_{t1}\}} \Pi_{s,1}(p_{s1}, p_{t1}|\delta) \quad \text{and} \quad \max_{\{p_{t2}\}} \Pi_{t2}(p_{t2}|\delta).
\]
In Stage 1, firm 1 solves
\[
\max_{\delta} \Pi_{s,t,1}(\delta).
\]
In each stage we also need to impose the following conditions to guarantee that the model is well defined: we require nonnegative prices and quantities, and in the consumer utility maximization

\[\text{Note that while we are designating one market as the source market and the other as the target market, this distinction is primarily for ease of exposition and ease of accounting of profits --- the expenditure reduction for the consumer and the profit reduction for the firm have the symmetric multiplicative form of } \delta q_{s1} q_{t1}, \text{ whatever the } \text{“direction” of the discount. In Section 5.2 we consider expenditure-based cross-market discounts and find that they are not symmetric.}\]
problem we require a nonnegative net consumer surplus (implicitly assuming that the consumer's outside option, corresponding to the case in which she does not purchase anything, is zero).

4. Analysis

We first analyze a monopoly-monopoly scenario. Understanding this simplified scenario helps us to obtain some basic insights into the dynamics of cross-market discounts before we proceed to more complicated scenarios.

4.1. A simple case: the monopoly-monopoly scenario

In this scenario we assume that both market $s$ and market $t$ are monopolies (i.e., $\theta_t = 0$). Since our focus is on firm 1 and firm 2's actions have no effect on firm 1's actions when $\theta_t = 0$, we can simply ignore firm 2. In Stage 3, given the posted prices and the cross-market discount, the consumer decides the optimal quantities to purchase by maximizing her surplus. This gives the following functions for quantities consumed in each market:

\[
q_{s1} = \frac{\alpha_s (\alpha_s + \delta)}{\alpha_s \alpha_s - \delta^2} - \frac{\alpha_s}{\alpha_s \alpha_s - \delta^2} p_{s1} - \frac{\delta}{\alpha_s \alpha_s - \delta^2} p_{t1}
\]

\[
q_{t1} = \frac{\alpha_t (\alpha_t + \delta)}{\alpha_t \alpha_t - \delta^2} - \frac{\alpha_t}{\alpha_t \alpha_t - \delta^2} p_{s1} - \frac{\delta}{\alpha_t \alpha_t - \delta^2} p_{t1}
\]

It is insightful to discuss some salient properties of these demand functions. First, if $\delta = 0$, i.e., no cross-market discount is offered, the demand functions are given by $q_{s1} = 1 - (1/\alpha_s) p_{s1}$ and $q_{t1} = 1 - (1/\alpha_t) p_{t1}$, and the quantities demanded in the two markets are completely independent. In this case, the price sensitivity in market $s$ is given by $1/\alpha_s$, which implies that, as the importance of the source-market product increases, consumers become less price sensitive for this product. $\alpha_t$
plays the same role in market $t$. Second, the quantities consumed are linear in prices but nonlinear in the cross-market discount. Third, the cross-market discount leads to a “coupling” between the two markets, and a price increase in either market leads to consumers purchasing lesser in both markets even though they were originally independent. Fourth, as the cross-market discount ($\delta$) increases, the base demand, the own-price sensitivity and the cross-price sensitivity of the consumers increase in both markets, all else equal.

In Stage 2, the firm foresees the above response by the consumers and sets the optimal posted prices, $p_{s1}$ and $p_{t1}$, by solving its profit maximization problem. The prices and the corresponding quantities consumed are given in Table 1.

<table>
<thead>
<tr>
<th>PRICES</th>
<th>$p_{s1}$</th>
<th>$\frac{\alpha \alpha (2\alpha + \delta)}{4\alpha \alpha - \delta^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_{t1}$</td>
<td>$\frac{\alpha \alpha (2\alpha + \delta)}{4\alpha \alpha - \delta^2}$</td>
</tr>
<tr>
<td>$p_{s1} - \delta q_{s1}$</td>
<td>$\frac{\alpha (2\alpha \alpha - \alpha \delta - \delta^2)}{4\alpha \alpha - \delta^2}$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QUANTITIES</th>
<th>$q_{s1}$</th>
<th>$\frac{\alpha (2\alpha + \delta)}{4\alpha \alpha - \delta^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_{t1}$</td>
<td>$\frac{\alpha (2\alpha + \delta)}{4\alpha \alpha - \delta^2}$</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1**: Prices and quantities in Stage 2 in the monopoly-monopoly scenario.

These expressions reveal an interesting “cross-market leverage” effect that the firm uses to its advantage. For a fixed $\delta$, the effective per-unit price in the target market decreases with quantity consumed in the source market. Therefore, consumers are incented by a cross-market discount to increase consumption in the source market, even at a higher price in this market. Foreseeing this, the firm raises the price in the source market. In other words, in spite of the fact that consumers have a negative price elasticity of demand, they increase the quantity they purchase in the source market at a
higher price when a cross-market discount is in place. (Specifically, in our model, both price and quantity simultaneously increase because the base demand, i.e., the intercept of demand, increases with $\delta$.) Therefore, there is increased consumption in both markets, at a higher price in the source market and a lower effective price in the target market. We state the above result in the following proposition.

**Proposition 1.** After the introduction of a cross-market discount, both price and quantity sold in the source market increase simultaneously.

The above proposition holds whenever the model is well defined, the condition for which is $\delta < \sqrt{\alpha_s \alpha_t}$. The firm makes a larger profit in the source market (since both price and consumption increase in this market) but a lower profit in the target market. Overall, as $\delta$ increases, the combined profit from the two markets increases due to a larger cross-market leverage effect. From the consumers' point of view, their surplus decreases as a result of the cross-market discount, because they are purchasing more in the target market at a lower price and more in the source market, but at a higher price. The decrease in surplus due to the price increase in the source market dominates any increases in surplus due to higher consumption in both markets or lower price in the target market. Therefore, when a cross-market discount is being offered, the prices charged are such that it is optimal for consumers to avail it, but they would have been better off if it were not offered in the first place.

Given the results of Stage 2 above, in Stage 1 the firm decides the optimal level of the cross-market discount rate ($\delta$) to maximize its joint profit from the two markets. The expression for the joint profit is given by $\Pi_{st,1}(p_{s1}, p_{t1}, \delta) = \alpha_s \alpha_t (\alpha_s + \alpha_t + \delta)/(4\alpha_s \alpha_t - \delta^2)$. From the expressions
and the discussion above, we can see that this profit monotonically increases in $\delta$, while the consumer surplus and the effective price in the target market monotonically decrease in $\delta$. Therefore, the firm will keep increasing $\delta$ up to the point at which either the consumer surplus is zero or the effective price in the target market is zero, and this gives the optimal level of $\delta$. At this point, the total profit of the firm from the two markets is higher than the sum of the monopoly profits that it was making in the two markets without using a cross-market discount.

If consumption in the target market is not important (i.e., $\alpha_t$ is considerably smaller than $\alpha_s$), prices in the target market will be low because consumers are not willing to spend a lot in this market. In this case, the firm increases $\delta$ up to the point at which the effective price in the target market is zero. On the other hand, if consumption in the target market is important enough, the firm can charge a higher price in this market and, in this case, the constraint that consumer surplus should be nonnegative is binding, i.e., the firm can extract the full consumer surplus by employing a cross-market discount and increasing price in the source market. Note that the firm can achieve this even when the price elasticity of demand is negative in both markets, and this was not possible without the cross-market discount. We state the above result as a proposition.

**Proposition 2.** If neither market is competitive, the firm can always use a cross-market discount to extract greater consumer surplus across the two markets. Furthermore, if the target market is less price sensitive than the source market (i.e., $\alpha_t > \alpha_s$), then the firm can set the cross-market discount rate ($\delta$) to extract the full consumer surplus across the two markets.

Furthermore, the optimal cross-market discount rate increases with both $\alpha_s$ and $\alpha_t$. This is because a larger value for either of these parameters increases the importance of these categories in the
consumption utility function because of which consumers purchase more of both. Therefore, they attain more consumption utility, all of which the firm extracts by setting a higher value of $\delta$ and leaves them with no surplus. We now provide some generalizations to the above model and compare them with quantity discounts restricted to the source market.

**Different rates of diminishing marginal utilities**

In the above analysis, for analytical simplicity, we assume that the rates of diminishing marginal utility from consumption are equal in the source and the target markets. We now consider a more general case in which the consumption utility function is given by $U(q_{s1}, q_{t1}) = a_s(q_{s1} - \psi_s q_{s1}^2/2) + a_t(q_{t1} - \psi_t q_{t1}^2/2)$, where $\psi_s > 0$ and $\psi_t > 0$. By increasing or decreasing the values of $\psi_s$ and $\psi_t$, we can increase or decrease the rates of decrease of marginal utility from consumption (or, the rates of “satiation” from consumption) in the source and target markets, respectively. (In our basic model, $\psi_s = \psi_t = 1$.) When no cross-market discount is applied ($\delta = 0$), the demand functions are given by $q_{s1} = 1/\psi_s - 1/(a_s \psi_s) p_{s1}$ and $q_{t1} = 1/\psi_t - 1/(a_t \psi_t) p_{t1}$. Therefore, if $\psi_s$ and $\psi_t$ increase, the base demand in the market in question decreases and the demand in this market becomes less sensitive to price.

As before, the equilibrium in this scenario is derived using backward induction (details are provided in Section 6 in the Technical Appendix 1). The basic insights of Propositions 1 and 2 remain unchanged because both prices and quantities are increasing in $\delta$. However, larger values of $\psi_s$ and $\psi_t$ imply that demand is less price sensitive (as mentioned above), which reduces the rates at which prices and quantities, and therefore profit, increase with an increasing cross-market discount rate. The other key impact of the rates of diminishing marginal utilities is on the binding constraints
in Stage 1. It turns out that both consumer surplus and effective price in the target market decrease at a slower pace for larger values of rates of diminishing marginal utilities, enlarging the region of feasible values of $\delta$.

Therefore, when consumer satiate faster, we have two forces moving in opposite directions. Although profit increases at a slower rate with $\delta$, the firm can impose a larger rate of the discount. In this scenario, the former effect dominates, providing the firm smaller gains in profits when consumers have larger rates of satiation. The ability of the firm to extract consumer surplus also depends on the rates of diminishing marginal utilities, and the effect of the rate in each market is different. We find that the set of values of $\alpha_s$ and $\alpha_t$ where the firm can fully extract consumer surplus is enlarged by larger values of $\psi_s$ and smaller values of $\psi_t$.

Finally, it is worthwhile to note that if marginal utility from consumption is constant rather than decreasing (i.e., $\psi_s = \psi_t = 0$), then cross-market discounts will be futile. This is because this is a degenerate case in which if the price in a market is lower than marginal utility, then the consumer will consume the maximum amount available. In other words, with constant marginal utility, if the consumer has the incentive to consume one unit, then she has the incentive to consume all the units available. Therefore, there is no reason to offer any discount to induce more consumption.

**Quantity discounts limited to the source market**

How do cross-market discounts compare to similar discounts in the source market itself? Such a “self-market discount” scheme could be considered similar to the more standard quantity discounts or loyalty programs in which consumers are offered more grocery rebates as they purchase more\(^\text{16}\).

\(^{16}\) In a typical quantity discount schedule, the unit price of a good decreases at a decreasing rate as more quantity is purchased. However, to study the self-market discount analog of the fuelperks! scheme, we model a “supercharged” quantity discount in which the unit price of the good decreases linearly as more quantity is purchased.
In this section, we show that due to the diminishing marginal returns from consumption, a firm may prefer cross-market discounts to self-market discounts. We consider only the monopoly-monopoly scenario; the same basic insights hold for the other scenarios (that we discuss subsequently) as well.

To model the impact of diminishing marginal returns, we assume that the consumption utility function is given, as above, by

\[ U(q_s, q_t) = \alpha_s (q_s - \psi_s q_s^2/2) + \alpha_t (q_t - \psi_t q_t^2/2) \]

where \( \psi_s > 0, \psi_t > 0 \). In the case of a cross-market discount, denoted by \( \delta \), the expenditure function is given as before. In the case of a self-market discount, denoted by \( \delta_s \), the effective per-unit price of the product in market \( s \) is given by \( p_s - \delta_s q_s \), and the expenditure function is given by

\[ E(q_s, q_t | p_s, p_t, \delta) = (p_s - \delta_s q_s) q_s + p_t q_t. \]

We conduct the analysis in the same way as in Section 4.1; the details are in Section 6.1 in the Technical Appendix 1.

Consider the simplified case in which \( \psi_s = \psi_t = \psi \), i.e., the rate of diminishing marginal returns is the same in both the source and the target markets. A self-market discount induces more consumption only in the source market, while a cross-market discount induces more consumption partly in the source market and partly in the target market, as shown earlier. This implies that a self-market discount leads to consumers reaching the point of reduced consumption utility earlier than a cross-market discount, because the latter slows down “satiation” in both markets by distributing additional consumption (motivated by the discount) across the two markets. Consequently, the optimal cross-market discount is larger than, and induces more total consumption than, the optimal self-market discount. Therefore, as \( \psi \) increases, the firm finds it optimal to employ a cross-market discount scheme rather than an analogous self-market discount scheme, because cross-market discounts allow the firm to exploit the less price sensitive parts of the consumers’ utility functions in the two markets.
The above insights carry over to the cases in which $\psi_t \neq \psi_t$. Notably, if $\psi_s > \psi_t$, then the rate at which marginal utility decreases with additional consumption is faster in the source market than in the target market and, therefore, cross-market discounts are even more likely to be offered as compared to self-market discounts. On the other hand, if $\psi_s$ is significantly smaller than $\psi_t$, then self-market discounts are preferred. The exact condition under which the firm will prefer a cross-market discount strategy over a self-market discount strategy is $2\alpha_s - 3\alpha_t + \sqrt{8\alpha_s \alpha_t \alpha_s \alpha_t} > 0$. We summarize the discussion above in the following proposition.

**Proposition 3.** The firm prefers a cross-market discount over a self-market discount, except when the marginal utility of consumption in the target market diminishes significantly faster than it does in the source market.

**Non-zero marginal cost**

In our analysis above, we assume that the marginal cost for the firm is zero in both markets, and impose the condition that the effective price in the target market should be nonnegative. In Section 6.2 in the Technical Appendix 1, we allow a positive marginal cost in the target market and find that the firm may offer a cross-market discount large enough to price below marginal cost in this market. In our motivating example in the introduction (in which a discount of 10¢ per gallon is offered for every $50 spent on grocery), this indeed seems to be the case since fuel pumps across USA are known to make a profit of only 3¢ to 15¢ per gallon (Robbins 2008). Besides the above, there is no qualitative difference in the results. (Note that a zero marginal cost in the source market is not a restrictive assumption since prices in the source market increase after the introduction of a cross-market discount.)
4.2. The monopoly-duopoly scenario

In the monopoly-duopoly scenario, we allow for competition in the target market by assuming $0 \leq \theta_t < 1$. This scenario is a closer representation of our motivating example. We build on the insights obtained from the analysis of the monopoly-monopoly scenario, some of which carry over qualitatively. The new effects that arise can directly be attributed to the strategic interaction between competitors in the target market.

As before, we start with Stage 3, in which the consumer decides the optimal quantities to purchase by maximizing her surplus, given the posted prices and the cross-market discount. This gives the following demand functions:

\[
q_{1t} = \frac{1}{\alpha, \alpha, (1 - \theta_t^2) - \delta^2} \left( \alpha, (1 - \theta_t) \left( \alpha, (1 + \theta_t) + \delta \right) - \alpha, (1 - \theta_t) p_{1t} - \delta p_{1t} + \delta \theta_t p_{12} \right)
\]

\[
q_{2t} = \frac{1}{\alpha, \alpha, (1 - \theta_t^2) - \delta^2} \left( \alpha, \alpha, (1 - \theta_t) + \alpha, \delta \right) - \delta p_{2t} - \alpha, p_{2t} + \alpha, \theta_t p_{12} \right)
\]

\[
q_{12} = \frac{1}{\alpha, \alpha, (1 - \theta_t^2) - \delta^2} \left( \alpha, \alpha, (1 - \theta_t) - \alpha, \theta_t \delta - \delta^2 \right) + \delta \theta_t p_{1t} + \alpha, \theta_t p_{2t} - \left( \alpha, \alpha, - \delta^2 \right) p_{12} \right)
\]

First, note that if $\theta_t = 0$, we obtain exactly the demand functions for firm 1 in the monopoly-monopoly scenario. When $\theta_t > 0$, i.e., there is competition in market $t$, the quantities consumed are linear in prices but nonlinear in the cross-market discount. As before, if $\delta = 0$, the two markets are completely independent, and if $\delta > 0$, the two markets are “coupled”. If firm 1 increases price in either market, all else equal, the quantities demanded for its products in both markets reduce and the quantity demanded of firm 2’s product in market $t$ increases. If firm 2 increases its price in market $t$, its own demand decreases, while the quantities demanded of firm 1’s products in both markets increase. If firm 1 increases $\delta$, the base demands for both of firm 1’s products increase and the base
demand for firm 2’s product in market $t$ decreases, and the above discussed reactions of consumers to prices become stronger.

The firms foresee the above response by the consumers and, in Stage 2, they simultaneously solve
\[
\max_{\{p_{s1}, p_{t1}\}} \Pi_{s1} (p_{s1}, p_{t1} | \delta) \quad \text{and} \quad \max_{\{p_{t2}\}} \Pi_{t2} (p_{t2} | \delta). 
\]
The prices and the corresponding quantities are given in Table 2. Figure 1 shows equilibrium prices, quantities demanded and profits as functions of the discount rate $\delta$ for a representative case. As in the monopoly-monopoly scenario, this analysis also reveals the “cross-market leverage” effect when $\delta > 0$ - for firm 1, posted prices are higher in both markets (while price after discount is lower in market $t$), quantities consumed are higher in both markets and total profit is higher (decomposing this, profit is higher in market $s$ but lower in market $t$).

| PRICES |
|------------------|------------------|------------------|------------------|
| $p_{s1}$         | $\alpha, \alpha (\alpha' \gamma (\theta^s - 5\theta_t + 4) + \alpha \delta (\alpha (2-\theta_t-\theta_s) - \delta (4 - 3\theta_t^s)) + \delta' (2-\theta_t))$ |
| $p_{t1}$         | $\alpha, \alpha (1-\theta_t) (\alpha \alpha (2\alpha (2 - \theta_t^s - \theta_s) + \delta (2 - \theta_t^s)) - 2\delta (\delta + \alpha (2 - \theta_t)))$ |
| $p_{t2}$         | $\alpha, \alpha (\theta_t^s - 5\theta_t^s + 4) + \alpha, \alpha, \alpha \delta (7\theta_t^s - 10) + 2\delta^s$ |
| $p_{s1} \cdot \delta q_{s1}$ | $\alpha (2\alpha \alpha (1-\theta_t)) (\alpha (2 - \theta_t^s - \theta_s) - \delta) + \alpha, \delta (\alpha (\theta_t^s - 5\theta_t^s + 4) + \alpha, \alpha \delta (7\theta_t^s - 10) + 2\delta^s)$ |

| QUANTITIES |
|-----------------|-----------------|-----------------|-----------------|
| $q_{s1}$         | $\alpha (\alpha \alpha (\theta_t^s - 5\theta_t^s + 4) + \alpha, \delta (\alpha (2 - \theta_t^s - \theta_s) - \delta (4 - 3\theta_t^s)) + \delta' (2 - \theta_t))$ |
| $q_{t1}$         | $\alpha (\alpha \alpha (\alpha (2 - \theta_t^s - \theta_s) + \delta (2 - \theta_t^s)) - 2\delta (\delta - \alpha (\theta_t - 2)))$ |
| $q_{t2}$         | $\alpha (2\alpha \alpha (\theta_t^s - 5\theta_t^s + 4) + \alpha, \alpha, \delta (7\theta_t^s - 10) + 2\delta^s)$ |

Table 2: Prices and quantities in Stage 2 in the monopoly-duopoly scenario.
But the story is richer in this scenario because of the strategic reaction of the competitor in market $t$. If $\delta > 0$, firm 1’s effective price in market $t$ decreases, in response to which firm 2 lowers its price in market $t$ as well, and as $\delta$ increases, this reaction from firm 2 becomes stronger.

![Figure 1](image)

**Figure 1:** Prices, quantities and profits as functions of the cross-market discount rate ($\delta$) in Stage 2 in the monopoly-duopoly scenario. For these plots, we use $\alpha_t = \alpha_t = 1$ and $q_t = 1/2$.

For $\delta$ large enough, firm 2 charges a very small price to increase its own sales, with the result that the cross-market leverage effect for firm 1 starts to decrease because fewer units are purchased from it in market $t$. Due to reduced cross-market leverage, any further increase in $\delta$ leads to a decrease in posted prices, sales and profits for firm 1 in both markets. In summary, for firm 1, the joint profit from the two markets has an inverted-U shape in $\delta$, unlike in the monopoly-monopoly scenario in which it always monotonically increases with $\delta$. This is due to the strategic reaction by the competitor in market $t$.

Given the results of Stage 2, in Stage 1, firm 1 solves $\max_{\delta} \Pi_{st,1}(\delta)$ to decide the optimal level of the cross-market discount rate $\delta$. From the analysis above, we can see that the optimum solution for $\delta$ may be interior. At this optimum, firm 2 makes lower profits than when no cross-

---

17 At extreme values of $\theta_t$, however, the trends are still monotonic. At one extreme, if $\theta_t$ is close to 0, the model resembles the monopoly-monopoly scenario and therefore prices and quantities demanded are monotonically increasing in $\delta$. At the other extreme, if $\theta_t$ is close to 1, prices are very low because of intense competition. In this case, the constraint that the effective price in the target market should be nonnegative is binding before the decreasing part of firm 1’s profit curve is reached.
market discount was being offered, while Firm 1 makes higher profits because of the cross-market leverage. Note that the consumer surplus at the optimum level of the cross-market discount may be positive and larger than without a cross-market discount, unlike in the monopoly-monopoly case. In the monopoly-duopoly case, after cross-market discounts have been introduced, consumers obtain smaller surplus in the grocery market (due to higher prices in this market through the cross-market leverage effect) but a significantly larger surplus in the target market due to competition in this market. Overall, if the competitive intensity in the target market is high, total consumer surplus increases after the introduction of a cross-market discount, while if it is low, the total consumer surplus decreases (as in the monopoly-monopoly case). Therefore, both firm profit and consumer surplus can simultaneously increase in this case after cross-market discounts are introduced.

We now study the characteristics of the optimal cross-market discount rate. First, the optimal value of $d$ increases with both $a_s$ and $a_t$, keeping other parameters fixed. This is because a larger value for either of these parameters increases the importance of these categories in the consumption utility function because of which consumers purchase more of both. Therefore, they attain more consumption utility, but the firm also sets $d$ at a larger value and can extract more of the consumer surplus (even if it is unable to extract all of it).

The impact of the degree of competition in the target market, $\theta_t$, on the optimal cross-market discount rate, $\delta$, is more interesting. Arguably, and increase in $\theta_t$ can lead to an increase or a decrease $\delta$. On the one hand, one can argue that if the target market is more competitive, the discount rate should be higher to induce more consumers to purchase from firm 1 in market $t$. On the other hand, if the target market is less competitive, the discount rate should be lower to avoid cannibalization of sales from the source market.
the other hand, a larger cross-market discount in a more competitive market could lead to a stronger reaction by firm 2, which can lead to overall lowering of prices and reduce everybody's profits.

We find that, in our model, the second effect dominates the first, i.e., the cross-market discount rate is smaller in a more competitive market. As $\theta_t$ increases from zero, i.e., intensity of competition in the target market increases, the profit that can be made in this market, and the extra profit from cross-market leverage, both decrease. Since there is lesser profit to extract, the optimal value of the cross-market discount rate, $\delta$, decreases. This is shown in Figure 2 for a representative case. Furthermore, as long as $\theta_t$ is small, firm 2 does not react very strongly to a cross-market discount. So, while the cross-market discount rate decreases with increasing $\theta_t$, it decreases slowly. However, as $\theta_t$ becomes larger, the reaction by the competitor becomes progressively stronger and optimal $\delta$ starts decreasing in a concave fashion, i.e., decreasing at an increasing rate. As $\theta_t$ gets close to 1, price sensitivities in the target market become very large and prices in the target market approach zero (equal to marginal cost), and there is no profit in the target market to extract. Therefore, offering a cross-market discount is of no use to firm 1, so that the optimal value of $\delta$ is zero. We confirm all of the results above through a comprehensive analysis allowing for different values of the exogenous parameters of the model ($\theta_t$, $\alpha_s$ and $\alpha_t$; details are provided in Section 6.3 in the Technical Appendix 1), and summarize them in the following proposition.

**Proposition 4.** If the target market is competitive, the optimal value of the cross-market discount rate ($\delta$):

- **Decreases in the competitive intensity in the target market ($\theta_t$).**
- **Increases in the importance of the source-market consumption utility ($\alpha_s$) and in the importance of the target-market consumption utility ($\alpha_t$).**
Figure 2: Plot of the optimal rate of the cross-market discount \( \delta \) with competitive intensity in the target market \( \theta_t \), when \( \alpha_s=\alpha_t=1 \).

5. Extensions

5.1. The duopoly-duopoly scenario

While it is reasonable to assume that the source market is a monopoly for our motivating example of the Pittsburgh, PA market, grocery retailers that are adopting the fuelperks! and Power Pump schemes in other areas might be facing significant competition in the grocery market as well. Therefore, we extend our analysis to a duopoly-duopoly scenario by assuming that the focal firm faces competition in the source market as well.

In this scenario, when only the focal firm offers a cross-market discount and the competitors in the two markets act independently, the focal firm is better off and the competitors in both markets are worse off. Furthermore, competition in the source market has similar effects as competition in the target market and the basic insights from the model remain largely unchanged. More details are available in Section 7 in the Technical Appendix 1.

However, if competing firms are present in both markets, then these firms (i.e., the focal firm's competitor in the source market and its competitor in the target market) might have the incentive to join hands and introduce their own cross-market discount program in competition with
the focal firm's cross-market discount program. We assume that two firms (1 and 2) compete simultaneously in both source (s) and target (t) markets. (Note that we have clubbed the competing entities in the two markets into “firm 2”, and firms 1 and 2 are assumed to be completely symmetric.) We keep all notation used in previous scenarios except for the introduction of an index for the rate of cross-market discount offered by each firm (δ_1 and δ_2). Then, in the symmetric duopoly-duopoly scenario the consumer utility and expenditure are given by

\[\begin{align*}
U(q_{s1}, q_{s2}, q_{t1}, q_{t2}) &= \alpha_s \left( q_{s1} - \frac{q_{s1}^2}{2} + q_{s2} - \frac{q_{s2}^2}{2} - \theta_s q_{s1} q_{s2} \right) + \alpha_t \left( q_{t1} - \frac{q_{t1}^2}{2} + q_{t2} - \frac{q_{t2}^2}{2} - \theta_t q_{t1} q_{t2} \right) \\
E(p_{s1}, p_{s2}, p_{t1}, p_{t2}, \delta_1, \delta_2) &= p_{s1} q_{s1} + p_{s2} q_{s2} + (p_{t1} - \delta_1 q_{t1}) q_{t1} + (p_{t2} - \delta_2 q_{t2}) q_{t2}
\end{align*}\]

We again model the game in three stages. In Stage 3, the consumer decides how much she will consume of each product in each market. In Stage 2, the two firms simultaneously decide all retail prices in both markets. In Stage 1, both firms simultaneously decide their optimal cross-market discount rates. Below we discuss the insights obtained from our analysis; more details are available in Section 8 in the technical appendix.

We are interested in analyzing how firm profits and consumer surplus change in comparison to the case in which cross-market discounts are not implemented. To simplify the analysis and focus on the key insights, we assume that both markets are equally important for the consumers and equally competitive for the firms, i.e., \(\alpha_s = \alpha_t = \alpha\) and \(\theta_s = \theta_t = \theta\). Our analysis shows that both firms always offer cross-market discounts. In Figure 3, we plot for a representative case the optimal rate of the cross-market discount (which, in equilibrium, is equal for both firms due to symmetry, i.e.,

---

19 As we described in a footnote in Section XX, if the competing entities in the two markets are owned separately, our formulation is equivalent to assuming that the two entities cooperatively bargain with lump sum transfer payments (i.e., \(s_1\) and \(t_1\) cooperatively bargain, and \(s_2\) and \(t_2\) cooperatively bargain), which is equivalent to joint optimization by these entities in the two markets (i.e., joint optimization by \(s_1\) and \(t_1\), and joint optimization by \(s_2\) and \(t_2\)).
\( \delta_1 = \delta_i = \delta \), the change in profit for the firms and the change in surplus for the consumers due to the cross-market discounts.

As expected, when the competitive intensity \( (\theta) \) is small, this scenario resembles the monopoly-monopoly scenario and the retailers are better off and consumers are worse off with cross-market discounts. On the other extreme, when the competitive intensity is high, cross-market discounts actually hurt firms' profits because they invite stronger reactions from the competing firm. However, each firm still offers them because of a classic “prisoners' dilemma” situation. In this case, consumer surplus is higher after cross-market discounts are introduced.

The more interesting result, however, occurs when the intensity of competition is medium. In this case, both the consumers and the firms are better off through cross-market discounts. This is because consumption is higher and, because competitive intensity is medium, prices neither rise too

Figure 3: Impact of the competitive intensity \( (\theta) \) on the optimal rate of the cross-market discount \( (\delta) \) offered by both firms, the change in profit for each firm \( (\Delta \Pi) \) and the change in consumer surplus \( (\Delta CS) \) due to the cross-market discounts. For this figure, we use \( \alpha = 1 \).
much (which would have hurt the consumers) nor decrease too much (which would have hurt the firms). Therefore, the benefit from a cross-market discount strategy is positive even when a competitor decides to imitate the strategy and, moreover, this benefit is not at the expense of the consumers. We confirm that these results are replicated for different values of the exogenous parameters ($\theta$ and $\alpha$) by conducting a comprehensive numerical analysis (details available in Section 8.1 in the Technical Appendix 1), and summarize them in the proposition below.

**Proposition 5.** *If both the source market and the target market are competitive, both firms always offer cross-market discounts. Under moderately intense competition, profit of each firm increases, and consumer surplus also increases.*

The above result is in sharp contrast with the results in Gans and King (2006), the only other study on cross-market discounts that we know of. They model cross-market discounts as a bundling problem and obtain the conclusion that nobody benefits from them under any conditions - competing partnerships see no increase in profit and consumer surplus also decreases. However, they consider cross-market discounts primarily as a way to poach a competitor's consumers, and do not allow consumer demand to be price elastic. This is a main difference between the two models (among others), which leads to these very different conclusions. In actual fuelperks! implementations, there is evidence that consumption of both grocery and fuel has increased. Indeed, when explaining why fuelperks! work, a Giant Eagle executive stated that “*essentially fuelperks! is funded by the amount of additional store sales that we get inside our multiple store formats - both GetGo and Giant Eagle*” (McTaggart 2006). We believe that this evidence offers strong support for our formulation and insights.
5.2. Discount based on expenditure in the source market

In the basic model, we assume that a cross-market discount is tied to quantity purchased in the source market. In this extension, we consider a cross-market discount tied to the total amount spent by a consumer in the source market, as we see in several implementations of this strategy. We find that most of our key results from the previous sections are reproduced, and we discuss some new insights as well.

Suppose that a cross-market discount, \( d_r \), is offered from market \( s \) to market \( t \) such that, if a consumer purchases an amount \( q_{s1} \) at the price \( p_{s1} \) in market \( s \), she obtains a unit price of \( p_{t1} - d_r p_{s1} q_{s1} \) in market \( t \). The only change from the original monopoly-duopoly model is in the expenditure function, which is now given by

\[
E(q_{s1}, q_{t1}, q_{t2} | p_{s1}, p_{t1}, p_{t2}, d_r) = p_{s1} q_{s1} + (p_{t1} - d_r p_{s1} q_{s1}) q_{t1} + p_{t2} q_{t2}.
\]

The analysis in this case is algebraically intractable in Stage 1, so we resort to a numerical study. The details are provided in Section 8.2 in the Technical Appendix 1.

First, we find that the qualitative impact of the discount rate \( d_r \) on prices and quantities is the same as in our basic model. Profits also follow exactly the same patterns as before: total profit for firm 1 increases in \( d_r \) if competitive intensity in the target market is low, and has an inverted-U shape in \( d_r \) if this competitive intensity is high. Consumer surplus also follows the same trends as before: it decreases in \( d_r \) if competitive intensity is low, and increases in \( d_r \) if competitive intensity is high enough. Consequently, the qualitative effect of each parameter of the model on the optimal level of the cross-market discount also remains unchanged. We conclude that, compared to this formulation, the basic model is significantly more parsimonious and captures the relevant insights of cross-market discounts.
However, a new and interesting feature of this extension is that a discount from market $s$ to market $t$ may not be symmetric to a discount from market $t$ to market $s$, because the prices in the two markets may be different. Therefore, we can explore which direction of the discount is more profitable for the focal firm. Our numerical analysis shows two interesting results. First, when market $s$ is relatively more important to the consumer than market $t$, the focal firm makes larger profits by allowing consumers to accumulate discounts in market $s$ to redeem them in market $t$. When market $t$ is relatively more important, the relation reverses. Second, competitive structure of a market also plays a role. We find that when both markets have the same importance, the focal firm will make larger profits by offering a discount from the monopoly to the duopoly market. In other words, it is more profitable if cross-market discounts are redeemable in the market that faces competition.

Both of the above results are in line with what we observe in the actual implementations of cross-market discounts from grocery to gasoline. First, according to the Consumer Expenditure Survey conducted by the Bureau of Labor Statistics, consumers spend on average more than double on grocery than on gasoline (CES 2009). Second, gasoline is a highly commoditized market, making it more competitive than grocery. These indicate that, in actual implementations, the source market (grocery) is indeed the more important market and the less competitive market than the target market (gasoline).

---

20 We compare the total expenditure in the categories “Food at Home” and “Gasoline and Motor Oil” as defined in the Consumer Expenditure Survey. The average ratio from 1997 to 2007 is 2.22. This is a conservative estimate because “grocery” typically contains many more categories than those included under “Food at Home” in the CES.
5.3. Other assumptions

We now briefly discuss some simplifying assumptions that we have made in our model. In this paper, for both cross-market discounts and self-market discounts, we have only considered price discounts that are linear in quantity consumed. We find that such a discount motivates higher consumption in both cases, and typically motivates higher consumption in the cross-market discount case. Other “more accelerated” forms of discount, such as one in which the price discount increases faster than linear with quantity consumed, can motivate even higher total consumption. However, even for such an accelerated discount schedule, we can expect that cross-market discounts may be more beneficial because they distribute additional consumption across two markets, thus delaying satiation in both. Future research can explore this question in more detail.

Another simplifying assumption we make is that consumption utility functions are concave. However, these functions might have different forms, such as an S-shaped form. In this case, a cross-market discount will not have a significant impact at low levels of consumption (i.e., the initial flat part of the consumption utility function). However, we expect our results to be applicable at higher levels of consumption. Therefore, we expect our results and insights to hold, although their impact will be “delayed”. Furthermore, this might, based on the specific characteristics of the S-shaped utility functions in the two markets, also have an impact on the direction of the cross-market discount.

On a similar note, studies have shown that there can be significant uncertainty about the functional form of demand outside observed consumption/purchasing ranges (Montgomery and Bradlow 1999). Our analysis, which assumes demand to be linear in posted prices, cannot directly speak to these situations. While we believe that even in these cases managers will still have the incentive to increase prices using cross-market discounts, it is important to bring other factors into
the mix while making this decision, such as stronger consumer reactions to higher prices in the source market.

6. Conclusions and Discussion

Promotional programs such as fuelperks! and Power Pump have become very popular with grocery retailers in the last few years. In these cross-market discount programs, consumers can accumulate discounts by purchasing groceries at a particular grocery store (grocery being the “source market”), and redeem these discounts when purchasing fuel at partnering gas stations (fuel being the “target market”). In this paper, we use an analytical model to obtain a deeper understanding of the working of such cross-market discounts.

We find that, across different competitive structures, profits in this scheme accrue from a simultaneous increase in both prices and sales in the source market, while the effective price that consumers pay in the target market reduces. In fact, firms can have an incentive to sell the product in the target market below marginal cost to increase total profits across the two markets. We also provide a characterization of the attributes of market pairs that favor a profitable cross-market discount program. Our model predicts that cross-market discounts will be preferred from a higher-importance-of-consumption market to a lower-importance-of-consumption market, and from a less competitive to a more competitive market. Both predictions are consistent with the fuelperks!-type promotions observed in reality. We also find that cross-market discounts can be more profitable than comparable nonlinear pricing strategies that focus on only one market, because they exploit less price sensitive portions of consumers' utility functions (when there is diminishing marginal utility).

Another trend is that, in most markets, new grocery-gasoline combines are introducing fuelperks!-type schemes in response to such programs started by competitors. In accordance with this, our
model predicts that when both source and target markets are competitive, competing partnerships will simultaneously offer cross-market discounts. Furthermore, when the competitive intensity is low, these partnerships will benefit at the cost of consumers. When the competitive intensity is high, both will see reduced profits from cross-market discounts but still offer them because they are stuck in a “prisoners' dilemma” situation, and consumers will see increased surplus. Interestingly, when competitive intensity is medium, both the competing partnerships and the consumers will benefit simultaneously.

While we focus on the important grocery-gasoline combine throughout the paper, our results might also be applicable in certain other similar settings. For instance, airlines typically offer deals under which miles accumulated on one flight route can be redeemed for a discount on a different flight route, or for a hotel stay or car rental. Another such interesting program is the “aeroplan” rewards program from Air Canada in which, upon purchasing air tickets, consumers obtain points that can be used for subsidized fuel at Esso gas stations in Canada.

We now discuss some avenues for future work on cross-market discounts. We assume for simplicity that the focal firm owns stores in both the source market and the target market. If this is not the case, the incentives of firms in different markets to participate in such a promotional program need to be understood. For example, while a cooperative bargaining solution will still lead to the same pricing and discounting decisions that we find, the issue of dividing profits in these strategic alliances will arise. Furthermore, we assume that partnering firms in different markets sign exclusive partnership contracts. Future work can allow non-exclusive partnerships, which can lead to interesting incentives, and resulting configurations, for cross-market alliances.

We have compared cross-market discounts with self-market discounts only in the source market. However, self-market discounts could be used in both the source market and the target
market. We have conducted some basic exploratory analysis which shows that, under certain conditions, a cross-market discount in addition to two self-market discounts can further increase firm profits by motivating more consumption. A full analysis of this strategy is outside the scope of this paper, and future work can study it in more detail.

We also assume independence between demands in the two markets. This assumption helps to show that cross-market discounts are distinct from bundling, as they can be useful even when the usual incentives for bundling are absent. Analyzing cases in which market demands and valuations are correlated can further enhance our understanding of cross-market discounts. It is also possible that the importance of consumption parameters for the two markets could be impacted by a cross-market discount between the markets. This could lead to interesting implications for these discounts.

We also limit our analysis to a static setting which allows us to obtain some key insights using a simplified model. However, in a dynamic model, in which consumers can purchase in the source market and redeem discounts in the target market at different times, interesting dynamics such as discount accumulation and dynamically optimizing consumption jointly in the two markets will arise. A dynamic model can also explicitly build a “loyalty program” or a “reward program” component into the analysis of cross-market discounts. This can capture dynamics through which current purchasing from a firm promotes future purchasing from this firm or its partner in a different market, which can help to examine the time-lagged impact of cross-market discounts on prices, demand and intensity of competition (Kim, Shi and Srinivasan 2001).

Finally, in 2009, Giant Eagle and GetGo started a “foodperks!” program simultaneously with the “fuelperks!” program. Consumers can now not only purchase groceries to earn discounts redeemable on fuel, but the money spent on fuel further earns discounts redeemable on groceries. This, of course, gives consumers an added incentive to increase consumption in both markets, and is
likely to further increase total profits. However, under diminishing marginal returns from consumption, if the foodperks! program operates in addition to the fuelperks! program, its marginal impact on profits might not be as great as the impact of the original fuelperks! program. While in this paper we limit ourselves to fuelperks! only, a joint analysis of fuelperks! and foodperks! is a fruitful opportunity for future work.
Chapter 4

Inferring Competitor Pricing with Incomplete Information

1. Introduction

A fundamental precept in marketing is to understand competition. Unfortunately in many situations it is difficult to directly observe competitors’ quantity sales and price. Instead the manager has to infer competitive effects by looking at the behavior of their customers. For example, suppose a manager holds their marketing mix constant. If a customer purchases less than typical, the manager may be able to infer that the current drop in sales comes from a competitor’s unobserved price decrease. Alternatively, an increase in purchases may be attributed to a competitor’s unobserved price increase.

The challenge is that there are many competing reasons for variation in purchases that may have nothing to do with a competitor’s actions, such as a drop in the underlying demand for the product, seasonal effects that depress purchases, or simply unattributable, random fluctuations in demand. Moreover, if the customer has shifted purchases from one supplier to another this change may be due to a more attractive price or increased loyalty for the other supplier. From a managerial perspective, it is important to disentangle these underlying reasons since it could suggest quite different strategies for dealing with a customer. For example, a price promotion to spur demand
may be profitable if a demand drops due to lower competitive prices, but it would not be desirable if demand dropped due to random fluctuations.

The goal of this research is to model demand with incomplete information about competitors’ sales and prices. We propose a structural model of a customer’s buying patterns using a firm’s internal data about their customers and augment it with customer characteristics to predict unobserved competitive behavior. More specifically we develop a new econometric model to describe customer purchase decisions based upon costs associated with purchasing. This contrasts with a reduced form model that would treat the competitor’s price as a random unobserved variable that is absorbed into the error function. Reduced form models can provide good forecasts, but they are silent about key competitive questions relevant to managers that our structural model can answer: How competitive are our prices? Are our prices competitive across all customer profiles? And if not, for which customer segments and product categories are our prices more attractive?

Moon, Kamakura and Ledolter (2007) consider inferences about unobserved competitor promotions in the pharmaceutical industry. Their problem is similar to ours in that we wish to make inferences about competitive behavior, but limited to our own sales information. Additionally, Du, Kamakura and Mela (2007) consider a customer relationship manager problem for a bank that has customer transaction data, but lacks knowledge about their customer’s activities at other banks. However, they do have information about potential sales from other sources. This allows them to make predictions about the size and share of the customer. Our goal is to further study in this nascent area by considering inferences about competitive sales and prices when buyers are driven by cost minimization.

Our problem is drawn from a wholesale food distributor which sells to independent restaurants. This industry is characterized by its maturity, high level of competition and a high level
of customer service. Distributors tend to employ their own salesforce which typically contacts customers every week, collects orders, arranges deliveries, and provides price and promotion information. The salesforce tends to have a hybrid compensation scheme, in which some income comes from a salary and the remainder from commissions. Most competitors have a similar structure, although some have only salaried or hourly employees. Additionally some competitors only employ fixed-posted prices, although most allow for negotiated prices. According to First Research, this industry is comprised of 33,000 distributors, but it is also concentrated with the fifty largest companies generating about half of the annual combined industry revenue of $670 billion. The largest distributors are McLane Company, Supervalu, Sysco Corp, and US Foodservice (First Research, 2010). Although this is an important industry, we are unaware of any academic studies of it.

The wholesale food distributor does not directly observe competitors’ prices nor their sales, which is the focus of our research. Surprisingly, there is a high level of variability of price across customers for a particular distributor. This is largely due to the autonomy given the salesforce in negotiating prices and the salesforce compensation structure. Potentially it is also due to the large seasonal movements of certain foodstocks, the larger number of products purchased, and asymmetric competition between the distributor and restaurant. The size of customer facilities (space constraints) and the nature of the business (perishability of many items) imply a limited customer capability of strategic stockpiling. Ultimately, restaurants do not consume the products they purchase but instead derive their demand from their patrons’ demand. This places our problem within the context of a business-to-business market that is quite different than consumer retailing.

Our problem of not observing competitive informational is atypical in marketing research and it is helpful to contrast our problem against competitive inference problems in data rich
environments. Consider the plethora of research on data rich environments like supermarket retailing. Syndicated data providers like Nielsen and IRI provide detailed sales, price, and promotional information about competitors at a product by weekly level for each retailer. This allows manufacturers such as P&G and Unilever or retailers like Kroger, Safeway, or SuperValue to precisely measure price and promotional competition. For example, Blattberg and Wisniewski (1989) and Allenby (1989) all describe how to directly measure consumer’s response to price and promotional changes through sales response models. Potentially they may provide data about every store within a retailer to infer store-level demand (Montgomery 1997). In contrast to these situations with dense competitive information, research on inferring competition from internal sales data is short (Moon et al 2007, Du et al 2007).

2. Research on Demand under Unobserved Competition

The goal for this research is to develop and estimate a model of customer demand with incomplete information using internal sales transaction data. We can characterize our competitors as suppliers and customers as industrial buyers. Given the nature of our customers it is useful to contextualize our problem with respect to the literature on industrial buyer behavior and dual sourcing. Additionally, our problem shares elements with models proposed in consumer buying which we all discuss.

2.1. Industrial Buyer Behavior

As has been pointed out by early work on industrial buyers, there are important differences with final consumer buying (see for example Webster, 1978 or Sheth, 1996). Given the large variations we observe in industrial buyer behavior, it is useful to define the domain of our study. According to the
classic \textit{Buyclass} framework, we restrict our attention to \textit{modified rebuy} situations (Anderson, Chu and Weitz, 1987). In our empirical setting, small adjustments in quantities required are needed for each purchase occasion to satisfy own demand and balance short term inventories. Also, variations in the product mix are introduced a few times in a year to accommodate seasonal variations in the final consumer demand.

While dealing with industrial buyers most of the literature assumes that decision makers decide their purchases to minimize cost instead of the dual utility maximization problem typically assumed in the analysis of final consumer decision. The use of cost minimization framework facilitates the interpretation of the result and it is in a better accordance with well established managerial practices. In modern manufacturing processes, most of the characteristics of the raw materials are well defined exhibiting little variation in the optimal consumption utility that can be achieved and therefore the focus is in the cost of acquiring such materials. This approach has being used by previous studies (Noordewier, John and Nevin, 1990) and it is the base for material requirements planning systems (MRP) that many companies use to support their procurement decisions (e.g. Banker and Kauffman 2004)

Dual Sourcing correspond to the practice where a company split the production between different firms (Lyon 2006), and it is a stream of literature on industrial buying that is particularly relevant for our study. Previous research documents several reasons why companies would want to follow this procurement strategy including the protection during times of shortage, to keep a market feeling and to enhance competition between suppliers (Klotz and Chatterjee 1995). In our setting, dual sourcing occurs when a customer decide to buy their raw material from more than one supplier as a result of strategic considerations such as the continuous monitoring of qualities and prices of multiple vendors or to reduce the possibility of facing out of stocks. In private communication with
the salesforce we found these to be important considerations in routine procurement decisions and therefore are explicitly included in our model. Thus, our study aims to contribute to the relatively scarce empirical literature on industrial buyer behavior, where most of the research is either based on survey data or mainly descriptive (see for example Puto, Patton and King, 1985 or Rauyruen et al, 2007).

2.2. Consumer Buying Behavior

*Multi-category buying:* From a methodological standpoint, we are interested in the estimation of demand functions when the customer purchases a basket of products but the competitor prices are not observed. In this sense, we need to discuss the literature on multi-category choice behavior including models of store choice, incidence, brand choice and the quantity decision (Seetharaman et al. 2005). In recent years great progress has been achieved in this area, but the vast majority of this literature analyzes final consumer behavior which poses important differences with our industrial buyers. For example, given the relatively fixed material requirements of industrial buyers, there is very limited substitution between products which is a central focus of the multi-category choice behavior literature (e.g., a restaurant cannot substitute fish for beef when the customer orders the former, but end consumers are free to make these substitutions). While the purchase of one product might motivate a final consumer to buy a complementary product in a shopping trip, this is less likely to occur for industrial buyers with well defined material requirements. Another difference comes when studying purchase incidence. While final customers purchase timing is heavily influenced by heterogeneity in consumption, industrial buyers have a relatively fixed purchase frequency determined by their inventory policies. Finally, as is pointed out by Seetharaman et al (2005) there is almost no research on customer-level multi-category models of quantity outcomes which is one of the central questions for organization buyers acquiring large volumes. To the best of
our knowledge this is the first model that empirically investigates how industrial buyers make simultaneous purchases in several categories.

*Store Choice:* Among all studies on multi-category purchases, store choice models most closely resemble our problem. In fact, in both cases customers need to decide where to buy (or the identity of the firm who is going to provide the product) and the quantities they are going to buy of each of the products being offered. However, there are profound differences that complicate the translation of store choice model ideas to our setting. First, most of store choice models analyze the tradeoff between the geographic distances of consumer to store and basket attractiveness of the store offering (Bell and Lattin, 1998), while in our problem the marginal cost of store switch is almost negligible. Second most of store choice models reasonably assume a hierarchical decision structure where actual quantities to be purchased are made conditional on store choice (Bodapati and Srinivasan, 2001). In our problem the vendors are those who visit the customers every period, and therefore we consider the hierarchical decision structure is not appropriate.

The estimation of demand systems with unobserved marketing effort has been an issue extensively studied in the marketing literature. The focus here is in the quantification and the characterization of the nature of the biases in parameter estimates resulting of ignoring marketing information (Erdem, Keane and Sun, 1999). We take a different approach where we use economic theory to describe the nature of the relationship of observed and unobserved information and directly incorporate that relationship into the estimation (Shugan, 2004). This is because we are precisely interested in making inferences about those unobservables.

As mentioned earlier our problem share some commonalities with Moon, Kamakura and Ledolter (2007) who propose a hidden Markov model, which takes the unobserved promotion level by competitors as a latent variable driven by a Markov process with two states (“promotion” and
“no promotion”). They estimated this model simultaneously with a promotion response model for a pharmaceutical product. There are important drawbacks to apply this approach to our problem. First, it would need an inconveniently large state space to account for the large price variation we observe in our problem, but most importantly we believe that unlike price promotion, negotiated prices are not properly described as a first order Markov process.

Share of Wallet: Finally we consider the literature on share of wallet investigating the relative intensity of the relation of the customer with the firm with respect to the competitors. As in our research, a major main challenge here is how to make inferences about costumer market potential with sparse information about the customer transactions with the competitor. To estimate the share of wallet, Du. et al (2007) augment the database by collecting survey information for a sample of customers regarding their service usage in the competitor firms and link the data to transactions within the firm. This enables the authors to evaluate the power of several competitive models to predict market potential to then project it to the whole database. The methodology is applied to a proprietary data set provided by a major US bank and concludes among others that longer relationships are not associated to larger share of wallet, that customers with high share in one category also tend to have high share in others and that share and total purchase might be negatively correlated. Fox and Thomas (2006) use a hierarchical Bayesian Tobit model to predict customer expenditure separately at each of competitor in a retail environment. Several sets of regressors are tested including shopping behavior of the focal firm, customer demographics and retailer geographic variables. Empirical results suggest that geographic information (e.g. travel time to the store) has the highest explanatory power. Based on individual retailer expenditure estimates, a second model is suggested to estimate expenditures in other retailers conditional on the data the retailers most usually observe: the transactions in their own stores. Unlike ours all these studies identify the market
potential by directly observing the intensity of the transaction with the competitors. Glady, and Croux (2009) propose an statistical model to estimate share of wallet using only transactional data from the focal company. However, given the limited data requirement, model needs to make relatively strong distributional assumptions.

Analysis of share of wallets for industrial buyers is even scarcer. Keiningham, Perkins-Munn and Evans (2003) use regression and Chi-square automatic interaction detection (CHAID) methods to analyze the connection between customer satisfaction and share of wallet finding a positive, but nonlinear relationship. Anderson and Narus (2003) outline how share of wallet could be strategically use to generate value, but they do not propose any formal method to estimate share of wallet beyond a database of customer’s shares populated with self reported information.

3. An economic based model for supplier selection

Following a long tradition in inventory management (see for example Silver 1981), we assume that customers minimize the total cost \( TC \) associated with purchases across \( M \) product categories for each period. Cost minimization is subject to the constraint that a minimum level of raw materials are available for production (Puto, Patton and King 1985).

\[
\min \ TC \left( \{q_{imt}, q^c_{imt}\}_{m=1}^M \right) \\
\text{s.t. } q_{imt} + q^c_{imt} \geq \tau_{imt} \quad t = 1...T, m = 1...M
\]

\( (1.1) \)

where \( q_{imt} \) and \( q^c_{imt} \) are the quantity purchased by customer \( i \) in category \( m \) in period \( t \) from the focal and the competitor companies respectively and \( \tau_{imt} \) is the minimum quantity required by the customer to cover his consumption in the following period.
We conjecture that total costs can be approximated by a quadratic equation, which is the sum of expenditures from each supplier and an interaction term between the quantities purchased:

\[
TC\left((q_{imt}, q^c_{imt})_{m=1}^{M}\right) = \sum_{m=1}^{M} \left(p_{imt}q_{imt} + p^c_{imt}q^c_{imt} - \psi_{imt}q_{imt}q^c_{imt}\right)
\]  

where \( p_{imt} \) and \( p^c_{imt} \) are the prices charged by the focal and competitor firm respectively and parameters \( \psi_{imt} \) capture customer propensity to have multiple suppliers. We impose the condition: \( \psi_{imt} > 0 \), which implies that if prices are equal, then the firm always prefers to buy from more than one distributor (Lyon, 2006). This interaction term between quantities ordered from each vendor is an important driver of consumer behavior and does not represent a direct cost as the first terms, but an indirect benefit associated with maintaining multiple suppliers which may improve price knowledge or increases competition amongst the suppliers to the benefit of the buyer. Notice that if a corner solution in which all purchases are made at one supplier or another than this interaction term vanishes and we are left with the usual cost minimization problem. It is important to discuss the assumption underlying the functional form we use to describe the propensity to split purchases.

In our model we make two implicit assumptions. First we assume that we can aggregate all relevant competitors into a single agent. Considering a unique firm to model competition is a common practice in both the academic literature and in industry practices (Chakravarthi, 1988 and Moon, et al, 2007). Unlike other applications that interpret the aggregate as the average behavior of the competitor (e.g Shankar and Bolton, 2004), in our investigation we interpret that the aggregation represents the competitor with the most attractive value proposition for the customer. With respect to the functional form, we adopt a simple multiplicative form that has been extensively used in the Economics and Marketing literature to model demand interactions (e.g. Goic et al, 2010; Arya et al, 2008). There are certainly alternative specifications that can be tested. For example, we could
consider an interaction term for each pair of potential competitor. However that model would be appropriate only if the customers have motivations to buy from each of the supplier distributing their consumption evenly among them. Instead, the customers in our empirical setting only want to avoid the situation where they concentrate all their purchases from a single distributor.

There are two further generalizations that we have considered but not implemented since industry managers suggest that these are not important drivers of buyer behavior. First, we could add nonlinear discounts, so that as quantity increases unit prices decrease. However, our conversations with managers suggest that given the limited inventory capacity of the customers and the high frequency of the customer purchases, the desire of buying from multiple suppliers is much more important than nonlinear discounts (see identification section 3.1). Second, we could introduce a fixed ordering cost to reflect buyer transaction costs. However, in our industry the suppliers’ salesforce actively seeks out buyers on weekly visits to collect order and negotiate prices, hence the transactions costs are born largely by the supplier and not the buyer. Hence, these transactions can be considered small and irrelevant to supplier selection.

3.1. Deriving Demand from Cost Minimization

To characterize firm’s optimal behavior we derive the first order conditions on the minimization cost problem defined in (1.1). Given our assumptions about the cost function, the problem is separable between categories. Let \( \lambda_{int} \) be the shadow price associated to the minimum quantity constraints. Then, the optimal solution is characterized by the following system of equations.
The identification conditions where interior and boundary solutions occur is a key element to the estimation of a model with imperfectly observed demand. In every period the customer could be in one of three cases: (a) the whole demand is satisfied from the focal retailer \( q_{int} = \tau_{int} \), (b) the whole demand is satisfied from the competitor \( q_{int}^c = \tau_{int} \) and (c) the interior solution where customer buys from the focal and competitor firms in which case demands are given by:

\[
q_{int} = \frac{1}{2} \left( \tau_{int} - \frac{\delta_{int}}{\psi_{int}} \right) \quad q_{int}^c = \frac{1}{2} \left( \tau_{int} + \frac{\delta_{int}}{\psi_{int}} \right)
\]

where \( \delta_{int} = p_{int} - p_{int}^c \) is the price difference between the focal form and its competitors.

We point out that our solution has a similarity with Kim et al (2002) in that we both predict optimizing behavior through first order conditions. However, they are interested in estimating product choice conditional on expenditure and therefore they take differences of the first order conditions to reflect the budget constraint. In our application, the value of the demand function is important and needs to be estimated.

The decision of buying from one or other supplier depends on the prices, but also on the parameters \( \psi_{int} \). The conditions characterizing the boundaries of each scenario can be derived by intersecting the corresponding first order conditions (see section 1 in Technical Appendix 2). We define sets \( \Omega_1 \) and \( \Omega_2 \) as the regions in the parameter space where the customer buy from the competitor and focal firm respectively while the set \( \Omega_3 \) correspond to the case where the customer buys from both.

\[
p_{int} - \psi_{int} q_{int} - \lambda_{int} \leq 0, \quad \text{with equality if } q_{int} > 0 \quad (1.3)
\]
\[
p_{int}^c - \psi_{int} q_{int} - \lambda_{int} \leq 0, \quad \text{with equality if } q_{int}^c > 0 \quad (1.4)
\]
\[
q_{int} + q_{int}^c = \tau_{int} \quad (1.5)
\]
\[ \Omega_1 = \{(\tau_{\text{int}}, \delta_{\text{int}}, \psi_{\text{int}}) : \psi_{\text{int}} \leq \delta_{\text{int}} / \tau_{\text{int}} \} \]
\[ \Omega_2 = \{(\tau_{\text{int}}, \delta_{\text{int}}, \psi_{\text{int}}) : \psi_{\text{int}} \leq -\delta_{\text{int}} / \tau_{\text{int}} \} \]
\[ \Omega_3 = \{(\tau_{\text{int}}, \delta_{\text{int}}, \psi_{\text{int}}) : \psi_{\text{int}} \geq \delta_{\text{int}} / \tau_{\text{int}} \} \]

A graphical depiction of the regions where each alternative is chosen in a plane \( \delta_{\text{int}} - \psi_{\text{int}} \) is shown in Figure 1. Remember we impose a positivity condition on \( \psi_{\text{int}} \) so that the customer always has a motivation to buy from more than one provider. If the difference in prices is small, then a small value of \( \psi_{\text{int}} \) will suffice to motivate the customer to buy from multiple firms. However if the differences in prices is large, the firm will buy from a single firm unless the benefits of splitting the purchases is very large. In the extreme case where \( \psi_{\text{int}} \to 0 \), the firm has no incentives to buy from more than a single firm and the customer will always buy from the provider with the lower price.

![Graphical description of first order condition cases](image)

**Figure 1:** Graphical description of first order condition cases

Therefore, the conditional likelihood of the observed demand \( q_{\text{int}} \) is defined by parts as follows:
The probability of being in each region of the parameter space \((\Omega_k, k \in \{1,2,3\})\) depends on the probabilistic model we define to describe individual level parameters. We assume that the nonlinear cost parameter \(\psi_{int} = \psi_i\) is constant in time and across categories. On the other hand, we assume that both the required quantity \((\tau_{int})\) and the price difference \((\delta_{int})\) are described by the following regression equations.

\[
\tau_{int} = \tau_{int}(\beta_i, XT_{int}) + \varepsilon_{1int} \quad \text{(1.9)}
\]

\[
\delta_{int} = \delta_{int}(\gamma_i, XD_{int}) + \varepsilon_{2int} \quad \text{(1.10)}
\]

Where \(XT_{int}\) and \(XD_{int}\) are matrices of observable covariates, \(\beta_i\) and \(\gamma_i\) are parameters to be estimated and \(\varepsilon_{1int}\) and \(\varepsilon_{2int}\) are random perturbances.

Several predictor variables can be included to describe customer level cost parameters. For example, we could postulate that the product requirement \(\tau_{int}\) depend on the type of product the customer sells or the volume of purchases in previous periods. Price differences could be described as function of firm size or promotional activity or the overall volume of the customer is buying. For simplicity we assume that \(\varepsilon_{1int}\) and \(\varepsilon_{2int}\) are normally distributed with 0 mean and variances \(\sigma_{1i}^2\) and \(\sigma_{2i}^2\) respectively. Under this normality assumption and assuming positive product requirements, the probability of being in each region of the parameter space is given by (Hinkley, 1969):
Finally, to derive the full likelihood of observing a demand \( q_{imt} \) for \( I \) customers in \( M \) categories and \( T \) periods, we use law of total probability.

\[
p\left(\{q_{imt}\}_{i,m,t}\mid\{\theta_i, \sigma_{1i}^2, \sigma_{2i}^2\}_{i=1}^I\right) = \prod_{i=1}^I \prod_{m=1}^M \prod_{t=1}^T \sum_{k=1}^3 p\left(q_{imt}\mid\Omega_k\right) p\left(\Omega_k\mid\theta_i, \sigma_{1i}^2, \sigma_{2i}^2\right) \tag{1.12}
\]

where \( \theta_i = (\text{vec}(\beta_i), \text{vec}(\gamma_i), \log(\psi_i)) \) is the vector of individual parameters. To complete the model, we introduce customer heterogeneity by specifying that the parameters of the models come from a common population distribution, which for simplicity we assume normally distributed:

\[
\theta_i = \Lambda \cdot z_i + V_i \quad V_i \sim N(0, \nu_i) \tag{1.13}
\]

where \( z_i \) are customer specific characteristics such as store size, whether it belong to a chain or not among other characteristics. The inclusion of a hierarchical structure plays a central role in the identification of demand parameters with incomplete information. By looking at the demand of other customers with similar demographic profiles we can evaluate how likely is that the customer have reduced his or her consumption and compared against the likelihood of the customer buying from a competitor firm. To complete the model, we specify the prior distribution as follows:

\[
V_\theta \sim IW(\nu, V) \tag{1.14}
\]

\[
\text{vec}(\Lambda)\mid V_\theta \sim N(\text{vec}(\Lambda), V_\theta \otimes A^{-1}) \tag{1.15}
\]

\[
\sigma_{1i}^2 \sim V_1 \chi_{\nu_1}^2 \quad \sigma_{2i}^2 \sim V_2 \chi_{\nu_2}^2 \tag{1.16}
\]

where \( V, \nu_1, \nu_2, V_1, V_2, \chi_{\nu_1}, \chi_{\nu_2}, \) and \( A \) are chosen to have relatively diffuse priors.
3.2. Model Identification

Identification is an important concern due to our incomplete information set. In our model we impose three constraints to identify the structural parameters of the model.

1. The set of regressors used to describe product requirements $\tau_{imt}$ cannot have common elements with the set of regressors used to describe price differences $\delta_{imt}$. If the same regressor is present in both sets, the regression model can face a multicollinearity problem. Notice that in the interior solution ($\Omega_3$) both terms enter additively into the regression equation. In our empirical application we remove the intercept from the matrix of price difference regressors $XD_{imt}$. To facilitate interpretation of posterior estimates we also normalize all variables in $XD_{imt}$ resulting in price differences centered around zero.

2. The variance of price differences $\sigma^2_i$ and the split purchase parameter $\psi_i$ is not jointly identified. The reason is that under the interior solution condition the term $1/\psi_i$ scales the price differences $\delta_{imt}$. Intuitively, if we observe a customer frequently switching from suppliers with no additional information we cannot know if this is because price fluctuations are large or because the customer is very sensitive to price variations. We therefore only estimate the ratio $\delta_{imt}/\psi_i$. Alternatively we could use our knowledge of price dispersion to impose tight priors on $\sigma^2_i$. For example, if we assume the price of focal and competitor firm are completely independent and have the same dispersion, then the variance of the price difference is given by $V(\delta_{imt} = p_{imt} - p^c_{imt}) = 2\sigma^2_{pim}$ where $\sigma^2_{pim}$ is the variation of the focal price which we observe.

3. If other nonlinear components are added to the specification of the procurement cost, they are identified only if they can be described as a function of observable covariates that are disjoint
from those affecting $\psi_{int}$. For example, if we want to include price discounts and propose they vary linearly with firm size, then $\psi_{int}$ cannot be a linear function of firm size. The reason is that their propensity to split demand has the same effect but in opposite directions than quantity discounts which motivates the customer to consolidate purchases from one supplier. In other words we can identify the net effect but not its components unless we have more information to disentangle them.

4. Empirical Application

We apply our proposed model to sales transaction data provided by a wholesale food distributor for its customers that is located within a large US metropolitan area. The distributor does not wish to be identified. The distributor’s customers are independent restaurants that are typically small operations with sales of between $1-5m in sales per year. The distributor employs its own salesforce and allows it sales representatives to have a high level of autonomy in negotiating prices with customers. This has led to high variability in prices across customers, as well as a high variability in the service quality provided to these customers. Transactional data correspond to two years of sales spanning from the second semester of 2008 to the first semester of 2010.

4.1. Selection and Description of the Data

The data we use in our empirical application comes from two sources: transactional databases with sales and price information and a survey of demographic characteristics of the customers. The vector of transactional information for each product $k$ which is a member of category $m$ that customer $i$ purchases at time $t$ consists of the quantity sold ($q_{int}$) and the negotiated
price \((P_{\text{tik}})\). Unfortunately, neither prices \((P_{\text{tik}})\) nor demanded quantities \((q_{\text{tik}})\) from the competitors are observed. For our application we aggregate demand to the category level and focus on the weekly level. An important feature of the problem is that prices are negotiated privately and therefore they could be different across customers even for the same period. Figure 2 plots time series of prices actually paid for the same product by a sample of 5 customers. Several interesting elements can be derived by inspecting these price series. First, we notice that negotiation processes result in important temporal variations in the prices paid by the same customer, but most importantly there are large differences in prices paid by different customers. Moreover, these differences could be systematically sustained even for products that are frequently purchased. When looking at the whole database we found a similar pattern. Table 1 displays descriptive statistics about the dispersion of the normalized price paid for customers for the same SKU in the same week for each of the five categories considered in the analysis. For example, if we look at category 6, on average the minimum price is 18% less than the average price while the maximum is 37% more than the average. In this category the price paid by a customer has in average a 11% difference with respect to the average.
Figure 2: Time Series of paid price for two representative products and a sample of 5 customers

<table>
<thead>
<tr>
<th>Category</th>
<th>Min Price</th>
<th>Max Price</th>
<th>MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.74</td>
<td>1.35</td>
<td>0.13</td>
</tr>
<tr>
<td>3</td>
<td>0.80</td>
<td>1.11</td>
<td>0.08</td>
</tr>
<tr>
<td>5</td>
<td>0.82</td>
<td>1.12</td>
<td>0.07</td>
</tr>
<tr>
<td>6</td>
<td>0.82</td>
<td>1.37</td>
<td>0.11</td>
</tr>
<tr>
<td>7</td>
<td>0.75</td>
<td>1.35</td>
<td>0.15</td>
</tr>
<tr>
<td>Average</td>
<td>0.77</td>
<td>1.30</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Table 1: Price Dispersion across categories.

The survey dataset includes several customer demographic variables such as the genre of restaurant and the number of employees. A brief description of the demographic information is given in Table 2.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type A</td>
<td>1 if customer produce product type A</td>
<td>0</td>
<td>1</td>
<td>0.886</td>
</tr>
<tr>
<td>Type B</td>
<td>1 if customer produce product type B</td>
<td>0</td>
<td>1</td>
<td>0.045</td>
</tr>
<tr>
<td>Type C</td>
<td>1 if customer produce product type C</td>
<td>0</td>
<td>1</td>
<td>0.015</td>
</tr>
<tr>
<td>Type D</td>
<td>1 if customer produce product type D</td>
<td>0</td>
<td>1</td>
<td>0.053</td>
</tr>
<tr>
<td>IsLargest</td>
<td>1 if the focal distributor is the main supplier</td>
<td>0</td>
<td>1</td>
<td>0.909</td>
</tr>
<tr>
<td>NEmployee</td>
<td>Number of employees in the store</td>
<td>1</td>
<td>125</td>
<td>28.07</td>
</tr>
</tbody>
</table>

Table 2: Description of customer demographic information.

For our empirical application, we restrict our attention to a subset of product categories that concentrate almost 80% of the transactions and more than 90% of the monetary volume (see section 3 in Technical Appendix 2). In the resulting data set we select a random sample of customers with a minimum number of transactions in each of the selected categories. The final data set we use in our estimation consists of 132 customers making purchases in 5 categories for 104 weeks.

4.2. Econometric specification and Estimation

To estimate the model we need to choose the functional form of the models that describe the required quantities and price differences given in equations (1.9) and . For simplicity we use linear models for both regressions:

\[
\tau_{int} = X_{int} \beta_i + \epsilon_{int}
\]

\[
\delta_{int} = X_{Dint} \gamma_i + \epsilon_{2int}
\]

Our set of regressors in \(X_{int}\) includes an intercept for each product category to reflect that customer’s have different needs in each category and a price coefficient which is assumed constant across categories. Notice that given we are describing product requirements and not actual sales we
expect that price has only a moderate effect accounting for limited adjustments in both the mix of materials used to produce final products and short term inventories of ingredients.

For the matrices \( XD_{imt} \) we consider the sales in the product category from the previous period and the total volume of sales across all categories in the previous periods. The inclusion of the autoregressive components is motivated by the belief that the actual price customers pay may be influenced by the intensity of the relationship from previous periods. For example, a very loyal customer might pay more since they have demonstrated a preference for the services provided by the supplier. Alternatively infrequent or non-loyal customers may receive aggressive price offers so that the distributor may increase sales.

The hierarchical structure of the model makes it natural to employ a Bayesian approach and to estimate the model using Monte Carlo Markov Chain methods. The model derived from imposing first order conditions destroys the conjugacy of the hierarchical linear model and therefore we use a Metropolis-Hastings step to update customer level parameters. The hyperdistributions which describe the population level parameters are computed using the standard conjugate updating. For a formal discussion of the sampler and the values of priors we use in the estimation see section 2 in Technical Appendix 2.

Given the Metropolis-Hastings step is conducted at the individual level parameter we need to find tuning parameters for each customer to get optimal mixing behavior of the chain. We therefore apply the adaptive tuning scheme by Haario et al. (2001) which is applied in the first half of the iterations of the burn-in period (for a formal discussion of sampling properties of and adaptive scheme, see Andrieu and Thoms (2008)). The chain is run for 20,000 iterations and we save every fifth iteration for making inferences about the posterior distribution. The first 15,000 iterations are discarded to allow for convergence while the last 5,000 are used for inference.
Before applying our proposed model to actual data, we tested our estimation approach on simulated data based on known parameter values and evaluate its ability to recover the “true” response parameters. After imposing all the identification constraints discussed in section 3.1 we found that all individual levels are recovered with high accuracy and our burn-in period is adequate.

4.3. Results

Results of our empirical application are organized as follows. First we start by discussing posterior estimates of the customer-level parameters. Given that prices are negotiated individually for each customer and potentially on a weekly basis, the analysis of individual level parameters forms the basis of any price recommendation. Figure 3 displays boxplots of price differences for all five categories and a sample of customers. Price differences are centered around zero, but there are important variations across categories. Thus, while the focal distributor might be offering very competitive prices in one category it might be too expensive in others. Please notice that these differences are not constant across customers. For example some customers may be supplied by a very cheap local provider that is not available for other customers in other regions of our metropolitan area. The right panels of Figure 3 display the histogram of price coefficients. The values reported here are representative of others customers. For the majority of the customers, price coefficients are significant and negative. However there are several customers where the posterior distribution of the price distribution is massed around zero. Given that price coefficients measure the effect in the requirements of raw materials and not the actual demanded quantity, we consider it plausible that short-term price variations may have no effect in the mix of raw materials used to produce their final products. The moderate values of most price coefficients suggest that customers effectively have relatively fixed material requirements. Mild negative values can be explained by minor adjustments in the production process and the use of operational inventories.
Figure 3: Individual level parameters for a sample of three customers.

As we discussed in section 3 each customer could be in three different states: buying from the competitor only ($\Omega_1$), buying from the focal supplier only ($\Omega_2$) or splitting his demand between the two ($\Omega_3$). From individual level parameters we can compute the probabilities of being each state as is depicted in Figure 4. Please recall that these states are calculated on a weekly, category basis. The model predicts that observed customer demand can be rationalized in different ways. For example panel (a) shows it is very likely that the customer 8 is heavily buying from the competitors in category 4, while panel (b) shows that customer 53 is most likely splitting his demand between focal and competitor supplier in category 5. For other cases, the model is not very informative suggesting similar probabilities of being in each of the regions as is illustrated in panel (c). Finally, by looking at the time series we could potentially identify customers who are exhibiting a change in
purchase behavior. This is the case of customer 105 in category 5 in panel (d) where the focal firm is progressively gaining share of wallet from competitors.

Figure 4: Time series of posterior means of the probabilities of being in each region of the parameter space for a sample of customers

Figure 5 compares actual sales vs. the posterior mean of the ones predicted by our model for a representative sample of customers and product categories. These plots suggest that even with a limited set of explanatory variables, the model can capture the basic components of the observed demand such as base levels and changes of regimes. However, there is a significant fraction of the variation that is not being explained by the model. Potentially the addition of more covariates could successfully improve the fit of the model.
We now discuss the posterior estimates at the population level parameters $\Lambda$ describing the relationship between individual level parameters and customer demographics. Population level parameters can guide marketing efforts at a more strategic level and can be used to predict the behavior of new customers. Table 3 display posterior means, standard deviations and 90\% credible intervals for all parameters in $\Lambda$.

Parameters in the upper right cells (rows $\beta_1$-$\beta_5$ and columns Type A-Type D) simply account for different category requirements per customer type. For example we could say that on average a customer producing a final product of Type B requires 178 more units of raw materials of category 2 than customers producing other types. Surprisingly, the number of employees plays no significant role in the amount of raw materials required by the customers.
<table>
<thead>
<tr>
<th>( \beta )</th>
<th>Type A</th>
<th>Type B</th>
<th>Type C</th>
<th>Type D</th>
<th>IsLargest</th>
<th>NEmployee</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (s.d)</td>
<td>65.2 (48.2)</td>
<td>164 (61.2)</td>
<td>12.6 (114)</td>
<td>222 (70.9)</td>
<td>(0.767, 0.561)</td>
<td>(53.2, 45.7)</td>
</tr>
<tr>
<td>90% C.I</td>
<td>(-28.7, 156)</td>
<td>(42.4, 289)</td>
<td>(-204, 239)</td>
<td>(79.4, 361)</td>
<td>(-0.306, 1.82)</td>
<td>(-31.8, 142)</td>
</tr>
<tr>
<td>Mean (s.d)</td>
<td>158 (44.4)</td>
<td>178 (56.5)</td>
<td>108 (106)</td>
<td>133 (63.9)</td>
<td>(0.581, 0.506)</td>
<td>(-5.46, 42.3)</td>
</tr>
<tr>
<td>90% C.I</td>
<td>(69.3, 248)</td>
<td>(69.3, 296)</td>
<td>(-105, 319)</td>
<td>(7.31, 256)</td>
<td>(-0.448, 1.59)</td>
<td>(-88.4, 81.6)</td>
</tr>
<tr>
<td>Mean (s.d)</td>
<td>42.9 (53.9)</td>
<td>96.7 (67.1)</td>
<td>-9.7 (117)</td>
<td>19.4 (78.4)</td>
<td>(2.17, 0.631)</td>
<td>51.7 (52.4)</td>
</tr>
<tr>
<td>90% C.I</td>
<td>(-61.9, 150)</td>
<td>(-38.6, 223)</td>
<td>(-232, 217)</td>
<td>(-129, 168)</td>
<td>(0.912, 3.46)</td>
<td>(-50.1, 155)</td>
</tr>
<tr>
<td>Mean (s.d)</td>
<td>85.8 (30.5)</td>
<td>138 (38.8)</td>
<td>26.5 (72.2)</td>
<td>71.5 (44.4)</td>
<td>(0.724, 0.354)</td>
<td>31.4 (29.0)</td>
</tr>
<tr>
<td>90% C.I</td>
<td>(26.9, 145)</td>
<td>(62.7, 216)</td>
<td>(-119, 168)</td>
<td>(-14.4, 157)</td>
<td>(0.701, 1.41)</td>
<td>(-24.8, 86.4)</td>
</tr>
<tr>
<td>Mean (s.d)</td>
<td>101 (29.5)</td>
<td>150 (37.4)</td>
<td>51.6 (70.1)</td>
<td>82 (42.7)</td>
<td>(0.555, 0.341)</td>
<td>23.1 (28)</td>
</tr>
<tr>
<td>90% C.I</td>
<td>(44.7, 158)</td>
<td>(75.2, 222)</td>
<td>(-85.4, 188)</td>
<td>(-0.144, 164)</td>
<td>(-0.157, 1.21)</td>
<td>(-33.1, 75.8)</td>
</tr>
<tr>
<td>Mean (s.d)</td>
<td>0.0797 (0.69)</td>
<td>-2.49 (0.85)</td>
<td>0.561 (1.59)</td>
<td>1.06 (1.03)</td>
<td>(-0.011, 0.00776)</td>
<td>(-0.978, 0.667)</td>
</tr>
<tr>
<td>90% C.I</td>
<td>(-1.26, 1.5)</td>
<td>(-4.11, -0.867)</td>
<td>(-2.7, 3.8)</td>
<td>(-0.913, 3.09)</td>
<td>(-0.0272, 0.0034)</td>
<td>(-2.33, 0.254)</td>
</tr>
<tr>
<td>Mean (s.d)</td>
<td>-31.9 (37.1)</td>
<td>-2.97 (48.3)</td>
<td>-15.0 (87.3)</td>
<td>-83.2 (55.2)</td>
<td>-1.12 (0.436)</td>
<td>-23.6 (35.4)</td>
</tr>
<tr>
<td>90% C.I</td>
<td>(-106, 41.1)</td>
<td>(-102, 91.5)</td>
<td>(-186, 154)</td>
<td>(-194, 22.5)</td>
<td>(-1.93, -0.231)</td>
<td>(-92.3, 44.5)</td>
</tr>
<tr>
<td>Mean (s.d)</td>
<td>11.5 (15.1)</td>
<td>11.0 (18.8)</td>
<td>18.3 (33.7)</td>
<td>-27.8 (21.4)</td>
<td>-0.494 (0.169)</td>
<td>-2.44 (14.5)</td>
</tr>
<tr>
<td>90% C.I</td>
<td>(-187, 41.7)</td>
<td>(-28.6, 47.1)</td>
<td>(-52.2, 78.6)</td>
<td>(-69.3, 12.0)</td>
<td>(-0.82, -0.152)</td>
<td>(-31.9, 26.2)</td>
</tr>
</tbody>
</table>

**Table 3: Posterior of population level parameters**

Interestingly, being the largest supplier has a negative effect on both gamma components that describe price differences. Given that the covariates used in \( \delta_{mt} \) equations are functions of past sales, the negative estimates we found provide evidence that prices of more loyal customers are less sensitive to purchases of the previous periods. The effect of having the focal distributor as the main supplier on the category requirements should be interpreted carefully. A positive estimate is interpreted as the propensity of the focal firm of being the main supplier for a customer with larger product requirements. From our results we conclude that it is more likely that customers with larger requirements in categories 3 and 4 are mainly supplied by the focal distributor.

Finally, we found that the only customer demographic variable which has a significant effect on the price coefficient is the Type B dummy variable. Recall that coefficient does not measure how
the quantity demanded is going to change with price, but instead how the requirement of the product will change. Therefore, our results indicate that customers producing output Type B have more flexibility to adjust the volume of raw materials as a reaction to price changes.

5. Discussion and Conclusions

In this article we have proposed a new econometric model to describe how industrial buyers made their procurement decisions from their suppliers. The model is tailored for the situations where distributors primarily use their salesforce to visit customers for the purpose of taking orders and negotiating prices. Given that prices are individually negotiated, most of the information about customer activity with the competitor is not observed posing a great challenge for the study of the customer demand. Our model assumes that at every purchase occasion customers minimize their procurement costs subject to having enough raw materials to satisfy their own demand. First order conditions enable us to express the likelihood of observing sales as a function of price differences with respect to their competitors.

We apply our proposed model to a wholesale food distributor and we find widespread heterogeneity in purchase patterns. As expected some customers are loyal, while others are not, and the remainder fall in between. The model fits the data well and appears to capture the main components of demand. More importantly it can shed light on the competitive elements of demand that cannot be study with traditional reduced form response models. For example our approach provides a novel mechanism to infer share of wallet with incomplete information. In our empirical application we found that while some customers satisfy most of their requirement from one of their distributors, other consistently split their demands among them.
Our proposed methodology could also help to guide strategic decision making. Posterior estimates of population level parameters can provide managers with valuable information about the relative attractiveness of prices for different segment of customers. In our empirical application we found that price sensitivity of customers making most of their purchases with the focal supplier are less affected by the volume of purchases in previous periods.

We recognize many extensions of our current framework that we wish to study in the future. First, we could couple our description of procurement decisions with an inventory model that explicitly takes into account the possibility of stockpiling or delaying purchases. In our problem many products like fresh, refrigerated meat are perishable, so we felt that inventoring is less likely in our problem. However, inventory may be important in storable categories or in other industries. Second, we could consider strategic buying behavior by firms. If a buyer recognizes that future prices depend on current behavior, then the buyer may change their current behavior.

Second, our model specification can be improved. As we discussed in section 4.2, more covariates may add to the explanatory power of our model. Also, we could enrich the description of the interaction of purchases from different categories by explicitly introducing cross-effect terms. This may be especially helpful in deriving cross-selling strategies. Stochastic frontier is another modeling approach that could be used to enrich our description of the product requirement regression (Luo and Donthu, 2005; Kim and Kim, 2000). Third, in our specification we have assumed that propensities to split purchases for a given customer are constant across categories. A more general model could relax this assumption and study how those differences are correlated between categories. Also, if fixed cost were present, they could introduce interesting dynamics that are not capture by the current version of the model.
Fifth we have not formally compared the results of our model to any benchmark. Standard response models constitute natural comparisons, but they do not address the most relevant issues we study here such as competitor prices. We expect that response models would fit the data well and have good forecasting power, but remain silent about the unobservables. Finally and most immediately, we wish to focus upon optimal pricing in our current framework. Now that a firm can make inferences about competitor prices, how should the firm design an optimal pricing strategy?
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Technical Appendix 1:
Cross-Market Discounts

6. Extensions of the monopoly-monopoly scenario

6.1. Analysis with different rates of diminishing marginal utilities

We assume that firm 1 is the monopolist in two markets \( s \) and \( t \), selling at prices \( p_{s1} \) and \( p_{t1} \) respectively. We introduce more general rates of diminishing marginal utilities by assuming that the utility function of a representative consumer is given by

\[
U(q_{s1}, q_{t1}, q_{s2}) = \alpha_s \left( q_{s1} - \psi_s \frac{q_{s1}^2}{2} \right) + \alpha_t \left( q_{t1} - \psi_t \frac{q_{t1}^2}{2} \right)
\]

where \( q_{s1} \) and \( q_{t1} \) denote the quantities demanded in the markets \( s \) and \( t \), respectively, and \( \alpha_s \) and \( \alpha_t \) denote the “importance” of consumption utility in the respective markets. We further assume that \( \psi_s, \psi_t > 0 \) implying that the marginal utility from consuming an extra unit of this product decreases with consumption in both markets.

We model the game in three stages and we solve for the subgame-perfect equilibrium of the game using backward induction. In Stage 3, given the posted prices and the cross-market discount, the

---

21 We include the subscript 1 for the firm identity to be consistent with the notation in the main paper where we have competitor firms.
consumer decides the optimal quantities to purchase by maximizing her surplus. This gives the following functions for quantities consumed in each market:

\[
q_{s1} = \frac{\alpha_1 \delta + \alpha_1 \alpha \psi - \delta}{\alpha_1 \alpha \psi \psi_1 - \delta^2} \frac{\delta}{\alpha_1 \alpha \psi \psi_1 - \delta^2} p_{s1} - \frac{\alpha \psi}{\alpha \psi \psi_1 - \delta^2} p_{s1}
\]

\[
q_{t1} = \frac{\alpha_1 \delta + \alpha_1 \alpha \psi - \delta}{\alpha_1 \alpha \psi \psi_1 - \delta^2} \frac{\delta}{\alpha_1 \alpha \psi \psi_1 - \delta^2} p_{s1} - \frac{\alpha \psi}{\alpha \psi \psi_1 - \delta^2} p_{t1}
\]

The model is well defined if \( \delta < \sqrt{\alpha \psi \psi_1} \). Notice that if \( \delta = 0 \), the demand functions are given by \( q_{s1} = 1/\psi_1 - 1/(\alpha_1 \psi_1)p_{s1} \) and \( q_{t1} = 1/\psi_1 - 1/(\alpha_1 \psi_1)p_{t1} \), and the quantities demanded in the two markets are completely independent. In this case, we note that as the rate of satiation becomes larger, the base demand becomes smaller and the demand becomes less price sensitive in the market in question, all else equal. In Stage 2, the firm foresees the above response by the consumers and sets the optimal posted prices, \( p_{s1} \) and \( p_{t1} \), by solving its profit maximization problem. The prices and the corresponding quantities consumed are given in Table TA1.

<table>
<thead>
<tr>
<th>PRICES</th>
<th>( q_{s1} = \frac{\alpha \alpha \psi (2 \alpha \psi + \delta)}{4 \alpha \alpha \psi \psi_1 - \delta^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_{s1} )</td>
<td>( \alpha \alpha \psi (2 \alpha \psi + \delta) )</td>
</tr>
<tr>
<td>( p_{t1} )</td>
<td>( \frac{\alpha \alpha \psi (2 \alpha \psi + \delta) \psi_1}{4 \alpha \alpha \psi \psi_1 - \delta^2} )</td>
</tr>
<tr>
<td>( p_{s1} - \delta q_{s1} )</td>
<td>( \frac{\alpha (2 \alpha \psi \psi_1 - \alpha \psi \delta - \delta^2)}{4 \alpha \alpha \psi \psi_1 - \delta^2} )</td>
</tr>
</tbody>
</table>

| QUANTITIES | \( q_{s1} \) | \( \frac{\alpha (2 \alpha \psi \psi_1 - \delta^2)}{4 \alpha \psi \psi_1 - \delta^2} \) |
|------------|---------------|
| \( q_{t1} \) | \( \frac{\alpha (2 \alpha \psi \psi_1 + \delta)}{4 \alpha \psi \psi_1 - \delta^2} \) |

**Table TA1**: Prices and quantities in Stage 2 in the monopoly-monopoly scenario.

To formally evaluate how the size of cross-market discount affects prices, demand and profits, we inspect the partial derivatives with respect to \( \delta \).
\[
\begin{align*}
\frac{\partial p_{i,s}}{\partial \delta} &= \alpha_s \alpha_s \psi_s (\delta^2 + 4\alpha_s (\delta + \alpha_s) \psi_i) \\
\frac{\partial q_{i,s}}{\partial \delta} &= \alpha_s \alpha_s \psi_s (\delta^2 + 4\alpha_s (\delta + \alpha_s) \psi_i) \\
\frac{\partial q_{i,t}}{\partial \delta} &= \alpha_i (\delta^2 + 4\alpha_i (\delta + \alpha_i) \psi_t) \\
\frac{\partial q_{i,t}}{\partial \delta} &= \alpha_i (\delta^2 + 4\alpha_i (\delta + \alpha_i) \psi_t) \\
\frac{\partial \Pi_{s,t}}{\partial \delta} &= \alpha_s \alpha_i (\delta + 2\alpha_i \psi_t) (\delta + 2\alpha_s \psi_i)
\end{align*}
\]

Given \(\alpha_s, \alpha_i, \psi_s, \psi_i > 0\), we verify that posted prices and purchased quantities are increasing in \(\delta\) and, therefore, the total profit of the firm is monotonically increasing in \(\delta\). (Notice that the rates of variation of prices, quantities and total profit as functions of \(\delta\) are decreasing in \(\psi_s\) and \(\psi_i\)). To find the optimal rate of the cross-market discount, the firm will keep increasing \(\delta\) while ensuring two constraints --- nonnegative consumer surplus and nonnegative effective price in target market. It turns out that both consumer surplus and effective price in the target market are decreasing in \(\delta\) (as shown below) and, therefore, the optimal is achieved when one of those constraints is binding.

\[
\begin{align*}
\frac{\partial CS}{\partial \delta} &= \alpha_s \alpha_i (\delta^3 + 12\alpha_s \alpha_s \delta \psi_s \psi_i + 3\delta^2 (\alpha_s \psi_i + \alpha_s \psi_s) + 4\alpha_s \alpha_s \psi_s \psi_i (\alpha_s \psi_i + \alpha_s \psi_s)) \\
\frac{\partial (p_{i,s} - q_{i,s})}{\partial \delta} &= -\alpha_s \alpha_s \psi_s (\delta^2 + 4\alpha_s \delta \psi_i + 4\alpha_s \alpha_i \psi_i \psi_s)
\end{align*}
\]

From the above, notice that the rates at which consumer surplus and effective price in the target market decrease with \(\delta\) are decreasing in the rates of satiation. Consequently, larger values of \(\psi_s\) and \(\psi_i\) expand the set of feasible values of \(\delta\). The optimal values of \(\delta\) that complete the characterization
of the equilibrium depend on which constraint is binding. Let $\delta^{ep}$ and $\delta^{cs}$ be the smallest positive roots of the equations enforcing the conditions that effective price in target market is zero and consumer surplus across the two markets is zero, respectively. To find the regions of the parameter space corresponding to the case in which the nonnegativity of the effective price in the target market is the binding constraint, we impose $\delta^{ep} \leq \delta^{cs}$.

$$\delta^{ep} = \frac{1}{2} \left( -\alpha_s \psi_s + \sqrt{\alpha_s \psi_s \left( 8 \alpha_s \psi_s + \alpha_t \psi_t \right)} \right)$$
$$\delta^{cs} = \frac{1}{2} \left( -\alpha_s \psi_s - \alpha_t \psi_t + (\Delta_1 + 4 \Delta_2)^{1/3} + (\Delta_1 - 4 \Delta_2)^{1/3} \right)$$

where

$$\Delta_1 = -\alpha^2 \psi^3 + 5 \alpha \alpha^2 \psi^2 \psi_s + 5 \alpha^2 \alpha \psi \psi^2 \psi_t - \alpha^3 \psi^3$$
$$\Delta_2 = \sqrt{-\alpha \alpha^2 \psi_s \left( \alpha^2 \psi^2 - \alpha^2 \psi^2 \right)^2}$$

To shed further light on these conditions, in Figure TA1 we display for several values of $\psi_s$ and $\psi_t$ the region of values of $\alpha_s$ and $\alpha_t$ where the positive effective price in the target market is the binding condition (the shaded regions). We conclude that, in general, when the target market is more important than the source market, the monopolist can fully extract consumer surplus.

![Figure TA1](image1.png)  
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**Figure TA1:** The shaded regions correspond to the parameter space where the nonnegativity of the effective price in target market is the binding constraint.
6.2. Analysis of quantity discounts limited to the source market

In this section, we present a detailed analysis of the case in which discounts are redeemable in the same market in which they are accumulated. For simplicity, we use the monopoly-monopoly scenario to study this strategy and compare it against cross-market discounts. For this comparison, it is useful to use the extended model with “satiation parameters” \( \psi_s > 0 \) and \( \psi_t > 0 \) as we did in 6 in this Technical Appendix. Then, if \( d_s \) denotes the rate of the “self-market discount”, the consumer utility and expenditure are given by

\[
U(q_{s1}, q_{t1}, q_{t2}) = \alpha_s \left( q_{s1} - \psi_s \frac{q_{s1}^2}{2} \right) + \alpha_t \left( q_{t1} - \psi_t \frac{q_{t1}^2}{2} \right)
\]

\[
E(q_{s1}, q_{t1} | p_{s1}, p_{t1}, \delta_s) = (p_{s1} - \delta_s q_{s1}) q_{s1} + p_{t1} q_{t1}
\]

Notice that under this scheme, the second market \( t \) is rather irrelevant. However, we keep it in the analysis to make proper comparisons of profits with the cross-market discount scheme. The profit of the firm is given by

\[
\Pi_{st,1}(p_{s1}, p_{t1}, \delta_s) = (p_{s1} - \delta_s q_{s1}) q_{s1} + p_{t1} q_{t1}.
\]

As before, we solve the game in three stages and find the equilibrium by backward induction. In Stage 3, consumers maximize their surplus. In Stage 2, the firm sets its posted prices by maximizing its profit given the discount rate \( \delta_s \). The resulting prices, demand and profits in Stage 2 are displayed on the left side of Table TA2. We ensure nonnegative and finite prices, demand, consumer surplus and profits. Note that since purchase decisions can be made separately, the relevant consumer surplus is that associated with market \( s \) only. This surplus decreases in \( \delta_s \) while firm profit increases in \( \delta_s \). Therefore, the optimal value of \( \delta_s \) in Stage 3 will be the value at which the surplus becomes zero, which is given by \( \delta_s = \alpha_s \psi_s / 2 \). The right side of Table TA2 displays the prices, demand and profits at the global optimum.
As is well documented in nonlinear pricing literature, a self-market discount (basically, a quantity discount) could result in higher prices and higher profits than uniform monopoly prices, as we also find in our model. However, the relevant question here is whether a firm will be better off by offering a cross-market discount or a self market discount. We compare against the corresponding cross-market discount monopoly-monopoly model with parameters $\psi_s$ and $\psi_t$ added as we described in 6 in this Technical Appendix. Recall that according to that appendix, the exact expression of optimal profits using cross-market discounts depends on which constraint is binding. For simplicity we restrict our description to the case in which the effective price in the target market is zero. The resulting prices, demand and profits are displayed in Table TA3.

### Table TA2: Results for self-market discounts.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Conditional on $\delta$</th>
<th>Global</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Market $s$</td>
<td>Market $t$</td>
</tr>
<tr>
<td>Price</td>
<td>$\alpha^2 \psi$</td>
<td>$\alpha^t$</td>
</tr>
<tr>
<td></td>
<td>$-2 \delta_s + 2 \alpha \psi_s$</td>
<td>$2$</td>
</tr>
<tr>
<td>Demand</td>
<td>$\alpha_s$</td>
<td>$1$</td>
</tr>
<tr>
<td></td>
<td>$-2 \delta_s + 2 \alpha \psi_s$</td>
<td>$2 \psi_s$</td>
</tr>
<tr>
<td>Profits</td>
<td>$\alpha^2$</td>
<td>$\alpha_s$</td>
</tr>
<tr>
<td></td>
<td>$-4 \delta_s + 4 \alpha \psi_s$</td>
<td>$2 \psi_s$</td>
</tr>
</tbody>
</table>

### Table TA3: Results for cross-market discounts.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Conditional on $\delta$</th>
<th>Global</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Market $s$</td>
<td>Market $t$</td>
</tr>
<tr>
<td>Price</td>
<td>$\alpha \alpha_s \delta + 2 \alpha \psi_s$</td>
<td>$\alpha \alpha_s (\delta + 2 \alpha \psi_s)$</td>
</tr>
<tr>
<td></td>
<td>$-\delta^2 + 4 \alpha \alpha_s \psi_s$</td>
<td>$-\delta^2 + 4 \alpha \alpha_s \psi_s$</td>
</tr>
<tr>
<td>Demand</td>
<td>$\alpha (\delta + 2 \alpha \psi_s)$</td>
<td>$\alpha (\delta + 2 \alpha \psi_s)$</td>
</tr>
<tr>
<td></td>
<td>$-\delta^2 + 4 \alpha \alpha_s \psi_s$</td>
<td>$-\delta^2 + 4 \alpha \alpha_s \psi_s$</td>
</tr>
<tr>
<td>Profits</td>
<td>$\alpha \alpha_s (\delta + 2 \alpha \psi_s)$</td>
<td>$\alpha \alpha_s (\delta + 2 \alpha \psi_s)$</td>
</tr>
<tr>
<td></td>
<td>$\frac{(\delta - 4 \alpha \alpha_s \psi_s)^2}{(\delta^2 - 4 \alpha \alpha_s \psi_s)}$</td>
<td>$\frac{(\delta - 4 \alpha \alpha_s \psi_s)^2}{(\delta^2 - 4 \alpha \alpha_s \psi_s)}$</td>
</tr>
</tbody>
</table>
We find that the parameters $y_s$ and $y_t$ have two effects. They affect the rate at which firm profit increases with the discounts and the domain in which the model is well defined. Given that profits are increasing in $\delta$, these boundaries directly affect the global optimum of the model. We find that while the self-market discount scheme is very sensitive to the parameter $y_s$, cross-market discounts can sustain relatively higher profits. This leads to the interesting insight that consumption is greater in cross-market discounts because they distribute the additional consumption (motivated by the price discount) in two markets and, therefore, they can lead to higher profits for the firm. Figure TA2 displays this pattern by plotting profit for both schemes as a function of discounts where the function is well defined, for several values of $y_s$ and $y_t$ (for clarity of exposition we have fixed $\alpha_s=\alpha_d=1$).

Figure TA2: In the above plots, the solid line shows total profit for the firm from a cross-market discount scheme, and the dashed line shows total profit for the firm from a self-market discount scheme.

We can also verify that a cross-market discount could generate higher profits. To derive conditions under which this happens, we need to compare optimal profits for each strategy. In this case, in addition to the conditions above characterizing the solutions, we note that the condition under which the optimal profit from a cross-market discount strategy ($\Pi_{st,1}^{CMD}$) is greater than the optimal profit from a self-market discount strategy ($\Pi_{st,1}^{SMD}$) is given by

\[ y_s = 1/2, \quad y_t = 2 \]

\[ y_s = 1, \quad y_t = 1 \]

\[ y_s = 2, \quad y_t = 1/2 \]
\[ \Pi_{st,1}^{CMD} - \Pi_{st,1}^{SMD} = \frac{2\alpha_s \psi_s - 3\alpha_s \psi_t + \sqrt{(\alpha_s \psi_t)8\alpha_s \psi_t + \alpha_s \psi_t}}{8\psi_s \psi_t} > 0 \]

To gain further insight into this, in Figure TA3 we plot the regions in the \( \psi_s - \psi_t \) plane (left panel) and the \( \alpha_s - \alpha_t \) plane (right panel) where a cross-market discount is more profitable than a self-market discount. We conclude that a cross-market discount dominates a self-market discount except for the cases in which the source market is significantly more important or saturates at a significantly lower rate than target market. In particular, for equal rates of diminishing returns \( (\psi_s = \psi_t = \psi) \) and equal market importance \( (\alpha_s = \alpha_t = \alpha) \), a cross-market discount is always the preferred strategy.

![Figure TA3: In the shaded regions, a cross-market discount is preferred over a self-market discount](image)

### 6.3. Analysis with nonzero marginal cost

In this section, we provide details for the analysis of the monopoly-monopoly scenario with nonzero marginal costs. Let \( c_s \) and \( c_t \) be the marginal costs for the source and the market target, respectively. By adding such costs, there is no change in consumer utility maximization problem. The firm's total profit is given by \( \Pi_{st,1}(p_{s1}, p_{t1}, \delta) = (p_{s1} - c_s) q_{s1} + (p_{t1} - c_t - \delta q_{s1}) q_{t1} \).
We again solve the model in the same three stages as the basic model in Section Error! Reference source not found. in Chapter 3. The resulting prices, demand and profits as functions of $\delta$ after Stage 2 are displayed in Table TA4. We verify that the main characteristics of this model are the same as of the basic model --- the optimal posted prices in both markets increase in $\delta$, the optimal effective price in the target market decreases in $\delta$, the quantities demanded in both markets increase in $\delta$, and the total profit of the firm from the two markets increases in $\delta$.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Market $s$</th>
<th>Market $t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>$c_s + \frac{\alpha_s (c_s, \delta - (c_s + 2\alpha_s + \delta))}{4\alpha_s \delta - \delta^2}$</td>
<td>$c_t + \frac{\alpha_t (c_t, \delta + \alpha_t (c_t + 2\alpha_t + \delta))}{4\alpha_t \delta - \delta^2}$</td>
</tr>
<tr>
<td>Demand</td>
<td>$\frac{2c_s \alpha_s + c_s \delta - \alpha_s (2\alpha_s + \delta)}{4\alpha_s \alpha_t + \delta^2}$</td>
<td>$\frac{2c_t \alpha_t + c_t \delta - \alpha_t (2\alpha_t + \delta)}{4\alpha_t \alpha_s + \delta^2}$</td>
</tr>
<tr>
<td>Profits</td>
<td>$\frac{\alpha_s (2c_s \alpha_s + c_s \delta - \alpha_s (2\alpha_s + \delta))}{(\delta^2 - 4\alpha_s \alpha_t \delta \gamma)}$</td>
<td>$\frac{(2\alpha_t (c_t - \alpha_t) \alpha_t + (c_t + \alpha_t) \alpha \delta + (-c_t + \alpha_t) \delta^2)(2\alpha_t + c_t \delta - \alpha_t (2\alpha_t + \delta))}{(4\alpha_t \alpha_s + \delta^2)^2}$</td>
</tr>
</tbody>
</table>

Table TA4: Stage 2 results for the monopoly-monopoly scenario with positive marginal costs.

The validity of the model requires positive and finite prices, demand, consumer surplus and profits. Interestingly, given that a cross-market discount couples the demand in the two markets, it could generate positive demand in a market that would not exist independently. By inspection, finite quantities are guaranteed if $\delta_s < \sqrt{\alpha_s \alpha_t}$. To check positiveness, given the model is well defined at $\delta = 0$, we need to only monitor those quantities that decrease as $\delta$ increases.

Given that the profit of the focal firm is increasing in $\delta$, and the effective price in target market and the consumer surplus are decreasing in $\delta$, by figuring out which one of the latter two is smaller and limiting it at zero, we can directly identify the optimal discount in Stage 1.
The main new insight that we obtain from this extension is that the firm can find it advantageous to set a cross-market discount large enough that the effective price in the target market is below marginal cost (but still nonnegative). The dark-shaded region in Figure TA4 shows the region in the $\alpha_s - \alpha_t$ plane (with $c_s = c_t = 1$) in which the optimal cross-market discount implies an effective price below marginal cost in the target market. Broadly speaking, when the target market is less important than the source market in the consumption utility function, the firm can have the incentive to take a loss in the target market to make overall higher total profit by selling more in the source market. On the other hand, if the target market is more important than the source market, it is not profitable to sacrifice this source of profit and the firm chooses a less aggressive discount policy.

7. Analysis of the marginal effects of parameters in the monopoly-duopoly scenario

To analyze how each of the parameters of the model affects the cross-market discount decisions, we computed the optimal rate $\delta$ for different points of the parameter space. To conduct a comprehensive analysis we need to define a fine grid for each of the parameters of the demand. The
parameter $\theta_t$ is naturally bounded between 0 and 1, but the parameters $\alpha_s$ and $\alpha_t$ could take any positive value. Therefore, we reparametrized them as $\alpha_s = a_s / (1-a_s)$ and $\alpha_t = a_t / (1-a_t)$, where $a_s, a_t \in [0,1)$. Therefore, by varying each of $\theta_t, \alpha_s$ and $\alpha_t$ on a grid of values between 0 and 1, we can conduct a complete numerical analysis. Figures TA5, TA6 and TA7 display the optimal rate of the cross-market discount as a function of $\theta_t, \alpha_s$ and $\alpha_t$, respectively, for various representative values of the other parameters. We conclude that when competition is present in the target market, the optimal rate of the cross-market discount decreases in the intensity of competition, and increases in the importance of the source and target markets.

![Graphs for different values of $\alpha_s$](image)

**Figure TA5:** Optimal rate of the cross-market discount as a function of $\theta_t$. 

- $\alpha_s = 1/3$
- $\alpha_s = 1$
- $\alpha_s = 3$
Figure TA6: Optimal rate of the cross-market discount as a function of $\theta_t$.

Figure TA7: Optimal rate of the cross-market discount as a function of $\alpha_t$. 
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8. Analysis of the duopoly-duopoly scenario

8.1. Without competing cross-market discount program

In this section, we present a detailed analysis of the case in which the focal firm faces competition in both markets. We assume that Firm 1 is the focal firm which operates in both markets, Firm 2 competes in market \( t \), and a new firm, Firm 3, competes in market \( s \). We keep all notation used in previous scenarios and introduce a new parameter \( \theta_s \) that corresponds to the degree of competition in market \( s \). Also, \( p_{s3} \) and \( q_{s3} \) denote the price and the quantity demanded from Firm 3 in the source market. Then, in the duopoly-duopoly scenario the consumer utility and expenditure are given by

\[
U(q_{s1}, q_{t1}) = \alpha_t \left( q_{s1} - \frac{q_{s1}^2}{2} + q_{s3} - \frac{q_{s3}^2}{2} - \theta_s q_{s1} q_{s3} \right) + \alpha_t \left( q_{t1} - \frac{q_{t1}^2}{2} + q_{t2} - \frac{q_{t2}^2}{2} - \theta_t q_{t1} q_{t2} \right)
\]

\[
E(q_{s1}, q_{s3}, q_{t1}, q_{t2}, p_{s1}, p_{s3}, p_{t1}, p_{t2}, \delta) = p_{s1} q_{s1} + p_{s3} q_{s3} + (p_{t1} - \delta q_{s1}) q_{t1} + p_{t2} q_{t2}
\]

Quantities demanded as a function of posted prices and the cross-market discount are obtained by solving the consumer surplus maximization problem and given by

\[
q_{s1} = \frac{\alpha_s(p_{s1} - p_{s3}\theta_s + \alpha_s \theta_s - \alpha_s - \delta) + \alpha_s \theta_s(-p_{s1} + p_{s3}\theta_s - \alpha_s \theta_s + \alpha_s) + p_{s2} + \delta \theta_s(\alpha_s - p_{t2})}{\delta^2 - \alpha_s \alpha_t(\theta_s^2 - 1)(\theta_t^2 - 1)}
\]

\[
q_{s3} = \frac{\alpha_s(p_{s1}\alpha_t(1 - \theta_t^2) + \delta \theta_s(p_{s1} - p_{s2}\theta_t + \alpha_s(\theta_s - 1)) + \alpha_s(\theta_s - 1)(\theta_s^2 - 1) - \delta^2) + p_{s3}(\alpha_s \alpha_t(\theta_s^2 - 1) + \delta^2)}{\alpha_t(\alpha_s \alpha_t(\theta_s^2 - 1)(\theta_t^2 - 1) - \delta^2)}
\]

\[
q_{t1} = \frac{\delta(p_{s1} - p_{s3}\theta_s) + p_{s3}(\alpha_s - \alpha_s \theta_s^2) + \alpha_s(\theta_s - 1) \theta_t(p_{s2} - \alpha_s) + \alpha_s(\theta_s - 1)(\alpha_s \theta_s + \alpha_t)}{\delta^2 - \alpha_s \alpha_t(\theta_s^2 - 1)(\theta_t^2 - 1)}
\]

\[
q_{t2} = \frac{\alpha_s \alpha_t(\delta(p_{s1} - p_{s3}\theta_s) + p_{s1}(\alpha_s - \alpha_s \theta_s^2) + \alpha_s(\theta_s - 1)(\alpha_s \theta_s + \alpha_t) + \delta) + (p_{s2} - \alpha_s)(\alpha_s \alpha_t(\theta_s^2 - 1) - \delta^2)}{\alpha_t(\alpha_s \alpha_t(\theta_s^2 - 1)(\theta_t^2 - 1) - \delta^2)}
\]

Foreseeing consumer responses, all firms simultaneously determine their posted prices to maximize their respective profits which are given by

\[
\Pi_{s1}(p_{s1}, p_{t1}, \delta) = p_{s1} q_{s1} + (p_{t1} - \delta q_{s1}) q_{t1}, \quad \Pi_{t2}(p_{t2}) = p_{t2} q_{t2}, \quad \Pi_{s3}(p_{s3}) = p_{s3} q_{s3}
\]
The model is well defined for \( \delta < \sqrt{\alpha_s \alpha_t (1 - \theta_s^2) (1 - \theta_t^2)} \), but the nature of the resulting equilibrium now depends on four parameters in a nonlinear fashion. For the special case in which \( \alpha_s = \alpha_t = 1 \) and \( \theta_s = \theta_t = \theta \), Table TA5 displays the posted prices, quantities demanded and profits for the focal and competitor firms\(^2\).

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Focal Firm</th>
<th>Competitor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>( \frac{(\theta - 1)(\delta^2 (\theta - 2) + (\theta - 1)^2 (1 + \theta)(2 + \theta))}{2(2 - \delta)(\delta - 1)(1 + \delta) - 3(\delta^2 + \delta - 3)(\theta^2 + (\delta - 6)\theta^4 + \theta^6)} )</td>
<td>( \frac{(\theta - 1)(\delta - 1 + \theta^2)(\delta - 2 + \theta + \theta^2)}{2(2 - \delta)(\delta - 1)(1 + \delta) - 3(\delta^2 + \delta - 3)(\theta^2 + (\delta - 6)\theta^4 + \theta^6)} )</td>
</tr>
<tr>
<td>Demand</td>
<td>( \frac{\delta^2 (\theta - 2) + (\theta - 1)^2 (1 + \theta)(2 + \theta)}{2(2 - \delta)(\delta - 1)(1 + \delta) + 3(\delta^2 + \delta - 3)\theta^2 (6 - \delta)\theta^4 - \theta^6} )</td>
<td>( \frac{(\delta - 1 + \theta^2)(\delta - 2 + \theta + \theta^2)}{2(2 - \delta)(\delta - 1)(1 + \delta) + 3(\delta^2 + \delta - 3)\theta^2 (6 - \delta)\theta^4 - \theta^6} )</td>
</tr>
<tr>
<td>Profits</td>
<td>( \frac{(2 - \delta - 2\theta^2)(\delta^2 (\theta - 2) + (\theta - 1)^2 (1 + \theta)(2 + \theta))}{2(2 - \delta)(1 - \delta)(1 + \delta) + 3(3 - \delta - \delta^2)\theta^2 (6 - \delta)\theta^4 + \theta^6} )</td>
<td>( \frac{(\delta + 1 + \theta^2)(\delta - 1 + \theta^2)(\delta - 1 + \theta^2)(\delta - 2 + \theta + \theta^2)}{2(2 - \delta)(1 - \delta)(1 + \delta) + 3(3 - \delta - \delta^2)\theta^2 (6 - \delta)\theta^4 + \theta^6} )</td>
</tr>
</tbody>
</table>

**Table TA5:** Results for the duopoly-duopoly scenario.

Because of the more intense competition, posted prices and quantities demanded for the focal firm are not monotonically increasing in the rate of the cross-market discount. For moderate values of \( \delta \), prices and quantities demanded increase. However, when facing deeper discounts, both competitors react stronger, hurting the profitability of the strategy. As a consequence we observe that prices, quantities and therefore profits exhibit an inverted-U shape as a function of the cross-market discount.

We then proceed to numerically compute the optimal discount. As in the monopoly-duopoly scenario, the optimal cross-market discount is increasing in the importance of both markets \( (\alpha_s \text{ and } \alpha_t) \), but decreasing in the degree of competition in the target market \( (\theta_t) \). Increasing the degree of

---

\(^2\) For this special case, the equilibrium in the two markets is identical. This is a direct consequence of the simplifying assumption that markets have the same importance and intensity of competition.
competition in the source market \((\theta_s)\) leads to a similar decreasing trend. Figure TA8 displays contour plots summarizing these relationships.

\[ \theta_j = \theta_i = 1/2 \]

\[ \alpha_j = \alpha_i = 1 \]

**Figure TA8:** Contour plots for optimal discount as a function of market importance

Extending previous results, we find that competition in any market prevents firms from fully extracting consumer surplus. A situation in which consumers have no surplus only occurs when competition parameters in both markets are close to zero, resembling the monopoly-monopoly scenario. Also, we verify that competitor firms in both markets make positive profits in the interior of the parameter space. The profit of Firm 2, which competes in the target market, approaches zero when its market has no attractiveness to the consumer \((\alpha_t \rightarrow 0)\), or asymptotically when the importance of the source market dominates the consumer's decision \((\alpha_s \rightarrow \infty)\). Similarly, the profit of Firm 3, which competes in the source market, asymptotically goes to zero when the importance of the target market dominates consumer's decision \((\alpha_i \rightarrow \infty)\). Regarding the degree of competition, profits approach zero when the corresponding parameter approaches its maximum \((\theta_i \text{ or } \theta_i \rightarrow \infty)\).
Figure TA9 displays total change in profits for all firms with respect to the case in which no cross-market discount is used, as a function of all four parameters of the model. Not surprisingly, the focal firm is always better off by offering a cross-market discount. At the same time, competitors in both markets are worse off when facing such a strategy.

![Graph showing variation of profits](image)

**Figure TA9:** Variation of profits with respect to the case in which no cross-market discount is used. In each panel, full black lines represent profit of firm 1 (focal firm), black-dashed lines represent profit of firm 3 (competitor in source market) and gray-dashed lines represent profit of firm 2 (competitor in target market).

Not obvious are the results derived from observing how the differential profit gains are affected by variations in the parameters of the model. When looking at importance parameters, we see that the focal firm benefits from an increase in the importance parameter in either market, and this also leads to a greater reduction in profits of the competitors in both markets. Variations derived from different degrees of competition also demonstrate the competitive advantage of the cross-market strategy, but the effect of competition is not symmetric between markets as we show with the impact of
parameter $\theta_s$. The largest loss that a cross-market discount could cause to the competitor in the source market is achieved for medium degrees of competition. When $\theta_s$ approaches 0, there is almost no interaction between the firms and what the focal firm does barely affects its competitors. When $\theta_s$ approaches 1, the competition is so strong and prices are so low to start with that neither firm can make any profits. Interestingly, the degree of competition in the source market also affects profits of the competitor in the target market. The smaller $\theta_s$ is, the larger is the reduction in profit for Firm 2, because the focal firm can leverage its cross-market discount strategy without worrying about Firm 3's competitive reactions. The impact of the parameter $\theta_t$ is analogous.

8.2. With competing cross-market discount program

In this section, we present a detailed analysis of the case in which the firms compete in both source and target markets. We use the indices 1 and 2 to denote the two firms. Both firms have the possibility to implement cross-market discounts and, therefore, the game is symmetric. We keep all notation used in previous scenarios except for the need to introduce an index on the cross-market discount offered by each firm, which we denote by $\delta_1$ and $\delta_2$. Then, in the symmetric duopoly-dupoly scenario the consumer utility and expenditure are given by

$$U(q_{s1}, q_{t1}) = \alpha_s \left( q_{s1} - \frac{q_{s1}^2}{2} + q_{s2} - \frac{q_{s2}^2}{2} - \theta_s q_{s1} q_{s2} \right) + \alpha_t \left( q_{t1} - \frac{q_{t1}^2}{2} + q_{t2} - \frac{q_{t2}^2}{2} - \theta_t q_{t1} q_{t2} \right)$$

$$E(q_{s1}, q_{s2}, q_{t1}, q_{t2}, p_{s1}, p_{s2}, p_{t1}, p_{t2}, \delta) = p_{s1} q_{s1} + p_{s2} q_{s2} + (p_{t1} - \delta_1 q_{s1}) q_{t1} + (p_{t2} - \delta_2 q_{s2}) q_{t2}$$

Quantities demanded as a function of posted prices and cross-market discounts are obtained by solving the consumer surplus maximization problem. Demand functions for the special case in which $\alpha_s=\alpha_t=1$ and $\theta_s=\theta_t=\theta$ are given by
Foreseeing the above consumer responses, all firms simultaneously determine their posted prices to maximize their respective profits which are given by

\[
\Pi_{st, 1} (p_{st 1}, p_{st 2}, \delta_{1}) = p_{st 1} q_{st 1} + (p_{st 1} - \delta_{1} q_{st 1}) q_{st 1}, \quad \Pi_{st, 2} (p_{st 2}, p_{st 2}, \delta_{2}) = p_{st 2} q_{st 2} + (p_{st 2} - \delta_{2} q_{st 2}) q_{st 2}
\]

After solving for the optimal posted prices of both firms in both markets, we can derive optimal profits as a function of cross-market discounts. The equilibrium levels of discounts are found by intersecting reaction functions derived from taking first order conditions for each firm:

\[
\frac{\partial \Pi_{st, 1} (\delta_{1}, \delta_{2})}{\partial \delta_{1}} = 0 \quad \text{and} \quad \frac{\partial \Pi_{st, 1} (\delta_{1}, \delta_{2})}{\partial \delta_{2}} = 0
\]

As in other scenarios, we need to verify nonnegative consumer surplus, nonnegative profits for each firm and positive effective price that the consumer is paying in the target market (this is the price after the cross-market discount is applied). The problem is analytically intractable and therefore we proceed numerically to compute its solutions. For simplicity, we compute the equilibria for the case \(\alpha_{s} = \alpha_{t} = \alpha\) and \(\theta_{s} = \theta_{t} = \theta\) for several values of \(\theta\). We are interested in analyzing how the situation of the firms and the consumers changes in comparison to the case in which no cross-market discounts are implemented. In the left panel of Figure TA10, we plot the profit of the firms and the consumer surplus w.r.t. \(\theta\) with and without cross-market discounts for the case of \(\alpha = 1\). The right panel displays the equilibrium level of the discount \(\delta\), the difference in profit for the retailers and the difference in the consumer surplus.
We observe that the value of the cross-market discount rate ($\delta$) decreases with the competitive intensity ($\theta$). As is also expected, when the intensity of competition increases, consumer surplus increases while the firms' profits decrease, but at different rates depending on whether cross-market discounts are used or not.

For small values of $\theta$, demand functions are almost independent and the model resembles the monopoly-monopoly scenario in which the retailers are better off when offering cross-market discounts because they can extract a larger surplus from the consumers. The introduction of cross-market discounts increases the rate at which firms' profits decrease with the competition parameter.

As a consequence, in the other extreme, for relatively large values of $\theta$, the introduction of cross-market discount leads to more intense competition, decreasing each firm's ability to extract surplus from the consumer, thus making the firms worse off with respect the case in which no cross-market discounts are allowed. A very interesting result is obtained when the intensity of competition is moderate. Here, all players, i.e., the consumer and both the firms, are better off with the introduction of cross-market discounts.
To confirm the generality of these results, we reparametrized $\alpha = a/(1-a)$, where $a \in [0,1)$. Therefore, by varying each of $\theta$ and $a$ on a grid of values between 0 and 1, we can conduct a complete numerical analysis. In all of these cases, we found exactly the same patterns as above.

9. Analysis of cross-market discounts based on expenditure in the source market

In this section, we discuss the case in which discounts are based on the expenditure in the source market and not only on its quantity demanded. Our analysis here shows that, compared to this extension, the basic model is significantly more parsimonious and tractable, yet still captures most of the relevant insights of the discount scheme. In this extension, we base our analysis on the monopoly-duopoly scenario. The consumption utility remains unchanged, but the expenditure function changes. Let $\delta_r$ be the rate of cross-market discount. Then, the new expenditure function is given by $E(q_{s1}, q_{t1}, q_{t2}|p_{s1}, p_{t1}, p_{t2}, \delta_r) = p_{s1}q_{s1} + (p_{t1} - \delta_r p_{s1}q_{s1})q_{t1} + p_{t2}q_{t2}$. In Stage 1, the demand functions are derived from consumer surplus maximization and are given by

$$q_{s1} = \frac{\alpha_s \alpha_t (-1 + \theta_s^2) + p_{s1} (\alpha_s (-1 + \delta_s - \theta_s) (-1 + \theta_s) + \delta_s (p_{t1} - p_{s1} \theta_s))}{p_{s1} \delta_s^2 + \alpha_s \alpha_t (-1 + \theta_s^2)}$$

$$q_{t1} = \frac{p_{t1} \alpha_s + p_{s1} \delta_s - \alpha_s (\alpha_s + p_{t1} \delta_s) + \alpha_t (-p_{t1} + \alpha_t) \theta_t}{p_{s1} \delta_s^2 + \alpha_\theta \alpha_t (1 - \theta_s^2)}$$

$$q_{t2} = \frac{(p_{t1} - \alpha_s) (\alpha_s \alpha_t - p_{t1} \delta_s) + \alpha_t (-p_{t1} + \alpha_t) \alpha_t + p_{s1} (-p_{t1} + \alpha_t) \delta_s \theta_t}{\alpha_t (p_{s1} \delta_s^2 + \alpha_s \alpha_t (1 - \theta_s^2))}$$

In Stage 2, the analysis to find equilibrium prices is algebraically intractable and, therefore, we need to rely on numerical methods. We base our analysis on results computed on a grid of values of $\alpha_s, \alpha_t \in [0,2]$ and $\theta_t \in [0,1)$. To illustrate the nature of the resulting equilibrium, in Figure TA11 we
display equilibrium prices, quantities demanded and profits as a function of the discount rate $\delta_r$ for the cases $\alpha_i=\alpha_s=1$ and $\theta_t=1/2$.

![Figure TA11: Prices, quantities and profits as functions of the discount rate $\delta_r$.](image)

First, we note that the optimal posted price in the source market increases in $\delta_r$. The direction for the posted price in the target market depends on the competitive structure: $p_{t1}$ decreases in $\delta_r$ if $\theta_t$ is small, but in the presence of more intense competition it exhibits an inverted-U shape. Quantities sold in the target market are increasing in $\delta_r$, but constant in the source market. Profits follow exactly the same patterns as in the quantity-based discount scenario. Total profit for firm 1 is increasing if $\theta_t$ is small, but as $\theta_t$ increases, it exhibits an inverted-U shape if the target market is important enough with respect to the source market. Similarly, as in the quantity-based discount case, consumer surplus is decreasing in $\delta_r$ if $\theta_t$ is small, but increases if $\theta_t$ is large.
Inspecting the optimal rate of discount we verify that, as before, in the monopoly-duopoly scenario the competitor makes positive profits and the consumer has positive surplus. Finally, we analyze how the optimal value of the cross-market discount rate ($\delta_r$) varies with each of the model parameters. Numerical results show that it increases with the importance of target market in consumption utility ($\alpha_t$), but decreases with the importance of source-market in consumption utility ($\alpha_s$) and with the competitive intensity in the target market ($\theta_t$). Although the directional effect of $\alpha_s$ on the rate of the discount is different from the one we observe in the basic model, its effect on the monetary size of the discount and effective price paid in the target market remains unchanged.

Therefore, we confirm that the key insights we derived from the basic model generalize to the case in which the discount is a function of the expenditure in the source market. This provides support to the idea that the properties that we described before using a quantity-based discount model are not an artifact of the specific implementation of the cross-market discount policy.

An interesting feature of this extension is that a discount from the monopoly to the duopoly market is not symmetric with respect to a discount from the duopoly to the monopoly market. The expenditure function when cross discounting from the duopoly to the monopoly market is given by

$$E(q_{d1}, q_{d2} | p_{d1}, p_{d2}, \delta_r) = (p_{d1} - \delta_r p_{d1} q_{d1}) q_{d1} + p_{d1} q_{d1} + p_{d2} q_{d2}.$$ 

The resulting demand functions are given by

\[
\begin{align*}
q_{d1} &= \frac{p_{d1} \delta_r (p_{d1} + \alpha_s (-1 + \theta_t) - p_{d2} \theta_t) + \alpha_s \alpha_t (-1 + \theta_t^2) + p_{d1} (\alpha_t - \alpha_t^2)}{p_{d1} \delta_t^2 + \alpha_t (-1 + \theta_t^2)}, \\
q_{d2} &= \frac{p_{d2} (\alpha_t + p_{d1} \delta_r - \alpha_s \delta_r) + \alpha_s (\alpha_t (-1 + \theta_t) - p_{d2} \theta_t)}{p_{d1} \delta_t^2 + \alpha_t (-1 + \theta_t^2)}, \\
q_{d2} &= \frac{(p_{d2} - \alpha_s) (\alpha_t \alpha_i - p_{d2} \delta_r^2) + \alpha_s (\alpha_t \alpha_i + p_{d1} (\alpha_t (-1 + \delta_r) - p_{d2} \delta_r)) \theta}{\alpha_t (p_{d1} \delta_t^2 + \alpha_t (-1 + \theta_t^2))}.
\end{align*}
\]

\(^{23}\) For these numerical solutions, we confirm that we indeed have maximums and all second-order conditions are satisfied.
Using these demand systems, we can explore which direction of the discount is more profitable for the focal firm by computing optimal profits under both strategies: cross discounting from monopoly to duopoly (M2D) and from duopoly to monopoly (D2M). Figure TA12 displays optimal profits for marginal variations of each parameter of the model around \((a_s, a_t, \theta_t)=(1,1,1/2)\).

![Figure TA12](image)

**Figure TA12**: Variation in profits for discounts from monopoly to duopoly (M2D) and from duopoly to monopoly (D2M) as functions of model parameters.

First, we verify that if one of the market has no importance for the consumer \((a_s =0\) or \(a_t =0)) the cross-market discount strategy has no value and there is no difference in using either direction. Additionally, we note that profits for both strategies are increasing in market importance in any market. In other words, the focal firm could take advantage of a more valuable market regardless of whether it is cross discounting from the monopoly to the duopoly market, or from the duopoly to the monopoly market. Upon comparing profitability, we conclude that a cross-market discount should be offered from the more valuable to the less valuable market. For example, the leftmost panel of Figure TA12 displays profits as a function of importance of monopolistic market \(s\) \((a_s)\),
keeping constant the importance of duopoly market $t$ ($\alpha_t=1$) and competition intensity ($\theta_t = 1/2$). We observe that when $\alpha_s$ is small relative to $\alpha_t$, profits of cross discounting from $s$ to $t$ are higher than discounting from $t$ to $s$. This relation reverses when $\alpha_s$ gets larger relative to $\alpha_t$. The center panel displays the marginal variations with respect to $\alpha_t$ and confirms this pattern. Finally, the rightmost panel illustrates how profits of the cross-market discount strategy in each direction vary with the degree of competition ($\theta_t$) in the duopoly market $t$. We conclude that when importance of both markets is comparable, the focal firm should prefer to offer discounts that are redeemable in the market that faces competition.
Technical Appendix 2:

Inferring Competitor Pricing with Incomplete Information

1. Derivation of indifference conditions
   
   Case 1: The customer is indifferent between buying from focal firm only or buying from the competitor. For the boundary (1.6) to hold and also $q_{int} = \tau_{int}$, then
   
   $$ q_{int} = \frac{1}{2} \left( \tau_{int} + \frac{P_{int}^\gamma - P_{int}^\eta}{\gamma + \eta} \right) \Rightarrow \gamma + \eta = \frac{1}{\tau_{int}} \left( P_{int}^\gamma - P_{int}^\eta \right) $$
   
   Case 2: The customer is indifferent between buying from competitors only or also buying from the focal firm.
   
   $$ q_{int}^c = \frac{1}{2} \left( \tau_{int} + \frac{P_{int}^\gamma - P_{int}^\eta}{\gamma + \eta} \right) \Rightarrow \gamma + \eta = \frac{1}{\tau_{int}} \left( P_{int}^\gamma - P_{int}^\eta \right) $$

2. Sampler
   
   In our empirical application, we draw from the posterior distribution following the following sequence:
1. Start with initial values of $\theta_{im}^0$, $\sigma_{ii}^2$ and $\sigma_{zi}^2$.

2. For each customer
   a. Propose a new value $\theta_{im}^{\text{new}}$ according to a random walk process. And accept it with probability
      \[
      \min \left\{ 1, \frac{p(\{q_{im}\}|\theta_{im}^{\text{new}}, \sigma_{ii}^{\text{new}}, \sigma_{zi}^{\text{new}}) p(\theta_{im}^{\text{new}})}{p(\{q_{im}\}|\theta_{im}^0, \sigma_{ii}^2, \sigma_{zi}^2) p(\theta_{im}^0)} \right\}
      \]
   b. Propose a new value $\sigma_{ii}^{\text{new}}$ according to a random walk process. And accept it with probability
      \[
      \min \left\{ 1, \frac{p(\{q_{im}\}|\theta_{im}^0, \sigma_{ii}^{\text{new}}, \sigma_{zi}^{\text{new}}) p(\sigma_{ii}^{\text{new}})}{p(\{q_{im}\}|\theta_{im}^0, \sigma_{ii}^2, \sigma_{zi}^2) p(\sigma_{ii}^2)} \right\}
      \]
   c. Propose a new value $\sigma_{zi}^{\text{new}}$ according to a random walk process. And accept it with probability
      \[
      \min \left\{ 1, \frac{p(\{q_{im}\}|\theta_{im}^0, \sigma_{ii}^2, \sigma_{zi}^{\text{new}}) p(\sigma_{zi}^{\text{new}})}{p(\{q_{im}\}|\theta_{im}^0, \sigma_{ii}^2, \sigma_{zi}^2) p(\sigma_{zi}^2)} \right\}
      \]

3. Update upper level regression parameters $\Lambda$ and $V_{\theta}$ following conjugate multivariate regression model. The posterior of the conjugate multivariate linear regression
   \[
   V_{\theta}|\theta_m, Z \sim IW(V + T, V + \tilde{S})
   \]
   \[
   \Lambda|\theta_m, Z, V_{\theta} \sim N\left(\tilde{\lambda}_m, V_{\theta} \otimes (Z'Z + A)^{-1}\right)
   \]
   Where
   \[
   \tilde{\lambda}_m = \text{vec}(\tilde{\Lambda}), \quad \tilde{\Lambda} = (Z'Z + A)^{-1}(Z'Z\tilde{\Lambda} + A\tilde{\Lambda})
   \]
   \[
   \tilde{S} = (\theta_m - Z\tilde{\Lambda})' (\theta_m - Z\tilde{\Lambda}) + (\tilde{\Lambda} - \bar{\Lambda})' A (\tilde{\Lambda} - \bar{\Lambda})
   \]

4. Repeat as necessary.
In our empirical application we use the following hyper priors parameters: $\nu_1 = \nu_2 = k + 3$, $sqs_1 = sqs_2 = 100$, $V = \nu \cdot I_k$, $A = 0.001 \cdot I_n_z$ and $\Lambda = 0$, the $n_z \times k$ zero matrix.

Our sampler is very general because makes no use of the special structure of the regression functions. However, there are several opportunities to adapt our proposed method to gain in computational efficiency. For example, conditional on the value of the regime $\Omega_k (k \in \{1, 2, 3\})$ the rest of the parameters could be estimated using the standard hierarchical linear regression model. Here, the conditional posterior distribution is known exactly and therefore we can directly sample from it without needing to discard draws from burning initial iterations or thinning the chain. To implement this sampling approach we would also need to efficiently sample from $\Omega_k$. Unfortunately, our computational experiments in sampling from those regime probabilities show that navigating the augmented parameter space is no faster than the other sampler we propose. We consider there are interesting opportunities to improve the efficiency of the sampler and we leave this issue for future research.
3. Category Selection and Description

In the transactional database we observe purchases made in 9 categories. For our empirical application we select only the 5 categories with larger volumes. The distribution of quantities and expenditures per categories are displayed in Figure TA2.1.

![Figure TA2.1: Distribution of transaction per product category](image)

Figure TA2.1 displays the aggregated time series of sales for the 5 selected categories. From a visual inspection of the plots we found no strong evidence of seasonal or trends effects.

![Figure TA2.2: Aggregated time series for the selected product categories.](image)