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1. Introduction.

Perhaps the most important theorem of elementary differential calculus is the Chain Rule. It states, roughly, that the composite of two differentiable functions is again differentiable, and it gives a formula for the derivative of this composite. A Chain Rule of Order $n$ should state, roughly, that the composite of two functions that are $n$ times differentiable is again $n$ times differentiable, and it should give a formula for the $n$'th derivative of this composite. Many textbooks contain a Chain Rule of order 2 and perhaps 3, but I do not know of a single one that contains a Chain Rule of arbitrary order $n$ with an explicit and useful formula. The main purpose of this paper is to derive such a formula.

In the last section, I will show how the Chain Rule of higher order can be used to prove that the composite of two real-analytic functions is again real-analytic. The usual proof uses complex extensions of the real-analytic functions and basic theorems of Complex Analysis. However, this usual proof cannot easily be extended to the case when the real-analytic functions are replaced by mappings between higher-dimensional spaces. The proof presented here can. In fact, it will be used in the second volume of my book entitled “Finite-Dimensional Spaces: Algebra, Geometry, and Analysis”, now being written. (The first volume appeared in 1987.)

In this paper, we need some precise and efficient notation and terminology, which, unfortunately, has not yet become standard. (It is described in some detail in Chapter 0 of Vol.I of my book mentioned above.) We denote the set of all natural numbers, with zero included, by $\mathbb{N}$, the set of all real numbers by $\mathbb{R}$, and the set of all positive real numbers, with zero included, by $\mathbb{P}$. We use $\mathbb{N}^\times := \mathbb{N}\setminus\{0\}$ for the set of all non-zero natural numbers and $\mathbb{P}^\times := \mathbb{P}\setminus\{0\}$ for the set of all strictly positive real numbers. Given $n \in \mathbb{N}$ we use the notation $n! := \{k \in \mathbb{N} \mid 1 \leq k \leq n\}$ for the set of all natural numbers from 1 to $n$. We have $0! = 1$. A subset $J$ of $\mathbb{R}$ is called an interval if for all $s, t \in J$ we have $[s, t] \subset J$. The empty set and singletons are intervals; all other intervals are said to be genuine. The cardinality of a finite set $S$ is denoted by $\#S$.

A family $a := (a_i \mid i \in I)$ is specified by a procedure which assigns to each $i$ in a given set $I$, called the index set of $a$, an object $a_i$, which is then called a term of $a$. The family $a$ should not be confused with its range $\{a_i \mid i \in I\}$, which is the set of all terms of $a$. The set of all families indexed on $I$ with terms in a given set $S$ is denoted by $S^I$. If $S$ contains a zero-element 0 of some sort, for example if $S$ is $\mathbb{N}$, $\mathbb{R}$, or $\mathbb{P}$, we define the support of a given $a \in S^I$ by

$$Supt a := \{i \in I \mid a_i \neq 0\}.$$  \hfill (11)

The set of all families in $S^I$ that have finite support will be denoted by

$$S^{(I)} := \{a \in S^I \mid Supt a \text{ is finite}\}. \hfill (12)$$
Families indexed on $\mathbb{N}$ or $\mathbb{N}^\times$ are called sequences.

Assume now that an additive monoid $P$ is given. This means that an addition and a zero are defined for $P$ such that the usual rules hold. Examples are $P := \mathbb{N}$, $\mathbb{R}$, and $\mathbb{P}$. If $I$ is a finite set and $a \in P^I$ is given, one can unambiguously define the sum

$$\sum a = \sum (a_i \mid i \in I) = \sum_{i \in I} a_i$$

by using the associative and commutative laws of addition. If $I$ is the empty set we have $\sum a = 0$. The third notation of (13) is preferred in displayed formulas, but the first and second are very useful in involved formulas. If the set $I$ is not finite but $a \in P^I$ one can still define $\sum a$ and use the notations (13) by putting

$$\sum a := \sum (a_i \mid i \in \text{Supt } a).$$

Assume now that the given monoid $P$ is a commutative multiplicative monoid instead of an additive monoid. Examples are $P := \mathbb{N}$, $\mathbb{R}$, $\mathbb{P}$, $\mathbb{N}^\times$, and $\mathbb{P}^\times$. Then the considerations of the preceding two paragraphs apply when $\sum$ is replaced by $\prod$ in (13) and (14) and if 0 is replaced by 1 in the definition (11) of support.

2. Patterns of partitions.

Recall that a partition of a given set $S$ is a pair-wise disjoint collection of non-empty subsets of $S$ whose union is all of $S$. The member-sets of a partitions are called pieces.

Definition 1. The pattern $\pi(P) \in \mathbb{N}^{\mathbb{N}^\times}$ of a given partition $P$ of a given finite set $S$ is defined by

$$(\pi(P))_i := \#\{K \in P \mid \#K = i\} \text{ for all } i \in \mathbb{N}^\times.$$  \hspace{1cm} (21)

Roughly, the pattern of $P$ tells us how many pieces of $P$ have a given cardinality.

Let a finite set $S$ be given. It is clear that

$$\sum_{i \in \mathbb{N}^\times} i(\pi(P))_i = \#S$$ \hspace{1cm} (22)

for every partition $P$ of $S$. Given $n \in \mathbb{N}$, we use the notation

$$\Pi_n := \{p \in \mathbb{N}^{\mathbb{N}^\times} \mid \sum_{i \in \mathbb{N}^\times} i p_i = n\}$$ \hspace{1cm} (23)
We now put \( n := \#S \). Then \( \Pi_n \) is the set of all possible patterns of partitions of \( S \). Denote the set of all partitions of \( S \) by \( \text{Part} \, S \). Given \( p \in \Pi_n \), we use the notation

\[
\lambda_p := \# \{ \mathcal{P} \in \text{Part} \, S \mid p = \pi(\mathcal{P}) \}
\]

for the number of all partitions of \( S \) that have the pattern \( p \). This number depends only on \( p \in \mathbb{N}^{(\mathbb{N}^\times)} \), which determines \( n = \#S \) via (22); it does not depend on the particular nature of \( S \) itself.

**Lemma 1.** Let \( p \in \mathbb{N}^{(\mathbb{N}^\times)} \), not zero, be given and choose \( k \in \mathbb{N}^\times \) such that \( p_k \neq 0 \). Define \( q \in \mathbb{N}^{(\mathbb{N}^\times)} \) by

\[
q_i := \begin{cases} 
  p_i & \text{if } i \neq k \\
  p_i - 1 & \text{if } i = k
\end{cases} \quad \text{for all } i \in \mathbb{N}^\times.
\]  

Putting \( n := \sum (i \, p_i \mid i \in \mathbb{N}^\times) \), we have \( \sum (i \, q_i \mid i \in \mathbb{N}^\times) = n - k \) and

\[
\lambda_p = \binom{n}{k} \frac{1}{p_k} \lambda_q.
\]

**Proof:** We choose a set \( S \) with \( n = \#S \). We then construct a partition of \( S \) as follows. First we choose a subset \( K \) of \( S \) with \( k = \#K \) and then a partition \( Q \) of \( S \setminus K \) with pattern \( q \) as defined by (25). Then \( Q \cup \{ K \} \) is a partition of \( S \) with pattern \( p \). Every partition of \( S \) with patterns \( p \) can be obtained in this manner. Since there are \( \binom{n}{k} \) subsets \( K \) of \( S \) with \( \#K = k \) and, given such a \( K \), there are \( \lambda_q \) partitions of \( S \setminus K \) with pattern \( q \), we obtain partitions of \( S \) with pattern \( p \) in \( \binom{n}{k} \lambda_q \) different ways. However, since every partition of \( S \) with pattern \( p \) contains \( p_k \) pieces \( K \) with \( \#K = k \), the procedure described above produces one and the same partition of \( S \) in \( p_k \) different ways. We conclude that (26) is valid.

**Theorem 1.** For all \( p \in \mathbb{N}^{(\mathbb{N}^\times)} \) we have

\[
\lambda_p = \frac{n!}{\prod (p_i! \, (i!)^{p_i} \mid i \in \mathbb{N}^\times)} \quad \text{when } n := \sum_{i \in \mathbb{N}^\times} i \, p_i.
\]

**Proof:** We use induction over \( n \). If \( n := 0 \) we must have \( p = (0, \ldots) \), the sequence all of whose terms are zero. Then (27) is valid with \( \lambda_{(0, \ldots)} = 1 \) because the empty set has only one partition, namely the empty one, and because \( 0! = 1 \), making the product in the denominator on the right side of (27) equal to 1.

Now let \( p \in \mathbb{N}^{(\mathbb{N}^\times)} \), not zero, be given and put \( n := \sum (i \, p_i \mid i \in \mathbb{N}^\times) \). Assume that (27) becomes valid after \( p \) is replaced by a \( q \in \mathbb{N}^{(\mathbb{N}^\times)} \) with \( m := \sum (i \, q_i \mid i \in \mathbb{N}^\times) < n \), so that

\[
\lambda_q = \frac{m!}{\prod (q_i! \, (i!)^{q_i} \mid i \in \mathbb{N}^\times)}.
\]
We now choose \( k \in \mathbb{N}^* \) such that \( p_k \neq 0 \) and we define \( q \in \mathbb{N}(\mathbb{N}^*) \) by (25). Then \( m := n - k < n \) and hence, by (26) of the Lemma and by (28), we have

\[
\lambda_p = \binom{n}{k} \frac{1}{p_k} \frac{m!}{\prod (g_i! (i!)^{p_i} \mid i \in m_1)} = \frac{n!}{(n-k)! \prod (p_i! (i!)^{p_i} \mid i \in m_1 \setminus \{k\})}.
\]

which easily yields (27), completing the induction. \( \square \)

3. The Chain Rule of order \( n. \)

In this section, we assume that genuine intervals \( J \) and \( K \) and functions \( f : J \to K \) and \( g : K \to \mathbb{R} \) are given, so that the composite \( g \circ f : J \to \mathbb{R} \) makes sense.

The most common form of the ordinary Chain Rule is this: if \( f \) and \( g \) are differentiable, so is \( g \circ f \) and we have \((g \circ f)^* = (g^* \circ f^*)\). (We follow Newton and denote derivatives by superscript dots rather than primes.) The following is a preliminary form of the Chain Rule of order \( n. \)

**Lemma 2.** Let \( n \in \mathbb{N} \) be given. If both \( f \) and \( g \) are \( n \) times differentiable, so is \( g \circ f \) and

\[
(g \circ f)^{(n)} = \sum_{P \in \text{Part } n} (g^{(#P)} \circ f) \prod_{K \in P} f^{(#K)}.
\]

**Proof:** We proceed by induction. If \( n = 0 \) we have \( n^1 = \emptyset \) and hence \( \emptyset \) is the only member of \( \text{Part } n^1 \). Therefore, the product on the right side of (31) reduces to 1 and (31) becomes \((g \circ f)^{(0)} = (g \circ f) = (g^{(0)} \circ f)\).

Assume now that \( n \in \mathbb{N} \) is given, that \( f \) and \( g \) are \( n+1 \) times differentiable, and that (31) is valid for the given \( n \). Then \( f^{(#P)} \) and \( f^{(#K)} \) are differentiable for all \( P \in \text{Part } n^1 \) and all \( K \in P \). Hence we can apply the ordinary Chain Rule and the Product Rule to differentiate (31) and obtain

\[
(g \circ f)^{(n+1)} = \sum_{P \in \text{Part } n^1} (g^{(#P+1)} \circ f) f^* \prod_{K \in P} f^{(#K)} + \sum_{P \in \text{Part } n^1} (g^{(#P)} \circ f) \sum_{L \in P} f^{(#L+1)} \prod_{K \in P \setminus \{L\}} f^{(#K)}.
\]

Now, the partitions of \((n + 1)^1\) can be classified as follows.

1. The first class consists of partitions that contain \( \{n + 1\} \) as a piece. They are of the form

\[
\mathcal{P}':= P \cup \{\{n + 1\}\} \text{ with } P \in \text{Part } n^1.
\]

2. The second class consists of partitions that do not contain \( \{n + 1\} \) as a piece. They are of the form

\[
\mathcal{P}':= (P \setminus \{L\}) \cup \{L \cup \{n + 1\}\} \text{ with } P \in \text{Part } n^1 \text{ and } L \in P.
\]
The summands of the first sum on the right side of (32) are of the form
\[(g^{|P'|} \circ f) \prod_{K' \in P'} f^{(k')}\]
when \(P'\) belongs to the first class. The second term on the right side of (32) can be written as a sum with summands that are also of the form (33), except that \(P'\) now belongs to the second class. Therefore, (32) reduces to (31) with \(n\) replaced by \(n + 1\), and the induction is complete.

**Theorem 2 (Chain Rule of order n).** Let \(n \in \mathbb{N}\) be given. If both \(f\) and \(g\) are \(n\) times differentiable, so is \(g \circ f\) and
\[
(g \circ f)^{(n)} = \sum_{p \in \Pi_n} \lambda_p (g^{(\Sigma p)} \circ f) \prod_{k \in n} (f^{(k)})^{p_k},
\]
where \(\Pi_n\) is defined by (23) and \(\lambda_p\) is given explicitly by (27).\[\]
**Proof:** We observe that each summand on the right side of (31) depends on the partition \(P\) only through its pattern \(\pi(P)\). Now, in view of (24), \(\lambda_p\) is the number of partitions of \(n\) having a given pattern \(p \in \Pi_n\). Therefore, (31) of Lemma 2 reduces to (34) when equal terms in the summation are put together.

### 4. Summations.

We assume that an index set \(I\) is given and we denote the collection of all finite subsets of \(I\) by \(\text{Fin} I\). Let \(a \in \text{P}^I\) be given. As was pointed out in Sect.1, the sum \(\Sigma a\) is meaningful if \(I\) is finite or if \(a\) has finite support. Even if \(I\) is infinite and \(a\) fails to have finite support, one can still assign a meaning to \(\Sigma a\), possibly \(\infty\), by putting
\[
\Sigma a := \sup\{ \sum_{k \in K} a_k \mid K \in \text{Fin} I\} \in \overline{\text{P}} := \text{P} \cup \{\infty\}.
\]
We say that \(a\) is **summable** if \(\Sigma a < \infty\). Most of the rules for summations remain valid for sums in the extended sense of (41). For example, if \(P\) is a partition of \(I\), we have
\[
\Sigma a = \sum_{K \in P} \left( \sum_{k \in K} a_k \right).
\]
If the index set is finite, the following proposition can be proved fairly easily by induction over \(#I\) using the Binomial Theorem. The proposition is also valid if \(I\) is infinite and if sums are defined by (41).

**Proposition 1.** Let \(n \in \mathbb{N}\) and \(a \in \text{P}^I\) be given and put
\[
\Gamma_n := \{ p \in \mathbb{N}^I \mid \Sigma p = n \}.
\]
Then
\[
\frac{(\Sigma a)^n}{n!} = \sum_{p \in \Gamma_n} \prod_{i \in I} \frac{(a_i)^{p_i}}{p_i!}.
\]

The following results are variations of standard theorems involving “power series”.
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Proposition 2. Let a sequence \( a \in \mathbb{P}^{\mathbb{N}^\times} \) be given. Then the following conditions are equivalent:

(a) The set \( \{ \sqrt{a_n} \mid n \in \mathbb{N}^\times \} \) is bounded.
(b) For some \( h \in \mathbb{P}^\times \), the set \( \{ a_n h^n \mid n \in \mathbb{N}^\times \} \) is bounded.
(c) For some \( h \in \mathbb{P}^\times \), we have \( \lim_{n \to \infty} a_n h^n = 0 \).
(d) For some \( h \in \mathbb{P}^\times \), the sequence \( \{ a_n h^n \mid n \in \mathbb{N}^\times \} \) is summable.

Proposition 3. Assume that a given sequence \( a \in \mathbb{P}^{\mathbb{N}^\times} \) satisfies one, and hence all, of the conditions of Prop. 2. Then we can choose \( h \in \mathbb{P}^\times \) such that the sequence \( \{ a_n t^n \mid n \in \mathbb{N}^\times \} \) is summable for all \( t \in [0, h] \) and

\[
\lim_{t \to 0} \sum_{n \in \mathbb{N}^\times} a_n t^n = 0 .
\]

4. Composition of analytic functions.

We assume now that non-empty open intervals \( J \) and \( K \) and a \( C^\infty \)-function \( f : J \to K \) and \( x \in J \) are given. For every \( n \in \mathbb{N}^\times \) and \( d \in \mathbb{P}^\times \) with \( [x - d, x + d] \subset J \), we use the notation

\[
\sigma_n(f; x, d) := \sup \{|f^{(n)}(x + s)| \mid s \in [-d, d]\} \in \mathbb{P} .
\]

The supremum on the right side of (51) is actually a maximum and hence belongs to \( \mathbb{P} \) because all the derivatives of \( f \) are continuous.

Definition 2. We say that \( f \) is analytic near \( x \in J \) if there is a \( d \in \mathbb{P}^\times \) with \( [x - d, x + d] \subset J \) such that the sequence \( a := (\frac{1}{n!}\sigma_n(f; x, d) \mid n \in \mathbb{N}^\times) \) satisfies one, and hence all, of the conditions (a) - (d) of Prop. 2 of Sect. 4.

Assume that \( f \) is analytic near \( x \) and choose \( d \) satisfying the conditions of Def. 2. By (c) of Prop. 2 we may choose \( h \in \mathbb{P}^\times \) such that

\[
\lim_{n \to \infty} \sigma_n(f; x, d) \frac{h^n}{n!} = 0 .
\]

In view of the notation (51), (52) ensures that the remainder term in the Taylor-expansion of \( f \) near \( x \) goes to zero and hence that

\[
f(x + t) = f(x) + \lim_{n \to \infty} \sum_{k \in \mathbb{N}^\times} f^{(k)}(x) \frac{t^n}{k!}
\]

for all \( t \in \mathbb{P} \) satisfying \( |t| \leq \min\{h, d\} \). One can prove, conversely, that \( f \) is analytic in the sense of Def. 2 if (53) holds for all \( t \) with \( |t| \) less than some strictly positive number. Therefore, our Def. 2 of analyticity is equivalent to the one usually given in the textbooks.

We assume now that non-empty open intervals \( J \) and \( K \) and \( C^\infty \)-functions \( f : J \to K \) and \( g : \to \mathbb{R} \) are given. By Thm. 2, \( g \circ f : \to \mathbb{R} \) is then also a \( C^\infty \)-function.
Theorem 3 (Composition-Theorem for Analyticity). Let \( x \in J \) be given and put \( y := f(x) \). Assume that \( f \) is analytic near \( x \) and that \( g \) is analytic near \( y \). Then \( g \circ f \) is analytic near \( x \).

**Proof:** Let \( d' \in P^x \) with \([y - d', y + d'] \subset K \) be given. Since \( f \) is continuous at \( x \) and since \( y = f(x) \), we can choose \( d \in P^x \) with \([x - d, x + d] \subset J \) such that \(|f(x + s) - y| \leq d'\) for all \( s \in [-d, d] \). This means that for every \( s \in [-d, d] \) there is \( s' \in [-d', d'] \) such that \( f(x + s) = y + s' \). Therefore, using the notation (51) with \( f \), \( x \), and \( m \) replaced by \( g \), \( y \), and \( m \), respectively, we have

\[
g^{(m)}(f(x + s)) \leq \sigma_m(g; y, d')
\]

for all \( s \in [-d, d] \) and \( m \in N^x \). We note that this statement remains valid if \( d \) is replaced by any smaller number in \( P^x \).

Now let \( n \in N^x \) be given. Using Thm.2, the inequality (54), and the notation (51) we see that

\[
|g \circ f|^{(n)}(x + s) \leq \sum_{p \in \Pi_n} \lambda_p \sigma_{(\Sigma P)}(g; y, d') \prod_{i \in n} (\sigma_i(f; x, d))^{p_i}
\]

is valid for all \( s \in [-d, d] \). Using the notation (51) again, this time with \( f \) replaced by \( g \circ f \), we conclude that

\[
\sigma_n(g \circ f; x, d) \leq \sum_{p \in \Pi_n} \lambda_p \sigma_{(\Sigma P)}(g; y, d') \prod_{i \in n} (\sigma_i(f; x, d))^{p_i}.
\]

Now let \( t \in P \) be given. Using the formula (27) of Thm.1 and the fact that \( t^n = \prod((t^i)^{p_i} \mid i \in n) \) for all \( p \in \Pi_n \), we conclude from (55) that

\[
\sigma_n(g \circ f; x, d) \leq \sum_{p \in \Pi_n} \sigma_{(\Sigma P)}(g; y, d') \prod_{i \in n} \left( \frac{1}{p_i!} (\sigma_i(f; x, d)^{t_i})^{p_i} \right).
\]

Using the notation (43) with \( I := N^x \), it is evident that both \( \{\Gamma_n \mid n \in N^x \} \) and \( \{\Pi_n \mid n \in N^x \} \) are partitions of \( N^{(\mathbb{N}^x)} \backslash \{(0, \ldots)\} \). Summing (56) over \( n \in N^x \) and using the formula (42) with

\[
a := \left( \sigma_{(\Sigma P)}(g; y, d') \prod_{i \in n} \left( \frac{1}{p_i!} (\sigma_i(f; x, d)^{t_i})^{p_i} \right) \mid p \in N^{(\mathbb{N}^x)} \backslash \{(0, \ldots)\} \right),
\]

first with \( \mathcal{P} \) replaced by \( \{\Gamma_n \mid n \in N^x \} \) and then again with \( \mathcal{P} \) replaced by \( \{\Pi_n \mid n \in N^x \} \), we find that

\[
\sum_{n \in N^x} \sigma_n(g \circ f; x, d) (t^n)_{n!} \leq \sum_{m \in N^x} \sigma_m(g; y, d') \sum_{p \in \Pi_n} \prod_{i \in n} \left( \frac{1}{p_i!} (\sigma_i(f; x, d)^{t_i})^{p_i} \right).
\]
Using Prop.1 of Sect.4 with \( I := \mathbb{N}^x \), it follows that

\[
\sum_{n \in \mathbb{N}^x} \sigma_n(g \circ f; x, d) \frac{t^n}{n!} \leq \sum_{m \in \mathbb{N}^x} \sigma_m(g; y, d') \frac{1}{m!} \left( \sum_{k \in \mathbb{N}^x} \sigma_k(f; x, d) \frac{t^k}{k!} \right)^m .
\] (57)

This inequality is valid for all \( d' \in \mathbb{P}^x \) with \([y - d', y + d'] \subseteq K \), all \( d \in \mathbb{P}^x \) with \([x - d, x + d] \subseteq J \) that are small enough, and all \( t \in \mathbb{P} \). Since \( g \) is analytic near \( x \), we can, by Def.2, fix \( d' \) such that the condition (d) of Prop.2 of Sect.4 is valid for the sequence

\[
a := \left( \frac{1}{m!} \sigma_m(g; y, d') \mid m \in \mathbb{N}^x \right).
\]

Hence we may choose \( h' \in \mathbb{P}^x \) such that

\[
\sum_{m \in \mathbb{N}^x} \sigma_m(g; y, d') \frac{h'^m}{m!} < \infty .
\] (58)

Since \( f \) is analytic near \( x \), we can, by Def.2, fix \( d \in \mathbb{P}^x \) such that not only (57) holds but also Prop.3 of Sect.4 can be applied to the sequence

\[
a := \left( \frac{1}{k!} \sigma_k(f; x, d) \mid k \in \mathbb{N}^x \right).
\]

Hence we may choose \( h \in \mathbb{P}^x \) such that

\[
\sum_{k \in \mathbb{N}^x} \sigma_k(f; x, d) \frac{h^k}{k!} \leq h' .
\] (59)

Using (57) with the choice \( t := h \) it follows from (59) and (58) that

\[
\sum_{n \in \mathbb{N}^x} \sigma_n(g \circ f; x, d) \frac{h^n}{n!} \leq \sum_{m \in \mathbb{N}^x} \sigma_m(g; y, d') \frac{h'^m}{m!} < \infty .
\]

Hence condition (d) of Prop.2 of Sect.4 is satisfied for the sequence

\[
a := \left( \sigma_n(g \circ f; x, d) \frac{h^n}{n!} \mid n \in \mathbb{N}^x \right).
\]

By Def.2 it follows that \( g \circ f \) is analytic near \( x \).