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Abstract

The development of effective atmospheric particulate matter (PM) mitigation strategies relies on understanding source contributions to the corresponding PM levels. Most previous work has focused on PM mass concentrations. However, recent health studies suggest that particle number may also contribute to the negative health effects of particles, and particle number concentrations indirectly affect the energy balance of our planet.

In the first part of this work, the aerosol number-focused CTM PMCAMx-UF is used to investigate the sources of particle number concentrations during a photochemically-active period in the Eastern U.S. A new aerosol number emissions inventory is developed for the July 2001 period. With the new emissions as input, PMCAMx-UF reproduces particle number concentrations within 12% of observations in Pittsburgh. Nucleation is predicted to be the dominant source of total number concentrations (>90%). Gasoline vehicles are predicted to contribute 36% to primary particle number concentrations, followed by industrial sources (31%), non-road diesel (18%), on-road diesel (10%), biomass burning (1%), and long-range transport (4%).

The effects of reductions in diesel PM emissions are investigated in the second part of this work. A 50% reduction of diesel particulate emissions results as expected in lower (23%) black carbon mass concentrations and similar changes both in magnitude and spatial pattern to the absorption coefficient (27-30%). Contrary to what is expected, an average 1.6% increase of the total particle number concentrations is predicted due to a decrease in the coagulation and condensation
sinks. At the same time, a 1.6% decrease in $N_{100}$ (particles larger than 100 nm) particle concentrations is predicted. Both changes in number concentrations are significantly different from those expected assuming a proportional change. These results suggest that mitigation of large diesel particles and/or particle mass emissions will reduce absorption climate-relevant properties related to black carbon and have health benefits; however the changes could also have the unintended effect of increased ultrafine particle number concentrations. The changes in cloud condensation nuclei (CCN) are predicted to be significantly less than expected assuming a proportional reduction during this photochemically active period.

Next, the mass-focused CTM PMCAMx was used to explore the contribution of biomass burning organic aerosol (bbOA) to organic aerosol (OA) mass concentrations in the continental U.S. for three representative months of the modeling year 2008. PMCAMx uses the volatility basis set (VBS) to track the evolution of semivolatile OA. The simulation-averaged predicted bbOA contribution to OA concentrations is 8% for April, 22% for July, and 10% for September. Locally and on days of maximum biomass burning, bbOA sources can be significant both downwind (21-27% of OA) and near fire (56-90%). Compared to the CTM CAMx, which assumes non-volatile OA, PMCAMx predicts 20% more bbOA on average and estimates that most of the bbOA is secondary (oxidized vapors that condensed) whereas CAMx predicts all primary (emitted directly in the particle phase). Generally PMCAMx predicts less bbOA near fires due to the evaporation of primary OA and more bbOA downwind of fires due to the formation of secondary OA.
Finally, a trajectory model is used to quantify the changes in OA concentrations in a biomass burning plume as it travels and dilutes. The model suggests that in the first few hours the evaporation of primary OA dominates over the production of secondary products and that the OA levels normalized to CO levels decrease despite the secondary production. Sensitivity studies are performed for parameters that affect OA concentrations (e.g. OH concentration, aging rate), and the results are analyzed to determine which scenarios lead to net loss, increase, or no significant changes of OA concentrations.
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Chapter 1. Introduction

Atmospheric aerosols are an important area of research due to their negative effects on human health and influence on climate change. Exposure to elevated concentrations of particulate matter less than 2.5 µm in diameter (PM$_{2.5}$) has been linked to increased risk of cardiovascular disease and mortality (Pope et al., 2009; Lelieveld et al., 2013). Studies highlighted in the review by Delfino et al. (2005) indicate a possible link between exposure to ultrafine particles (particles less than 100 nm in diameter) and cardiovascular disease in humans. In addition, a review by Janssen et al. (2012) suggests that exposure to the PM$_{2.5}$ component black carbon (BC) in the short and long term may be associated with increased risk of cardiopulmonary disease.

Atmospheric particulate matter plays a significant role in the earth’s climate by directly reflecting or absorbing sunlight and affecting the formation and properties of clouds. Since ultrafine particles typically dominate aerosol number concentrations, they can greatly contribute to the number of cloud condensation nuclei (CCN) through growth by condensation (Pierce and Adams, 2009). CCN affect the albedo (reflectance) of a cloud, with greater numbers increasing the cloud’s albedo (Seinfeld and Pandis, 2006). Some aerosol components (such as organic matter) and aerosol precursors (e.g., sulfur dioxide) reflect sunlight and have a negative (cooling) effect on the radiative balance of the earth (IPCC, 2013). BC, however, strongly absorbs sunlight and therefore has a positive (warming) effect on the global radiative balance (Bond et al., 2013). The net effect of the absorbance and reflectance of sunlight by aerosols and the secondary effects of
aerosol size and composition changes on cloud properties remain the most uncertain factors in the global radiative balance (IPCC, 2013).

Quantification of the contributions of different sources (nucleation, biomass burning, diesel engines, gasoline automobiles, etc.) to particle concentrations is essential to developing effective mitigation strategies. Chemical transport models (CTMs) can be used to investigate the contribution of these sources to particle concentrations and to then explore the effects of control strategies. CTMs such as PMCAMx simulate the emission, advection, diffusion, wet and dry deposition, chemistry, and aerosol processes that affect pollutant concentrations (Gaydos et al., 2007).

Previous work investigating nucleation as a source of ultrafine particles used a simplified representation of emissions in the three-dimensional CTM PMCAMx-UF (Jung et al., 2010). Accurate source apportionment of atmospheric particle emission sources in a CTM, however, requires careful consideration of the characteristics of modeled emissions and their effects on atmospheric aerosol processes. This work investigates the contributions of different sources to atmospheric particles, first focusing on particle number, then effects of changes in diesel emissions on particle number, BC, and climate-relevant properties such as absorption of sunlight, and finally the contribution of biomass burning emissions to OA concentrations.

In Chapter 2, the sources of atmospheric particle number concentrations are investigated with a focus on ultrafine particles, which compose 90% of particle number concentrations in urban settings (Seinfeld and Pandis, 2006). Source-
specific size distributions from the literature are used to develop a new number emissions inventory for July 2001 in the Eastern U.S. that includes biomass burning, dust, gasoline automobiles, industrial sources, non-road diesel, and on-road diesel. A new number-focused zero-out method is developed and implemented in the three-dimensional number-focused CTM PMCAMx-UF, and the contribution to particle number concentrations of each emission source, as well as long-range transport and nucleation is quantified separately for several particle size ranges.

Chapter 3 uses PMCAMx-UF to investigate the effects of reduced and increased diesel emissions, which are the largest source of BC emissions in North America. Two diesel emission scenarios are developed based on the source-resolved emissions inventory from Chapter 2: (1) half diesel particulate emissions and (2) double diesel particulate emissions. The effects of these changes to diesel emissions on particle number, BC, and climate-relevant aerosol properties such as absorption coefficients and aerosol optical depth are investigated.

In Chapter 4, the three-dimensional mass-focused CTM PMCAMx is used to investigate the contribution of bbOA to OA concentrations in the continental U.S. for three representative months of the 2008 modeling year. PMCAMx simulates the emission, secondary formation, and evolution of organic aerosol concentrations using the volatility basis set (Donahue et al., 2006). The model separately tracks both semi-volatile primary OA (POA, emitted directly in the particle phase) and secondary OA (SOA, oxidized organic vapors that have condensed) from several pathways: fresh POA, SOA from anthropogenic vapors,
SOA from biogenic vapors, SOA from intermediate- and semi-volatile precursors, and long-range transport OA. The bbOA concentrations are calculated as the difference between PMCAMx simulations with and without biomass burning emissions. The results of PMCAMx are then compared to the results of a version of the three-dimensional CTM CAMx that considers primary bbOA nonvolatile and secondary bbOA negligible.

Laboratory and field studies show mixed results regarding the changes in OA concentrations downwind of biomass burning plumes (Heilman et al., 2014). Chapter 5 investigates the evolution of OA from a biomass burning plume using a plume-scale Lagrangian trajectory model. A base case is developed from the parameters of real fires, and sensitivity studies of OA concentrations to OH concentrations, the aging rate constant, vertical dispersion, horizontal dilution, and initial and background concentrations are performed. The results are analyzed to determine which conditions lead to net production, loss, or no significant changes in OA concentrations.

Chapter 6 summarizes the results and conclusions of this work and offers ideas for future modeling studies. It includes recommendations for future field and laboratory measurements that could better inform modeling work.
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Chapter 2. Sources of ultrafine particles in the Eastern United States

2.1 Introduction

Ultrafine particles (less than 100 nm in diameter) play a role in climate change and may be relevant to human health. Since these smaller particles typically dominate aerosol number distributions, they can greatly contribute to the number of cloud condensation nuclei (CCN) through growth by condensation (Pierce and Adams, 2009). CCN affect the albedo (reflectance) of a cloud, with greater numbers increasing the cloud’s albedo (Seinfeld and Pandis, 2006). The changes in cloud properties such as cloud lifetime due to aerosols is currently the most uncertain factor in the global radiative balance of the earth (IPCC, 2013). In addition, multiple studies highlighted in the review by Delfino et al. (2005) indicate a possible link between exposure to ultrafine particles and cardiovascular disease.

Most previous work on particle source apportionment has focused on mass concentrations, both using observations (Zhou et al., 2005; Aiken et al., 2009; Heo et al., 2009) and models (Marmur et al., 2006; Lane et al., 2007; Wang et al., 2009). Since ultrafine particles dominate number concentrations in polluted areas but contribute little to mass, mass-based source apportionment does not accurately describe the sources of particles in the ultrafine range. In this study, \( N_x \) denotes the

---

number concentration of particles with diameters greater than x nm, e.g. \( N_3 \) is the number concentration of particles with diameters larger than 3 nm. \( N_{x-y} \) denotes the number concentration of particles between x and y nm in diameter, e.g. \( N_{0.8-3} \) is the number concentration of particles with diameters between 0.8 and 3 nm. There has been some observation-based work that has focused on particle number source apportionment of \( N_{13} \) in Spain (Pey et al., 2009) and \( N_3 \) in Pittsburgh (Zhou et al., 2004). For July 2001, Zhou et al. (2004) used advanced factor analysis and size distribution measurements to estimate that 58% of primary \( N_3 \) came from local traffic, 29% from stationary combustion, and 13% was related to remote combustion sources and secondary PM.

Study of the sources of ultrafine particles using a chemical transport model (CTM) requires accurate simulation of the two main pathways through which these particles enter the atmosphere: nucleation and direct emissions. The contribution of nucleation to particle number concentrations has been explored in several studies (Spracklen et al., 2006; Elleman and Covert, 2009; Jung et al., 2010). Other studies have broadly investigated the accurate representation of number emissions and their contribution to particle number concentrations. Spracklen et al. (2006) considered the contribution of primary emissions to global particle number concentrations. Elleman and Covert (2010) applied source-specific number distributions to three general sources in order to improve model-measurement agreement for number concentrations. In this study, we both develop a detailed number emissions inventory for six source types, each with a source-specific number size distribution.
derived from the literature, and then investigate the contribution of each source to particle number concentrations in several size ranges.

Previous work using PMCAMx-UF for Pittsburgh (Jung et al., 2008) and the Eastern U.S. (Jung et al., 2010) focused on nucleation as a source of particle number concentrations. The authors compared the results of using several nucleation rate parameterizations in a box model to observations in Pittsburgh for July 2001, and the ternary sulfuric acid-water-ammonia nucleation rate parameterization of Napari et al. (2002) was found to correctly reproduce the lack or occurrence of nucleation on all days tested (Jung et al., 2008). Since this nucleation rate parameterization tended to overpredict particle number concentrations in Pittsburgh, however, the authors scaled the rate parameterization using a $10^{-5}$ nucleation tuner and implemented it in the nucleation routine of PMCAMx-UF (Jung et al., 2010). Since this previous application of PMCAMx-UF was focused on nucleation, the authors did not develop a source-resolved number emissions inventory; instead, they assumed a single source number distribution for each particulate species. For all primary carbonaceous emissions, the authors used a traffic number distribution based on the measurements of Stanier et al. (2004) taken during the Pittsburgh Air Quality Study (PAQS). All other emitted species were given size distributions recommended by AeroCom (Dentener et al., 2006). In order to perform a detailed study of the sources of emitted particle number, it is necessary to develop a source-resolved number emissions inventory with careful attention to individual source number distributions.
We first describe the development of a new source-resolved number emissions inventory for a summertime period in the Eastern U.S. and then introduce a number-focused zero-out method for source apportionment of ultrafine particle number concentrations. We evaluate the performance of the model against measurements in Pittsburgh and then investigate the source contributions to ultrafine particle number concentrations over the Eastern U.S. Finally, the sensitivity of our results to the nucleation rate parameterization is investigated.

2.2 PMCAMx-UF description

PMCAMx-UF (Jung et al., 2010) is a three-dimensional number-focused CTM based on the mass-focused three-dimensional CTM PMCAMx (Gaydos et al., 2007). In PMCAMx-UF, the aerosol module of PMCAMx is replaced by the Dynamic Model for Aerosol Nucleation (DMAN) (Jung et al., 2006). DMAN incorporates the Two-Moment Aerosol Sectional Algorithm (TOMAS) (Adams and Seinfeld, 2002) to track particle number and mass simultaneously and accurately for each size section of a multi-component aerosol population. DMAN simulates gas-phase chemistry, nucleation, coagulation, condensation and evaporation.

The chemical mechanism used in PMCAMx-UF is based on Carbon Bond 5 (CB05) (Yarwood et al., 2005). The PMCAMx-UF mechanism includes 100 reactions of 59 species (34 gas species, 12 radical species, and 13 aerosol species) and utilizes the CMC chemistry fast solver (ENVIRON, 2003). TOMAS in PMCAMx-UF simulates the aerosol size distribution using a 41 size bin sectional
approach to track particles with diameters ranging from 0.8 nm to 10 μm. Each size section contains twice as much mass per particle as the previous size section, the smallest of which contains $3.75 \times 10^{-25}$ kg dry aerosol mass per particle. In addition, there are two size sections with largest diameters at 20 and 40 μm that are used to describe cloud chemistry. The model tracks particulate elemental carbon, crustal material (including other species considered by the model as inert), water, chloride, sodium, ammonium, nitrate, sulfate, primary organic aerosol, and four secondary organic aerosol surrogate species. Primary organic aerosol is assumed to be non-volatile. The scaled ($10^{-5}$ nucleation tuner) sulfuric acid-ammonia-water parameterization of Napari et al. (2002) is used in the base case simulation. For ammonia concentrations below 0.01 ppt, which is outside of the range of the original parameterization, the binary nucleation parameterization of Vehkamäki et al. (2002) is used.

Though the nucleation mechanism used in this application of PMCAMx-UF does not include organics, their direct contribution to the growth of fresh nucleated particles is very small. The latter is due to the fact that only semi-volatile organics are simulated and therefore, due to the Kelvin effect, their condensation rate on particles that are only a few nm is negligible. Patoulias et al. (2014) have recently addressed the second weakness by extending the model to simulate extremely low volatility organics.
### Table 2.1. Mass boundary conditions for July 2001 in PMCAMx-UF.

<table>
<thead>
<tr>
<th>Modeled chemical species</th>
<th>Boundary concentration (µg m(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Side boundary conditions</td>
<td></td>
</tr>
<tr>
<td>Organic aerosol</td>
<td>0.80</td>
</tr>
<tr>
<td>Primary elemental carbon</td>
<td>0.10</td>
</tr>
<tr>
<td>Ammonium</td>
<td>0.37</td>
</tr>
<tr>
<td>Nitrate</td>
<td>0.10</td>
</tr>
<tr>
<td>Sulfate</td>
<td>0.90</td>
</tr>
<tr>
<td>Sodium ion [eastern boundary, only]</td>
<td>0.50</td>
</tr>
<tr>
<td>Chloride [eastern boundary, only]</td>
<td>0.50</td>
</tr>
<tr>
<td>Top boundary conditions</td>
<td></td>
</tr>
<tr>
<td>Organic aerosol</td>
<td>0.50</td>
</tr>
<tr>
<td>Ammonium</td>
<td>0.14</td>
</tr>
<tr>
<td>Nitrate</td>
<td>0.36</td>
</tr>
</tbody>
</table>

#### 2.2.1 Boundary and initial conditions

In this study, PMCAMx-UF is used to simulate a 3492 x 3240 km area over the Eastern U.S. The domain is gridded into 97 (east-west) by 90 (north-south) cells that are each 36 x 36 km. 14 vertical layers above the surface up to 6 km are also simulated, but values reported in this study are the average output for the first simulation layer (30 m elevation), only. The mass boundary conditions of Karydis et al. (2007) are used with the following additions: 1 µg m\(^{-3}\) of sea salt is added to the eastern boundary to more accurately represent above-ocean conditions. In addition, boundary conditions are made altitude-dependent: boundary concentrations above 3 km are represented by the top boundary conditions (Table 2.1).
Table 2.2. Number size distributions for the boundary and initial conditions in PMCAMx-UF.

<table>
<thead>
<tr>
<th></th>
<th>Aitken mode</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Mean diameter</td>
<td>Mean diameter</td>
<td>Mean diameter</td>
</tr>
<tr>
<td></td>
<td>(cm⁻³)</td>
<td>(µm)</td>
<td>(µm)</td>
<td>(µm)</td>
</tr>
<tr>
<td></td>
<td>σ</td>
<td></td>
<td>σ</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial, northern,</td>
<td>1600</td>
<td>0.020</td>
<td>1.45</td>
<td></td>
</tr>
<tr>
<td>southern, and</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and western</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern</td>
<td>133</td>
<td>0.008</td>
<td>4.54</td>
<td></td>
</tr>
<tr>
<td>All above 3 km</td>
<td>129</td>
<td>0.007</td>
<td>4.42</td>
<td></td>
</tr>
</tbody>
</table>

Lognormal number size distributions from Jaenicke (1993) are used for the boundary and initial conditions (Table 2.2). The coarse mode is used only for crustal species and sea salt. The top boundary conditions follow the free tropospheric distribution. Initial and boundary conditions (except for the eastern boundary) are remote continental conditions, whereas the marine distribution is used for the eastern boundary. Below 3 km, the number concentration for the northern, western, and southern boundaries is 1900 cm⁻³, and the eastern boundary is 100 cm⁻³. Above 3 km, the boundary concentration is 30 cm⁻³.

2.3 Development of number emissions inventory

2.3.1 Mass emissions inventory for the Eastern U.S.

The LADCO 2001 BaseE source-resolved mass emissions inventory (LADCO, 2003) is used in this study. The available sources include open biomass burning, dust, gasoline automobiles, industrial emissions, natural gas, non-road diesel, on-road diesel, and wood combustion. Further description of this inventory
can be found in Lane et al. (2007). In this study, we use the recommendations of Lane et al. (2007) to reduce elemental carbon mass emission rates from on-road and non-road diesel to approximately half their original mass emission rate uniformly across the modeling domain. In addition, biomass and wood burning emissions are lumped into a single biomass burning source, and natural gas combustion particulate emissions are assumed to be negligible. The composition of PM$_{10}$ emitted by the different source types considered in this work is given in Table 2.3 (LADCO, 2013).

**Table 2.3.** Average source emissions composition over the Eastern U.S. for July 2001.

<table>
<thead>
<tr>
<th>PM$_{10}$ composition (% mass)</th>
<th>Biomass</th>
<th>Dust</th>
<th>Gasoline</th>
<th>Industrial</th>
<th>Non-road diesel</th>
<th>On-road diesel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elemental carbon</td>
<td>20</td>
<td>0</td>
<td>9</td>
<td>9</td>
<td>31</td>
<td>18</td>
</tr>
<tr>
<td>Organic aerosol</td>
<td>44</td>
<td>6</td>
<td>45</td>
<td>30</td>
<td>33</td>
<td>11</td>
</tr>
<tr>
<td>Crustal</td>
<td>36</td>
<td>94</td>
<td>46</td>
<td>5</td>
<td>36</td>
<td>71</td>
</tr>
<tr>
<td>Nitrate</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sulfate</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 2.4.** Number size distributions for each source.

<table>
<thead>
<tr>
<th></th>
<th>Aitken mode</th>
<th>Accumulation mode</th>
<th>Coarse mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number(^a) (# $\mu$g$^{-1}$)</td>
<td>Mean diameter ($\mu$m)</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>Biomass</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dust</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gasoline</td>
<td>4.8 x 10$^9$</td>
<td>0.021</td>
<td>2.11</td>
</tr>
<tr>
<td>Industrial, non- and on-road diesel</td>
<td>8.7 x 10$^8$</td>
<td>0.017</td>
<td>1.48</td>
</tr>
<tr>
<td>Industrial power plant</td>
<td>1.7 x 10$^9$</td>
<td>0.025</td>
<td>1.90</td>
</tr>
</tbody>
</table>

\(^a\)The number emissions are normalized with respect to the total PM$_{10}$ mass from the source.
2.3.2 Number emissions inventory for the Eastern U.S.

Source-specific lognormal number size distributions are assumed for all source emission types (Table 2.4). Biomass is distributed using number emissions data from FLAME III (Hennigan et al., 2011). The dust size distribution recommended by AeroCom (Dentener et al., 2006) is used for dust emissions. Gasoline emissions have the light-duty vehicle number distribution of Ban-Weiss et al. (2010), and industrial (except power plant), non-road and on-road diesel emissions have the heavy-duty vehicle number distribution of Ban-Weiss et al. (2010). Power plant emissions follow the number distribution recommended by Elleman and Covert (2010).

According to this July 2001 number emissions inventory, gasoline automobiles are estimated to be responsible for 40% of the ultrafine particle emissions, followed by industrial sources (33%), non-road diesel (16%), on-road diesel (10%), and 1% from biomass burning (Table 2.5). Maps of the particle number emission rates for each source for this summertime period are shown in Figure 2.1. The large contribution of the industrial source category in Canada to particle number emissions is due to the inclusion of diesel sources, while farming activity is responsible for non-road diesel emissions in the Midwest. For this summertime period, biomass burning was not a significant contributor to particle number emissions, and, though dust particles are large and significantly contribute to mass emissions, dust contributes much less than 1% of the number of emitted particles.
Table 2.5. Source contributions to number emissions in the Eastern U.S. for July 2001.

<table>
<thead>
<tr>
<th>Emission source</th>
<th>$N_{0.8-3}$</th>
<th>$N_{3-10}$</th>
<th>$N_{10-50}$</th>
<th>$N_{50-100}$</th>
<th>$N_{100}$</th>
<th>$N_{&lt;100}$</th>
<th>$N_{\text{TOT}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biomass</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>15</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Dust</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gasoline</td>
<td>94</td>
<td>66</td>
<td>37</td>
<td>32</td>
<td>20</td>
<td>40</td>
<td>38</td>
</tr>
<tr>
<td>Industrial</td>
<td>6</td>
<td>18</td>
<td>36</td>
<td>32</td>
<td>35</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>Non-road diesel</td>
<td>0</td>
<td>9</td>
<td>16</td>
<td>19</td>
<td>18</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>On-road diesel</td>
<td>0</td>
<td>7</td>
<td>11</td>
<td>13</td>
<td>12</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Total (# d$^{-1}$)</td>
<td>$7.3 \times 10^{21}$</td>
<td>$2.8 \times 10^{23}$</td>
<td>$2.2 \times 10^{24}$</td>
<td>$4.7 \times 10^{23}$</td>
<td>$2.4 \times 10^{23}$</td>
<td>$3.1 \times 10^{24}$</td>
<td>$3.3 \times 10^{24}$</td>
</tr>
</tbody>
</table>

Figure A1 in the Supplementary Information shows average diurnal number emissions profiles from our number emissions inventory in Pittsburgh, Pennsylvania. Gasoline dominates the ultrafine particle number emissions in Pittsburgh for all size ranges, whereas dust and biomass burning contribute the least. Increases in gasoline and on-road diesel emissions during morning and evening rush hour can be seen in the diurnal profiles of number emissions in each size range. Overall, emissions in Pittsburgh are similar to the average of the Eastern U.S. domain; gasoline is estimated to be responsible for 40% of the emitted ultrafine particles, followed by 27% from industrial sources, 20% from non-road diesel, and 13% from on-road diesel.
Figure 2.1. Source-resolved total particle number emission rates (particles day⁻¹ km⁻²) for July 2001.
Figure 2.2. Predicted number concentrations (cm$^3$) at ground level for particles with diameters in the size ranges (a) 0.8-3 nm, (b) 3-10 nm, (c) 10-50 nm, (d) 50-100 nm, (e) less than 100 nm and (f) greater than 100 nm for July 2001.
2.4 Simulated particle number concentrations in the Eastern U.S.

For the base case simulation, emissions from all sources were included in PMCAMx-UF to simulate the atmosphere over the Eastern U.S. during July 2001. The first two simulation days were ignored as model spin-up. The spatial distributions of $N_{\text{TOT}}$ (equivalent to $N_{0.8}$), $N_3$, $N_{10}$, and $N_{100}$ over the Eastern U.S. are similar to the spatial distributions of Jung et al. (2010), but absolute number concentrations differ between the two studies due to the updated emissions in our study. Figure 2.2 depicts maps of the particle number concentrations over the Eastern U.S. in several size ranges. The average predicted number concentrations at ground level over the modeling domain are $N_{0.8-3} = 9900 \text{ cm}^{-3}$, $N_{3-10} = 2800 \text{ cm}^{-3}$, $N_{10-50} = 4000 \text{ cm}^{-3}$, $N_{50-100} = 1200 \text{ cm}^{-3}$, and $N_{100} = 650 \text{ cm}^{-3}$. Ultrafine particle concentrations are affected by nucleation, primary sources, and also the availability of condensable vapors that allow them to grow to larger sizes. The spatial distributions of particles smaller than 10 nm are affected significantly by nucleation frequency and intensity resulting in high concentrations in the corresponding areas of the domain. The concentrations of larger particles are determined both by primary emissions but also by the growth of the smaller particles to the corresponding sizes and have as a result a more regional character.
Figure 2.3. Comparison of PMCAMx-UF predictions to hourly measurements taken during the Pittsburgh Air Quality Study (PAQS) for July 14-28, 2001 for (a) N_{0.8-3}, (b) N_{3-100}, and (c) N_{100} (cm\(^3\)).

2.4.1 Model evaluation

Figure 2.3 shows comparisons of PMCAMx-UF predictions to the results of the Pittsburgh Air Quality Study (Stanier et al., 2004). The predicted and observed average number concentrations (cm\(^3\)) at ground level over Pittsburgh for July 14-28, 2001 are, for N_{3-10} (predicted: 3500 cm\(^3\), observed: 8400 cm\(^3\)), N_{10-50} (predicted: 11100 cm\(^3\), observed: 10300 cm\(^3\)), N_{50-100} (predicted: 5200 cm\(^3\), observed: 3500 cm\(^3\)), and N_{100} (predicted: 2400 cm\(^3\), observed: 2500 cm\(^3\)).
Overall, in the measureable ultrafine range (N_{3-100}) PMCAMx-UF underpredicts the number concentration of particles by 12%. The model underpredicts N_{3-10} by 63%, which could be due to errors in the nucleation predictions or emissions in this range, but overpredicts N_{10-50} by only 8%. Modeled N_{50-100} is overpredicted by 50%. Finally, the model underpredicts N_{100} by only 5%. Jung et al. (2010) noted an error of 22% and 49% for N_{3} and N_{10}, respectively. In this work we find an error of only -10% and 15%, respectively, for these size ranges. This improvement in model-measurement agreement indicates that some of the error in Jung et al. (2010)’s work may have been due to errors in the previous representation of number emissions, which were updated in this study.

2.5 Sources of particle number in the Eastern U.S.

2.5.1 Source apportionment approach

Performing number source apportionment in an atmospheric model is challenging. Zeroing all but one source’s number emissions would result in changing the condensation and coagulation sinks, to which the model responds nonlinearly for particle number concentrations. Such major nonlinearities should be avoided or else the zero-out simulations could be rendered incomparable to the base case. Thus, a modified zero-out method is used in this study to source apportion particle number concentrations.

A zero-out inventory for each emissions source (biomass burning, gasoline, industrial, non-road diesel, and on-road diesel) except dust, which is explained later, was developed and used in a separate zero-out simulation. In a mass-based
zero-out technique, all particle emissions of a source are assumed to be zero. Here we zero the number emissions of the specific source up to a threshold diameter, keeping the larger particles mostly intact. This modification to the zero-out method is designed to preserve most of the surface area and mass of emitted particles while capturing the source’s contribution to number emissions. The source-specific zero-out threshold diameters (shown in Table 2.6) were determined by the point at which approximately 90% of the source’s number emissions are eliminated. This approach is not applicable to dust emissions due to the elimination of too much mass and surface area in order to remove 90% of the particle number; thus the small source contribution of dust to particle number concentrations is not evaluated in this study. The changes in mass emissions due to these perturbations are less than 6% for each zero-out simulation. The removal of more than 90% of the corresponding number emissions suggests that the error in our approach should be of the order of 10% or less. This was confirmed by a number balance of the corresponding source contributions.

| Table 2.6. Zero-out diameters used for source apportionment simulations. |
|-----------------------------|-----------------|-----------------|
|                             | Zero-out diameter\(^1\) (µm) | Mass removed (% of total emissions) | Number removed (% of source emissions) |
| Industrial [non power plant]| 0.102           | 1               | 92               |
| Industrial [power plant]   | 0.081           | 1               | 90               |
| Non-road diesel            | 0.102           | 2               | 92               |
| On-road diesel             | 0.102           | 3               | 92               |
| Biomass                    | 0.258           | 5               | 92               |
| Gasoline                   | 0.081           | 2               | 93               |

\(^1\)For each zero-out simulation, a source’s emissions are zeroed below its zero-out diameter.
The contribution of each source to ultrafine particle number concentrations was determined by subtracting the predicted number concentrations of the source’s zero-out simulation from the respective predicted number concentration of the base simulation with the nucleation routine turned off. Zero-out simulations were performed with the nucleation routine turned off in order to avoid additional particles nucleating in the zero-out cases due to the decrease in the condensation sink from unavoidable removal of some emitted particle surface area in the zero-out inventories. The source contribution of nucleation to all size ranges was determined by a separate simulation including non-zeroed emissions from all sources and the nucleation routine turned on.

Since the condensation sink at and near the boundaries of the model domain is dominated by the boundary conditions, the same zero-out method that was used for ultrafine particle number emissions could not be used to quantify the contribution of long-range transport (represented by the boundary conditions) to modeled particle number concentrations. Instead a modified perturbation approach was used for the initial and boundary conditions so as to not greatly disturb condensation sinks and thus to minimize non-linear effects when compared to the base case simulation. For these zero-out simulations, the original mass and number concentrations of the initial and boundary conditions were divided by a factor of two uniformly across all size bins in two separate simulations.
Table 2.7. Eastern U.S.-averaged model source apportionment predictions.

<table>
<thead>
<tr>
<th>Source</th>
<th>Percentage of primary particles, only, in size range</th>
<th>Percentage of total particles in size range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{3-10}$</td>
<td>$N_{10-50}$</td>
</tr>
<tr>
<td>Biomass</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Gasoline</td>
<td>67</td>
<td>38</td>
</tr>
<tr>
<td>Industrial</td>
<td>15</td>
<td>31</td>
</tr>
<tr>
<td>Long-range transport</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Non-road diesel</td>
<td>11</td>
<td>18</td>
</tr>
<tr>
<td>On-road diesel</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Nucleation</td>
<td>99</td>
<td>89</td>
</tr>
</tbody>
</table>

* $N_{100}$ is estimated based on emissions source contributions.

Figure 2.4. Predicted fractional contribution of nucleation to total particle number concentrations (cm$^{-3}$) at the ground level for particles with diameters (a) less than 100 nm and (b) greater than 100 nm for July 2001.

Given that most of our zero-out diameters eliminate particles below 100 nm, we use the following assumption to source apportion larger particles: a primary source’s contribution to $N_{100}$ in a specific grid cell and time period is approximately equal to the source’s contribution to number emissions of particles larger than 100 nm in diameter in the same grid cell and time period. We use this zeroth order assumption since the focus of this work is ultrafine particles. The accuracy of our source apportionment approach can be evaluated by particle number concentration...
number balances in each size range. This evaluation is described in a subsequent section.

2.5.2 Model source apportionment predictions in the Eastern U.S.

In order to reduce the influence of long-range transport (represented by the boundary conditions), we focus on the Eastern U.S. sub-domain proposed by Murphy et al. (2010). The authors found the average impact of the boundary conditions to organic aerosol concentrations in this sub-domain to be below 20% for most of the Eastern U.S. In this work, nucleation was found to be the major contributor to ultrafine particle number concentrations on average over the Eastern U.S. sub-domain (>90%) and in most parts of the domain individually (Figure 2.4). This is due to the high nucleation frequency during this time period. Given the variability of nucleation frequency, we will focus on primary particles (instead of total particles) in the rest of this discussion. On average over the Eastern U.S. sub-domain, gasoline was predicted to contribute 36% of the primary ultrafine particles, industrial sources (31%), non-road diesel (18%), on-road diesel (10%), biomass burning (1%), and long-range transport (4%). The domain-averaged error in this calculation, referred to as unaccounted particles, is approximately 1% of the domain-average ultrafine particle number concentration. Fractional and absolute source contributions to primary ultrafine particle number concentrations in the Eastern U.S. can be found in Figures 2.5 and 2.6, respectively. Gasoline was found to be the largest source of primary ultrafine particles in each size range, contributing the majority of $N_{3-10}$ and contributing almost equally with industrial sources and
diesel (on- and non-road combined) to $N_{10-50}$ and $N_{50-100}$. Biomass burning was not found to be a significant contributor to ultrafine particle concentrations during this summertime period. Domain-averaged source contributions to particle number concentrations are given in Table 2.7.

**Figure 2.5.** Predicted fractional source contributions to primary ultrafine particle number concentrations ($\text{cm}^{-3}$) at the ground level for July 2001.
Figure 2.6. Predicted absolute source contributions to ultrafine particle number concentrations (cm$^{-3}$) at the ground level for July 2001 (scales are different for each source).
Though transport processes affect the geographic distribution of source contributions to ultrafine particle number concentrations, there is much similarity between the spatial distribution of source contributions to modeled particle number concentrations and input emissions in the Eastern U.S. In the Midwest, the prominent non-road diesel emissions associated with farming (Lane et al., 2007) were found to contribute significantly to particle number concentrations. Gasoline and industrial sources were the largest contributors to particle number concentrations over much of the Eastern U.S. due to significant emissions scattered throughout the domain, whereas on-road diesel is a smaller contributor to particle number concentrations. Long-range transport contributes to ultrafine particle number concentrations along the boundaries of our domain, with a smaller absolute contribution at the eastern boundary due to a much smaller number concentration over the Atlantic Ocean.

### 2.5.3 Model source apportionment predictions in Pittsburgh

In Pittsburgh, 88% of the ultrafine particles are estimated to come from nucleation during this photochemically-active period. Of the remaining 12%, 35% can be attributed to industrial sources, followed by gasoline (32%), non-road diesel (20%), on-road diesel (11%), and long-range transport (2%). Source contributions to $N_{3-10}$, $N_{10-50}$, $N_{50-100}$, and $N_{100}$ in Pittsburgh for this time period are shown in Figure A2. These predictions can be compared to observation-based July 2001 particle number source apportionment from the Pittsburgh Air Quality Study (Zhou et al., 2004). The authors estimated that gasoline and on- and non-road diesel were
responsible for 60% of observed $N_3$, while industrial and other combustion sources, both local and regional, were responsible for 40%. These estimates agree well with the predictions of PMCAMx-UF from this study: gasoline and diesel sources (65%) and industrial sources and long-range transport (35%).

2.5.4 Model source apportionment predictions in other Eastern U.S. cities

Source apportionment of ultrafine particle number concentrations was also calculated for other Eastern U.S. cities (Figure A3). Gasoline and on-road diesel were found to be significant contributors to particle number concentrations in these urban areas. In addition, the industrial source contribution to ultrafine particle number concentrations was found to be large in Philadelphia, Chicago, and Pittsburgh due to significant industrial activities in these areas.

2.6 Sensitivity test to the nucleation rate parameterization

In order to test the sensitivity of the model predictions to the nucleation rate, the nucleation rate tuner in PMCAMx-UF was reduced from the default $10^{-5}$ to $10^{-7}$ in a separate simulation for sensitivity analysis. Using the $10^{-7}$ tuner, the model shows increased bias in predictions of $N_3$ and $N_{10}$ (50% and -32%, respectively) in Pittsburgh with respect to observations (PAQS) as compared to Jung et al. (2010)’s work (-12% and 15%, respectively) and our work using the $10^{-5}$ tuner (-11% and 6%, respectively). The $10^{-5}$ tuner also shows better model-measurement agreement in the measurable ultrafine range ($N_{3-100}$, $10^{-5}$: -11%, $10^{-7}$: -14%). The $10^{-7}$ tuner does, however, reduce the $N_{50-100}$ error from 49% using the base $10^{-5}$ default
nucleation rate tuner to 7%, indicating that some of the error in this size range may be attributed to the nucleation rate. The estimated source apportionment of primary particles in this study was not affected by changes to the nucleation rate.

2.7 Conclusions

Using source-specific size distributions, a number emissions inventory for the Eastern U.S. (including biomass burning, dust, gasoline automobiles, industrial sources, and non- and on-road diesel) was developed for July 2001 to study the sources of ultrafine particle number concentrations. The number emissions inventory was then input into the three-dimensional CTM PMCAMx-UF to simulate the atmosphere over the Eastern U.S. during July 2001. Simulated number concentration results in Pittsburgh were found to reproduce average observed number concentrations in the measureable ultrafine range (N_{3-100}) within 12%. However, larger errors could be found in specific size ranges, which could either be due to the size distributions used or errors in the growth rates of ultrafine particles due to condensation of secondary organics.

A modified zero-out method for number source apportionment was then introduced that minimizes non-linear responses to the imposed perturbations. The results of zero-out simulations for each source were used to source apportion particle number concentrations in the Eastern U.S. for July 2001. Nucleation was found to be the dominant source of ultrafine particles, followed by gasoline, industrial sources, on-road and non-road diesel, and long-range transport. Gasoline was predicted to be the dominant source of the smaller ultrafine particle
concentrations ($N_{0.8-50}$) followed by comparable contributions from industrial sources and diesel (both non-road and on-road). Industrial sources, diesel and gasoline were found to contribute approximately equally to larger ultrafine particle concentrations ($N_{50-100}$). Biomass burning was not found to be a significant source of particle number during the summertime period investigated.

2.8 References


Chapter 3. Reduction of diesel emissions: effects on black carbon and number concentrations in the Eastern U.S.

3.1 Introduction

PM$_{2.5}$ (particulate matter less than 2.5 μm in diameter) has been linked to both negative health effects (Lelieveld et al., 2013) and significant climate effects (IPCC, 2013). Though black carbon (BC) makes up only 5-10% of the PM$_{2.5}$ mass on average in urban areas (U.S. EPA, 2009), its potential effects on climate and health are considerable. The direct absorption of sunlight by BC has a positive (warming) effect on the energy balance of the earth (Bond et al., 2013; IPCC, 2013). Black carbon’s short atmospheric lifetime (days), as compared to greenhouse gases such as CO$_2$ (years), can make BC mitigation efforts more immediately beneficial to climate. In addition, exposure to BC in the short and long term may be associated with increased risk of cardiopulmonary disease (Janssen et al., 2012). BC may even have a stronger correlation to increased blood pressure than exposure to total PM$_{2.5}$ mass, most likely due to the toxicity of the combustion chemicals coating its surface (Janssen et al., 2012).

The overall absorption or reflectance of sunlight off aerosols and the secondary effects of aerosol size and composition changes on clouds remain the most uncertain factors in the global radiative balance (IPCC, 2013). Mitigation efforts must take into account that BC sources also co-emit considerable amounts of organic PM and other species as well as aerosol precursors (e.g., sulfur dioxide).
that have a cooling effect. This competition between the heating and cooling components of BC source emissions determines the magnitude and sign of their effects on the overall radiative balance of the earth. Mitigation of major BC sources that have low emission rates of co-emitted species has the most potential for both health benefits as well as significant cooling effects on climate forcing (Bond et al., 2013).

In North America, on-road and non-road diesel engines contribute about 70% of BC emissions (Bond et al., 2013). The use of low sulfur diesel fuels and catalyzed diesel particulate filters (DPFs) in the U.S. has reduced the emissions of sulfur-containing compounds and NO\textsubscript{x} from diesel vehicles (Herner et al., 2011). The ratio of (cooling) organic PM to (warming) BC emissions from diesel sources is about 0.5 (Ban-Weiss et al., 2008), which is smaller than the 4:1 ratio of biomass burning sources (Schmidt, 2011). Since diesel sources have the smallest ratio of co-emitted aerosols and aerosol precursors to black carbon, they are promising candidates for mitigation efforts (Bond et al., 2013).

Previous studies in the laboratory (Herner et al., 2011) and near-road (Dallmann et al., 2011; Kozawa et al., 2014) have investigated the effects of stringent regulation of heavy-duty diesel (HDD) vehicle emissions. California’s 2010 HDD regulations require the oldest diesel vehicles to be replaced or to be retrofitted with DPFs, and provide incentives for HDD vehicles to be replaced by new, cleaner vehicles (CARB, 2010). DPFs are designed to reduce nitrogen oxides (NO\textsubscript{x}) and PM emissions including BC. Dallmann et al. (2011) measured the concentrations of BC and NO\textsubscript{x} in the diesel-dominated Port of Oakland before and
after 2010 regulation of HDD vehicles in California. The authors found that the fleet-averaged diesel BC emissions per mass of fuel burned decreased by about 50% after regulation. Kozawa et al. (2014) measured the concentrations of NOx, BC, and ultrafine particle (less than 100 nm in diameter) number concentrations on a diesel-dominated highway in California from 2009 to 2011. They reported that the fleet-averaged BC emissions from diesel vehicles decreased by about 70% between 2009 and 2011.

Though DPFs have been shown to be effective at reducing particle mass emissions from HDD, corresponding changes in the particle number emissions are less clear. Several studies suggest that HDD equipped with DPFs can sometimes emit greater numbers of particles than those without DPFs. Herner et al. (2011) tested four DPFs and reported that the corresponding HDD, under certain conditions, emitted high concentrations of nucleation mode particles (less than 20 nm in diameter). Seigneur (2009) also concluded that DPFs can sometimes increase particle number emissions, such as during regeneration (Mathis et al., 2004), but overall decrease particle number emissions. Kozawa et al. (2014) found no statistically significant difference in the fleet-averaged diesel ultrafine particle number emissions after regulation.

Larger diesel particles contain organic compounds and a solid BC core (Sakurai et al., 2009). Freshly nucleated ultrafine particle emissions from diesel vehicles equipped with aftertreatment, however, are composed of only volatile compounds and lack a solid BC core (Herner et al., 2011). Though previous field literature suggests that diesel ultrafine particle number emissions can either remain
constant or even increase after the vehicle emissions are treated (Herner et al., 2011; Kozawa et al., 2014), the reduced emissions can cause changes in the atmosphere (e.g. reduce aerosol surface area and increase nucleation intensity).

Previous studies have investigated the modeled climate effects of BC source mitigation strategies on the global scale. Bauer et al. (2010) found that reducing diesel emissions generally showed a decrease in radiative fluxes, whereas reducing BC sources with a larger percentage of organic matter (OM) did not always lead to a reduction in radiative flux. Chen et al. (2010) concluded that reducing fossil fuel BC, OM, and particle number emissions generally decreased global cloud radiative forcing. The authors noted that a reduction of particle mass emissions could result in an increase in number emissions. This could change the concentration of particles that grow to become cloud condensation nuclei (CCN). CCN can grow further to become cloud droplets, changing the reflectance of sunlight off clouds and therefore affecting the global radiative balance (IPCC, 2013). Shindell et al. (2012) investigated the radiative forcing, health and crop yield effects of reducing all BC source emissions through technical measures. The authors found that the climate effects of BC mitigation were largely uncertain but that the health and crop yield effects were beneficial. Unlike most greenhouse gases, black carbon is not well-mixed in the atmosphere due to its short lifetime, so its effects vary regionally based on factors such as the locations of BC emission sources (Bond et al., 2013). Our work focuses on regional-level effects due to changes in diesel source emissions.

In this study, we use the regional chemical transport model (CTM) PMCAMx-UF to simulate the atmosphere over the Eastern U.S. during the summer
for two simple diesel perturbation scenarios: (a) a simplified mitigation effort that reduces diesel particulate emissions by one half and (b) a diesel particulate emissions increase to double the base values. We then quantify the effects of these two scenarios on BC concentrations, particle number concentrations and climate-relevant aerosol properties: absorption, extinction, and aerosol optical depth (AOD).

3.2 PMCAMx-UF description

PMCAMx-UF simulates the aerosol size distribution using a 41 size bin sectional approach to track particles with diameters ranging from 0.8 nm to 10 μm. There are two additional size bins with diameters of 20 μm and 40 μm to represent cloud droplets. The model in this application calculates nucleation rates based on the scaled \((10^{-5}\) nucleation tuner\) sulfuric acid-ammonia-water nucleation rate parameterization of Napari et al. (2002), and for small ammonia concentrations (below 0.01 ppt), the binary nucleation parameterization of Vehkamäki et al. (2002).

In this study, we use the same inputs as in Posner and Pandis (2015). PMCAMx-UF is used to simulate a 3492 x 3240 km area over the Eastern U.S. for July 12-28, 2001. The domain is gridded into 97 (east-west) by 90 (north-south) cells that are each 36 x 36 km. 14 vertical layers above the surface up to 6 km are also simulated. BC and number concentrations reported in this study are the average output for the ground layer, only; however reported climate-relevant effects are calculated based on all simulated layers.
3.3 **Emission scenarios**

3.3.1 **Base emissions**

The base July 2001 number emissions inventory developed in Posner and Pandis (2015) is used as the base inventory for this study. The inventory includes biomass burning (combined with wood combustion), dust, gasoline automobiles, industrial emissions, non-road diesel, and on-road diesel emissions. The absolute and fractional contribution of diesel sources (on- and non-road diesel) to total PM$_{2.5}$ BC and total number ($N_{TOT}$) emissions in the base case are shown in Figures 3.1 and 3.2, respectively. According to this July 2001 base emissions inventory, non-road and on-road diesel sources are responsible for 58% of the total emitted PM$_{2.5}$ BC and 27% of total number emissions in the Eastern U.S. domain. The large contribution of diesel sources to $N_{TOT}$ and PM$_{2.5}$ BC emissions in the Midwest is associated with non-road diesel farming activity. Diesel sources are responsible for most of the PM$_{2.5}$ BC emissions throughout the domain but do not contribute as much to $N_{TOT}$ emissions outside of the Midwest due to the predominance of other sources, such as gasoline.

3.3.2 **Diesel perturbation emissions**

The reduced diesel emissions inventory was derived to represent a simple case of diesel mitigation in which the base non-road and on-road diesel particulate emissions are reduced by 50%. Dallmann et al. (2011) found that 2010 regulation in California of HDD emissions reduced BC emissions from HDD by approximately 50%, so the half diesel case can be seen as a simplified change in
emissions due to regulation. The reduction was applied uniformly across the modeling domain and across all particle size sections. Gaseous emissions were assumed to remain constant for all simulations in this study. The half diesel scenario results in a 29% decrease in total BC emissions and a 14% decrease in $N_{\text{TOT}}$ emissions as compared to the base emissions.

Figure 3.1. PM$_{2.5}$ BC emission rates (kg km$^{-2}$ day$^{-1}$) from (a) diesel sources, (b) all sources, and (c) the fractional contribution of diesel sources for the July 2001 base simulation.
The double diesel emissions scenario assumes a major future increase in the number of vehicles/machinery being used. Only the particulate emissions from diesel sources were doubled in this scenario. The increase in diesel emissions was applied uniformly across the modeling domain and across all particle size sections. The double diesel scenario results in a 58% increase in PM$_{2.5}$ BC and a 27% increase in N$_{TOT}$ emissions as compared to the base emissions for the Eastern U.S. domain.

Figure 3.2. Total particle number (N$_{TOT}$) emission rates (particles km$^{-2}$ day$^{-1}$) from (a) diesel sources, (b) all sources, and (c) the fractional contribution of diesel sources for the July 2001 base simulation.
3.4 Simulated black carbon concentrations

BC in the real atmosphere is always coated with organic compounds. Since this version of PMCAMx-UF assumes that primary organic aerosol (POA) components are non-volatile, we focus on the differences between the base and perturbation simulations as opposed to absolute values.
3.4.1 Base case

The base case for this study is the same as the base case in Posner and Pandis (2015) for July 2001 in the Eastern U.S. Application of the Lane et al. (2007) recommended changes to BC mass emissions improved model-measurement agreement; these changes reduced the magnitude of the mean bias of predicted vs. observed concentrations at Speciation Trends Network (STN) (urban) sites (U.S. EPA, 2002) from 0.88 μg m\(^{-3}\) (Gaydos et al., 2007) to -0.17 μg m\(^{-3}\). The model slightly underpredicts PM\(_{2.5}\) BC concentrations in comparison to IMPROVE (rural) (U.S. EPA, 2002) observations: the mean bias changed from 0.17 (Gaydos et al., 2007) to -0.17 μg m\(^{-3}\) after the inventory changes. Predicted average ground concentrations of PM\(_{2.5}\) BC are shown in Figure 3.3.

3.4.2 Scenario I: Reduction of diesel emissions by 50%

Since diesel is a major source of PM\(_{2.5}\) BC emissions (58%) during this summer period in the Eastern U.S., the half diesel particulate emissions scenario results in a considerable decrease in PM\(_{2.5}\) BC concentrations over most of the domain (Figure 3.4). In order to reduce the influence of the boundary conditions, we report domain averages for the Eastern U.S. subdomain proposed by Murphy et al. (2010) that does not include the areas around the boundaries. The Eastern U.S. subdomain-averaged PM\(_{2.5}\) BC concentration reduction is 0.04 μg m\(^{-3}\) or 23% of the base values, which is smaller than what one would expect (29%) for a 50% reduction of 58% of the BC emissions. This is due to the influence of long-range transport simulated through the boundary conditions, which were kept constant for
all simulations. The largest absolute reductions are in the Northeast coast and the Chicago area, while the largest fractional reductions are in the Midwest where non-road diesel emissions are the dominant BC source.

![Image showing predicted absolute and fractional changes to PM$_{2.5}$ black carbon concentrations (µg m$^{-3}$) at the ground level for the July 2001 double diesel simulation.](image)

**Figure 3.5.** Predicted (a) absolute and (b) fractional changes to PM$_{2.5}$ black carbon concentrations (µg m$^{-3}$) at the ground level for the July 2001 double diesel simulation.

### 3.4.3 Scenario II: Double diesel emissions increase

The double diesel particulate emissions perturbation results in a considerable increase in PM$_{2.5}$ BC concentrations over most of the domain (Figure 3.5). The Eastern U.S. subdomain-averaged PM$_{2.5}$ BC concentration increase due to the double diesel perturbation is 0.08 µg m$^{-3}$ or 46% of the average base value. This is lower than what one would expect (58%) for a proportional increase of the BC emissions because of the long-range transported BC that is assumed to remain constant. The spatial pattern of these increases is very similar to the spatial distribution of reductions due to the half diesel perturbation. The largest absolute increases in PM$_{2.5}$ BC concentrations are located where emissions from on-road diesel are largest (the Northeast coast and the Chicago area). Most of the largest
fractional reductions are where the non-road diesel emissions are largest and the main contributor to particle concentrations (the Midwest).

![Image of particle concentration maps]

**Figure 3.6.** Predicted concentrations of (a) total particle number (cm$^{-3}$), (b) the number of particles greater than 50 nm in diameter (cm$^{-3}$), and (c) the number of particles greater than 100 nm in diameter (cm$^{-3}$) at the ground level for the July 2001 base case.

### 3.5 Simulated particle number concentrations

In this study we focus on total particle number concentrations ($N_{\text{TOT}}$), particles greater than 50 nm in diameter ($N_{50}$), and particles greater than 100 nm in diameter ($N_{100}$). Since ultrafine particles (less than 100 nm in diameter) form the
majority of $N_{TOT}$, they can greatly contribute to the number of particles that grow to become CCN (generally $N_{100}$) through condensation (Pierce and Adams, 2009).

3.5.1 Base case

Model predictions of particles greater than 3 nm in diameter ($N_3$), which is the range of measurable $N_{TOT}$, agree with observed Pittsburgh Air Quality Study (PAQS) (Stanier et al., 2004) measurements within 10% on average, and in the $N_{100}$ range within 5%. Maps of the simulation-average ground $N_{TOT}$, $N_{50}$, and $N_{100}$ concentration fields can be found in Figure 3.6. Using zero-out number but not mass simulations (Posner and Pandis, 2015), we calculated the contribution of diesel sources to ultrafine particle number concentrations for the July 2001 base case. Figure 3.7 shows the calculated absolute and fractional contribution of diesel sources to total particle number concentrations for the base case. The peaks in the number concentration contributions from diesel are seen where emissions from diesel sources are also large. Nucleation is the dominant source of particle number concentrations in the domain for this time period, so the domain-averaged fractional contribution of diesel to particle number concentrations is small. There are peaks in the Midwest due to the predominance of non-road diesel emissions in those areas with, according to the inventory, few other major emissions nearby. On average for July 2001 in the Eastern U.S., diesel particles were predicted to contribute 140 cm$^{-3}$ or about 0.6% to total particle number concentrations.
3.5.2 Scenario I: Half diesel emissions reduction

If the effects of the half diesel emissions scenario on simulated particle number concentrations were linear, they would result in a 50% decrease of diesel particle number concentrations compared to the base case. Figure 3.8 shows the estimated linear changes as well as the actual simulated changes for this reduction scenario. A simple linear change would, on average for July 2001 in the Eastern U.S., result in a 70 cm$^{-3}$ or 0.3% decrease in total particle number concentrations as compared to the base case. Instead PMCAMx-U F predicts an average increase of 350 cm$^{-3}$ or 1.6% in total particle number concentrations. Domain-averaged N$_{50}$ and N$_{100}$, however, decrease 0.9% and 1.6%, respectively. PMCAMx-U F also predicts a 1.4% decrease in PM$_{2.5}$ surface area.

Figure 3.7. Predicted (a) absolute (cm$^{-3}$) and (b) fractional contributions of diesel sources to total particle number concentrations (cm$^{-3}$) at the ground level for the July 2001 base case.
The reduction of particle emissions from diesel sources in this case changes not only the particle number emissions but also the corresponding condensation and coagulation sinks. There is less particle surface area for vapors to condense onto and fewer large particles with which smaller particles can coagulate. The results of this half diesel simulation suggest that reduction of the larger diesel particles can result in increased ultrafine particle number concentrations due to their increased 

Figure 3.8. Predicted fractional changes to total particle number concentrations (cm$^{-3}$) at the ground level for July 2001 due to a 50% reduction of the base diesel particulate emissions calculated (a) assuming a linear change based on previous source apportionment results and (b) by the half diesel simulation and actual fractional changes to (c) $N_{50}$ and (d) $N_{100}$ determined by the half diesel simulation.
survival probability but also the increased nucleation rates. However, these effects do depend on the size range examined. The $N_{100}$ concentration (used as a proxy of the CCN concentration) is predicted to decrease in this simulation despite the increase in total particle number. However, they decrease a lot less than what one would estimate assuming a proportional change.

![Figure 3.9](image.png)

**Figure 3.9.** Predicted fractional changes to total particle number concentrations (cm$^{-3}$) at the ground level for July 2001 due to doubling the diesel particulate emissions calculated (a) assuming a linear change based on previous source apportionment results and (b) by the double diesel simulation and (c) actual fractional changes to $N_{100}$ determined by the double diesel simulation.
3.5.3 Scenario II: Doubling of diesel emissions

Figure 3.9 shows the estimated (proportional) changes of the double diesel emissions scenario as well as the actual simulated changes. A simple linear change would result on average in a 140 cm$^{-3}$ or 0.65% increase in total particle number as compared to the base case. Instead PMCAMx-UF predicts the opposite: an average 660 cm$^{-3}$ or 3% decrease in total number concentrations. Domain-averaged N$_{50}$ and N$_{100}$, however, are predicted to increase 1.9% and 3.3%, respectively. A 2.9% increase in PM$_{2.5}$ surface area is also predicted. This suggests that the increase in surface area caused by doubling the diesel emissions resulted in vapors that had previously condensed onto ultrafine particles or nucleated new particles instead condensing onto these larger particles. There was also an increase of the coagulation rates of smaller particles with the larger ones and a reduction of the nucleation rates.

The half and double diesel emissions simulations predict counterintuitive changes in the ultrafine particle number concentration results for the same reasons. The double diesel emissions scenario assumes doubling of the diesel particle number and mass emissions as compared to the base case, leading to an increase of the condensation and coagulation sinks. With the number of larger particles increased, there is more particle surface area for vapors to condense onto and more large particles with which smaller particles can coagulate, decreasing number concentrations.
3.6 Changes in aerosol optical properties

In this study, core-shell Mie theory is used assuming spherical particles (Bohren and Huffman, 1998) to compute climate-relevant properties of simulated aerosol concentrations at a wavelength of 550 nm. The assumed mixing state, simulated size distribution, mass and number concentrations of particles in the modeled atmosphere determine climate-relevant properties such as absorption and optical depth. BC in particular is important due to its strong absorption properties. PMCAMx-UF simulates aerosol concentrations assuming internal mixing of particles, i.e. that all particles in a given size section have the same chemical composition. The other extreme representation of particle composition is external mixing, i.e. each particle in a given size section is composed of a different chemical component, one chemical component per particle. Since particle mixing states in the real atmosphere vary between these two extremes, the optical properties of the aerosol have been calculated using model predicted size-composition distributions and both external and internal mixing assumptions. This gives a range of possible values for calculated climate relevant properties.

BC is a part of every particle in a given size section when internal mixing is assumed. The other extreme is external mixing for which pure BC particles are assumed with no additional chemical compounds that tend to scatter incoming solar radiation (such as sulfate). Since the internal mixing assumption calculates a greater number of BC-containing particles, its corresponding predictions for the absorption coefficient and absorption aerosol optical depth (AAOD) are higher than external
mixing. Extinction is the sum of absorption and scattering, so it depends on the relative magnitudes of both the absorption and scattering coefficients.

### 3.6.1 Base case

The absorption coefficient, extinction coefficient, and AAOD predictions for the base July 2001 simulation in the Eastern U.S. are shown in Figure 3.10. The average absorption coefficient during this July 2001 simulation period is, assuming external mixing, 0.91 Mm\(^{-1}\) and, assuming internal mixing, 2.01 Mm\(^{-1}\). Spatially, the high absorption areas are those with considerable emissions from combustion sources (gasoline, diesel, and industrial sources along the Northeast coast and Chicago). The domain-averaged extinction coefficients are 18.95 Mm\(^{-1}\) and 19.35 Mm\(^{-1}\) for external and internal mixing, respectively. High values of the extinction coefficient, as well as the aerosol optical depth (AOD) can be found in areas with high sulfate concentrations. Domain-averaged AOD was determined to be 0.03 for both internal and external mixing. The domain-averaged calculated AAOD for this simulation are \(9 \times 10^{-4}\) and \(2 \times 10^{-3}\) for external and internal mixing, respectively. The spatial distribution of AAOD values is similar to that of the absorption coefficient.
Figure 3.10. Predicted (a) absorption coefficients ($\text{Mm}^{-1}$), (b) extinction coefficients ($\text{Mm}^{-1}$), and (c) absorption aerosol optical depth (AAOD) for the July 2001 base simulation.
Figure 3.11. Predicted fractional changes to the (a) absorption coefficient, (b) extinction coefficient, and (c) absorption aerosol optical depth (AAOD) for the July 2001 half diesel simulation.
Figure 3.12. Predicted fractional changes to the (a) absorption coefficient, (b) extinction coefficient, and (c) absorption aerosol optical depth (AAOD) for the July 2001 double diesel simulation.
3.6.2 Scenario I: Half diesel emissions

The average fractional reduction of the absorption coefficient is, assuming external mixing, 30% and, assuming internal mixing, 27%. These changes correspond to the changes in PM$_{2.5}$ BC concentrations. The largest changes in absorption coefficient are in the Midwest where non-road diesel emissions are the dominant source (Figure 3.11). Since scattering aerosol dominates the overall extinction during this time period and there is little change in scattering when a major absorbing source is reduced, the average fractional reduction of the extinction coefficients for the half diesel simulation is only 2% for the external mixing assumption and 3% assuming internal mixing. The calculated change in AOD is only 1% for both external and internal mixing assumptions. The average AAOD reduction due to the half diesel perturbation is 16% and 15% for external and internal mixing assumptions, respectively.

3.6.3 Scenario II: Double diesel emissions

The average fractional increase of the calculated absorption coefficient due to the double diesel perturbation for the Eastern U.S. subdomain during this July 2001 simulation period is, assuming external mixing, 60% and, assuming internal mixing, 52%. The largest changes in absorption coefficient are also in the Midwest (Figure 3.12). The average fractional increase of the extinction coefficients is only 5% and 6% using external and internal mixing assumptions, respectively and 2% for AOD. The average AAOD increase due to the double diesel perturbation is 32% and 28% for the external and internal mixing assumptions, respectively. The
magnitudes of these domain-averaged fractional changes in the absorption coefficient, extinction coefficient, and AAOD for this period due to the doubled emissions are approximately twice as large (in absolute terms) as the changes due to the 50% reduction of the diesel emissions.

**Figure 3.13.** Summary of calculated changes to emissions, concentrations and aerosol optical properties for the reduced and doubled diesel cases.
3.7 Conclusions

The three-dimensional CTM PMCAMx-UF was used to simulate a summer period base case as well as two simple diesel emission change scenarios: (a) half and (b) double the diesel particulate emissions as compared to the base emissions. Simulation-averaged changes to aerosol emissions, concentrations, and optical properties are shown in Figure 3.13.

Reduction of the diesel PM emissions by 50% resulted in an increase of the total particle number concentrations on average by 1.6% due to a decrease in the coagulation and condensation sinks. At the same time a 1.6% decrease in N_{100} particle concentrations was predicted. Both changes are significantly different from those expected assuming a proportional change. The same scenario resulted in a 23% decrease in domain-averaged PM_{2.5} BC concentrations and similar changes both in magnitude and spatial pattern for the absorption coefficient (27-30%) and AAOD (28-32%). These results suggest that mitigation of large diesel particles and/or particle mass emissions will reduce absorption climate-relevant properties related to black carbon and have health benefits; however the changes could also have the unintended effect of increased ultrafine particle number concentrations. The changes in CCN will be significantly less than expected assuming a proportional reduction during this photochemically active period.

The double diesel simulation resulted in a domain-average 3% decrease in total particle number concentrations and a 3.3% increase in N_{100} concentrations. The domain-averaged PM_{2.5} BC concentration increased by 46%, and, similarly changes (52-60%) were predicted for the absorption coefficient. AAOD for the
double diesel perturbation increased by 28-32%. Extinction coefficients for both perturbation simulations changed by only a few percent due to the dominance of scattering aerosols in the Eastern U.S. These changes suggest that increased particle mass emissions from diesel sources increase climate-relevant effects related to black carbon and negatively affect health, but the changes may reduce ultrafine particle number concentrations.
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Chapter 4. Simulation of fresh and chemically-aged biomass burning organic aerosol

4.1 Introduction

Atmospheric particles less than 2.5 µm in diameter (PM$_{2.5}$) have been linked to increased risk of cardiovascular disease and mortality (Pope et al., 2009; Lelieveld et al., 2013). Organic aerosol (OA) is a major PM$_{2.5}$ component, forming 20-70% of PM$_{2.5}$ (Zhang et al., 2007). OA is usually grouped into two categories: primary OA (POA, organic aerosol directly emitted into the atmosphere in the particle phase) and secondary OA (SOA, organic vapor emissions that condense in the particle phase after chemical oxidation). Most chemical transport models (CTMs) have treated POA as nonvolatile and nonreactive, but most POA components are semivolatile; they can evaporate and oxidize, forming SOA as they dilute and are transported in the atmosphere (Robinson et al., 2007). POA vapors and SOA products of the first generation of OA chemistry can even further oxidize (chemical aging) to form additional SOA products (Donahue et al., 2006).

Globally, biomass burning is a major source of OA emissions (Bond et al., 2004; Akagi et al., 2011) and volatile organic compounds (Yokelson et al., 2008). Biomass burning organic aerosol (bbOA) can contribute significantly to OA concentrations both locally and far downwind (Heilman et al., 2014). Most previous source apportionment modeling using CTMs have assumed that biomass burning POA is non-volatile (Tian et al., 2009; Burr and Zhang, 2011; Hu et al., 2014) and
inert. As these emissions are diluted, however, a significant fraction of the semivolatile biomass burning POA evaporates and is then oxidized in the gas phase to form SOA (Hennigan et al., 2011; May et al., 2015). Another challenge is that a lot of the VOC emissions during biomass burning have not been speciated. Some of these compounds are likely of intermediate volatility and therefore are good precursors of SOA (Karl et al., 2007; Warneke et al., 2011; Jathar et al., 2014).

Since OA is composed of thousands of compounds, most of them unknown, the volatility basis set (VBS) framework was developed to efficiently simulate semi-volatile POA, the formation of SOA, and chemical aging of semivolatile SOA and POA (Donahue et al., 2006). The VBS modeling framework groups organic compounds by their effective saturation concentrations in logarithmically-spaced bins spanning the range of atmospherically-relevant saturation concentrations (0.01 to $10^6 \mu g m^{-3}$ at 298 K). In Donahue et al. (2009), these organic compounds are divided into subclasses: low volatility organic compounds (LVOCs, effective saturation concentration $C^* = 0.01$ to $0.1 \mu g m^{-3}$), semivolatile organic compounds (SVOCs, $C^* = 1$ to $100 \mu g m^{-3}$), intermediate volatility organic compounds (IVOCs, $C^* = 10^3$ to $10^6 \mu g m^{-3}$), and outside of the range of the VBS, volatile organic compounds (VOCs, $C^* \geq 10^6 \mu g m^{-3}$). Murphy and Pandis (2009) implemented the VBS framework for semivolatile POA (Shrivastava et al., 2008) and SOA (Lane et al., 2008) with updated SOA product yields (Murphy and Pandis, 2010) into the three-dimensional CTM PMCAMx-2008. The authors found that using the updated
OA framework led to a statistically-significant improvement in model-measurement agreement (Murphy and Pandis, 2009).

In this study, the three-dimensional CTM PMCAMx was used to simulate the emission and evolution of bbOA to determine the relative importance of the primary and secondary production pathways as well as the predicted contribution of bbOA to total OA concentrations in the continental U.S. PMCAMx simulates the evolution of semivolatile POA and the formation of SOA using the VBS framework (Donahue et al., 2006). A source-resolved emission inventory for the continental U.S. was used as input for PMCAMx to simulate three seasonally-representative months with significant biomass burning during 2008. Corresponding zero-out simulations were then performed to determine the predicted bbOA concentrations. To investigate the effects of the VBS treatment of bbOA emissions, the PMCAMx zero-out results were then compared to the results of a version of the three-dimensional CTM CAMx that considers POA to be non-volatile and non-reactive (ENVIRON, 2015).

4.2 PMCAMx description

PMCAMx simulates changes in pollutant concentrations due to advection, dispersion, emission, wet and dry deposition, gas-phase and aqueous-phase chemistry, and aerosol processes (nucleation, coagulation, condensation, and evaporation). The model tracks gas concentrations as well as eight particle size sections ranging in diameter from 40 nm to 10 μm plus two additional size bins with largest diameters at 20 and 40 μm to represent cloud droplets.
The major difference between the version of the model used in this study and the one used by Murphy et al. (2010) is the gas-phase chemistry mechanism: Carbon Bond 5 (CB05) (Yarwood et al., 2005; ENVIRON, 2015) for this study and SAPRC-99 (Carter, 2000) for the previous work. This change was necessary due to the availability of the corresponding CB05-compatible inventories. CB05 includes 190 reactions of 135 species (79 gas phase species, 13 radical species, and 43 aerosol species).

In this study, PMCAMx is used to simulate the atmosphere over the continental U.S., southern Canada, and northern Mexico. This domain has an area of 5328 x 4032 km, split into 148 (north-south) and 112 (east-west) grid cells that are each 36 x 36 km. PMCAMx also simulates 25 vertical layers above the surface up to 19 km. Results reported in this study are for the surface level, only. Three month-long periods (April, July, and September 2008) are simulated in this study. The results of the first two days of each simulation (the first and second of each month) were discarded as model spin-up.

4.2.1 Updated plume rise algorithm

In the plume rise routine of previous versions of PMCAMx, a final plume rise height for a given point source was calculated internally based on the conditions of stability of the atmospheric layers above the stack and the larger of momentum and buoyancy fluxes (ENVIRON, 2015). All of the emissions were then injected into the single layer that contained the final plume rise height. In this version of PMCAMx, the plume is added to multiple cells depending on atmospheric
conditions. Each computational cell receives a fraction of the total emissions based on the layer’s average pressure. Details of the algorithm can be found in ENVIRON (2010).

4.2.2 Representation of organic aerosol

Based on Murphy and Pandis (2010), the following OA components are simulated explicitly in PMCAMx: fresh POA, SOA originating from semivolatile and intermediate-volatility organic compounds (SOA-sv+SOA-iv), SOA from anthropogenic volatile organic compounds (aSOA-v), SOA from biogenic volatile organic compounds (bSOA-v), and long-range transport OA (lrtOA). The terminology used for the OA components is based on the naming framework of Murphy et al. (2014). The model distinguishes aSOA-v and bSOA-v by the typical nature of their volatile organic carbon (VOC) precursors: anthropogenic (e.g., toluene, high-volatility alkanes, and alkenes) and biogenic (e.g., isoprene, α-pinene, terpinene, and β-caryophyllene). As Murphy et al. (2014) notes, biomass burning includes natural wildfires, prescribed burning practices, and agricultural burning, so biomass burning SOA from VOC precursors is often difficult to classify as anthropogenic or biogenic. We refer to biomass burning SOA formed from anthropogenic VOCs as “anthropogenic” for the remainder of this study.

The fresh POA and the SOA-sv+SOA-iv are each represented by eight logarithmically-spaced volatility bins with effective saturation concentrations ranging from 0.1 to $10^6 \mu g m^{-3}$ at 298 K. aSOA-v and bSOA-v are represented by five logarithmically-spaced volatility bins with effective saturation concentrations
ranging from 0.1 to $10^3 \mu g m^{-3}$. The lrTOA is assumed to be nonvolatile and nonreactive OA that has been heavily oxidized before transport into the model domain. As in Murphy and Pandis (2010), PMCAMx uses the yields of Hildebrandt et al. (2009) for SOA-v formation and ages only anthropogenic POA and SOA with an OH reaction rate of $10 \times 10^{-12} cm^3$ molecule$^{-1}$ s$^{-1}$. Biogenic SOA aging is assumed to have a small effect on absolute SOA concentration and is not explicitly simulated (Murphy and Pandis, 2010).

4.2.3 Boundary and initial conditions

The boundary conditions are based on the corresponding predictions of the MOZART global CTM (Emmons et al., 2010) and are updated daily. The MOZART data were interpolated to become compatible with the PMCAMx grid structure (ENVIRON, 2013). The initial conditions are based on output from an annual CAMx simulation for the same domain (ENVIRON, 2013). For the top of the domain, near-zero concentrations are assumed for all pollutants.

4.2.4 Meteorological and other related inputs

Meteorological inputs were generated using the Weather Research and Forecast Model (WRF) version 3.3.1 (NCAR, 2012). A detailed description and evaluation of the meteorological input data can be found in ENVIRON (2012). Land use data are based on the U.S. Geological Survey Geographic Information Retrieval and Analysis System (USGS GIRAS) database. The photolysis rate input
files were generated using NCAR’s Tropospheric Ultraviolet and Visible (TUV) radiation model.

**Table 4.1. Volatility distribution of PMCAMx OA emissions at 298 K.**

<table>
<thead>
<tr>
<th>$C_i^*$ volatility bin (µg m$^{-3}$)</th>
<th>Mass fraction of original non-volatile POA emission rate$^a$</th>
<th>Volatility basis set organic compound group</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>0.09</td>
<td>Low volatility (LVOC)</td>
</tr>
<tr>
<td>1</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.14</td>
<td>Semivolatile (SVOC)</td>
</tr>
<tr>
<td>$10^2$</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>$10^3$</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>$10^4$</td>
<td>0.2</td>
<td>Intermediate volatility (IVOC)</td>
</tr>
<tr>
<td>$10^5$</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>$10^6$</td>
<td>0.8</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ The mass fraction column sums to 2.5 times the original non-volatile POA emission rate due to the additional 1.5 times POA mass emissions added to represent IVOCs.

### 4.2.5 Volatility- and size-resolved emissions

The base case inventory includes emissions from biomass burning and all other sources (ENVIRON, 2013). Biomass burning emissions are source-resolved for agricultural burning, prescribed burning, and wildfires. The other emissions sources include on-road and off-road mobile sources, agricultural ammonia, biogenic sources, dust, lightning, oil and gas combustion, sea spray, marine vessel emissions, and emissions (area, mobile, and point sources) from Mexico and Canada.
Figure 4.1. PMCAMx average PM$_{2.5}$ bbOA ($C^* \leq 100$ µg m$^{-3}$) emission rates (kg km$^{-2}$ day$^{-1}$) and fractional contributions of bbOA to total OA emissions for (a) April, (b) July, and (c) September 2008.
We follow the approach of Murphy and Pandis (2010) to produce size- and volatility-resolved emissions from the original inventory. For each PM$_{2.5}$ aerosol species, we split the original inventory’s PM$_{2.5}$ aerosol mass emission rates evenly between the six PM$_{2.5}$ size bins in PMCAMx. Though this is clearly a zeroth order approximation, the predicted PM$_{2.5}$ concentrations are not sensitive to this assumption. Coarse crustal material emission rates were split evenly between the two modeled PM$_{2.5-10}$ size bins.

The original POA emission rates are divided into volatility bins ($C^* = 0.1$ to $10^6 \mu$g m$^{-3}$) based on the volatility distribution of Robinson et al. (2007) (Table 4.1). An additional 1.5 times the original non-volatile POA emission rate was added to represent IVOC ($C^* = 10^4$ to $10^6 \mu$g m$^{-3}$) emissions. Maps of the average daily emission rates of fresh PM$_{2.5}$ bbOA ($C^* \leq 100 \mu$g m$^{-3}$) and bbOA contributions to OA emissions from all sources for the months of April, July, and September 2008 are shown in Figure 4.1.

The domain-averaged bbOA emission rate (0.03 kg km$^{-2}$ day$^{-1}$ for compounds with $C^* \leq 100 \mu$g m$^{-3}$) for April is 19% from agricultural burning (with high values located in the middle of the domain, including the Midwest farming region), 47% prescribed burning (mostly in the Southeast), and 34% wildfires (significant emissions in Mexico and Canada). In the summer months, hotter and drier conditions lead to more wildfires. The domain-averaged July bbOA emission rate (0.11 kg km$^{-2}$ day$^{-1}$) is 1% agricultural burning (with highest emissions in Kansas and Oklahoma), 3% prescribed burning (over most of the Southeast with high values over Louisiana), and 96% wildfires (high emissions in Northern
California and Canada). The domain-averaged July emissions are dominated by wildfires in specific locations. The domain-averaged September (0.04 kg km\(^{-2}\) day\(^{-1}\)) bbOA emissions are composed of: 5% agricultural burning (mostly in Southwestern Canada, Northwestern Oregon, but also in California and the Southwest), 22% prescribed burning (highest values in the Southeast and the Northwest), and 73% wildfires (scattered throughout the domain).

Biomass burning emissions are important for all three periods examined. They represent 25% of the total OA emissions in April, 65% during July, and 37% in September. Though their relative importance to OA emissions varies from area to area (Figure 4.1), biomass burning emissions are an important OA source in the Southeast U.S. for all periods examined.

### 4.3 Predicted OA concentrations

#### 4.3.1 Simulation-averaged OA concentrations

The base case simulation includes emissions from all sources. Maps of the average predicted total PM\(_{2.5}\) OA concentrations for each simulation period are shown in Figure 4.2. Domain-averaged OA concentrations are: 0.98 μg m\(^{-3}\) in April, 2.36 μg m\(^{-3}\) in July, and 2.07 μg m\(^{-3}\) in September, 2008.

In April, the domain-averaged OA is composed of 32% SOA from SVOCs and IVOCs, 21% anthropogenic SOA, 20% biogenic SOA, 19% long-range transport OA, and 8% fresh POA. The importance of different OA sources locally varies throughout the domain. The OA concentration peaks in the Southeast U.S., Mexico, Cuba and Canada (Figure 4.2) mainly because of the higher biogenic SOA
levels in these areas. Some smaller peak concentrations of OA on the west coast are due to a combination of fresh POA and SOA from SVOCs and IVOCs. In general, most of the OA in this period is predicted to be secondary.

In *July*, the domain-averaged OA is 55% biogenic SOA, 22% SOA from SVOCs and IVOCs, 12% anthropogenic SOA, 7% fresh POA, and 4% long-range transport OA. Biogenic SOA is responsible for the high OA concentrations in the southeast US while fresh POA and SOA from SVOCs and IVOCs cause the high levels in Northern California.

![Map images for April, July, and September](image)

**Figure 4.2.** Predicted average PMCAMx PM$_{2.5}$ OA concentrations (μg m$^{-3}$) from all sources for (a) April, (b) July, and (c) September 2008.
In September, the domain-averaged OA is 53% biogenic SOA, 23% SOA from SVOCs and IVOCs, 16% anthropogenic SOA, 6% fresh POA, and 2% OA from long-range transport. The high OA concentrations on the west coast of the U.S. are due to fresh POA and SOA from SVOCs and IVOCs. As in other simulation months in this study, biogenic SOA dominates OA concentrations in the southeastern U.S.

4.3.2 Simulation-averaged biomass burning OA concentrations

The contribution of biomass burning to the total (primary and secondary) OA levels was calculated by performing additional simulations with zero biomass burning emissions and subtracting their results from the base case. All biomass burning emissions, gaseous and particulate, were zeroed. The difference of the two simulations is actually the change in concentrations if there was no biomass burning. Due to nonlinearities this is different from the actual current contribution of biomass burning to the OA concentrations.

Total bbOA is defined here as the sum of fresh biomass burning POA (bbPOA) and SOA originating from biomass burning emissions (bbSOA). This includes SOA from “anthropogenic” and biogenic VOCs, SOA from IVOCs (SOA-iv), and SOA from evaporated primary emissions (SOA-sv). Maps of bbOA concentrations and the fractional contributions of bbOA to total OA are shown in Figure 4.3.
Figure 4.3. Predicted average PMCAMx PM$_{2.5}$ bbOA concentrations ($\mu$g m$^{-3}$) and fractional contributions of bbOA to total OA concentrations for (a) April, (b) July, and (c) September 2008. Different scales are used for each concentration plot.
The domain-averaged bbOA concentrations are: 0.07 μg m$^{-3}$ during April, 0.49 μg m$^{-3}$ in July, and 0.20 μg m$^{-3}$ in September. Biomass burning is predicted to contribute 8% of the domain-averaged OA in April, 22% in July and 10% in September. Based on the emission inventories the high bbOA concentrations over the Carolinas and Georgia in April are dominated by prescribed burning emissions, while agricultural emissions contribute strongly to the bbOA concentrations over Topeka and Wichita, Kansas. The high bbOA concentrations over California and Saskatchewan in July are from major wildfires emissions in those areas. In September, wildfires and prescribed burning emissions contribute significantly to bbOA concentrations over Oregon and Northern California. Other moderately high bbOA concentrations for September in the Southwest and Southeast U.S. are mostly due to prescribed burning, while the moderately high values in Canada are due to agricultural burning and wildfires.

Maps of the contributions of fresh POA, SOA from SVOCs and IVOCs, SOA from “anthropogenic” VOCs, and SOA from biogenic VOCs to bbOA concentrations for April, July, and September, 2008 can be found in Figures 4.4, 4.5, and 4.6, respectively. Significant fresh POA is observed in areas immediately surrounding significant biomass burning locations for all simulated months, and the influence of SOA from SVOCs and IVOCs on bbOA concentrations extends out from the significant biomass burning sources even further than fresh POA.

In April, agricultural fires in the Midwest and southern Canada, prescribed burning in the Southeast and West coast, and wildfires in Mexico cause peaks in the fresh POA concentrations (Figure 4.4). In July, higher temperatures and drier
conditions lead to significant wildfire events in northern California and Canada with peaks in the fresh POA and SOA from SVOCs and IVOCs in those areas. In September, prescribed burning events in the west and Southeast contribute to peaks in fresh POA and SOA from SVOCs and IVOCs. There are also a few agricultural burning events in Canada that lead to peaks in fresh POA, but these do not contribute as greatly to SOA. Part of the biogenic and “anthropogenic” bbSOA predicted is due to increased partitioning of the corresponding SOA components from non-biomass burning sources to the particulate phase due to the increased OA concentrations.

Figure 4.4. Predicted April 2008 bbOA concentrations (µg m\(^{-3}\)) from (a) fresh POA, (b) SOA from intermediate volatility and semivolatile precursors, (c) SOA from “anthropogenic” VOCs, and (d) SOA from biogenic VOCs.
Figure 4.5. Predicted July 2008 bbOA concentrations (µg m$^{-3}$) from (a) fresh POA, (b) SOA from intermediate volatility and semivolatile precursors, (c) SOA from “anthropogenic” VOCs, and (d) SOA from biogenic VOCs.
Figure 4.6. Predicted September 2008 bbOA concentrations (µg m⁻³) from (a) fresh POA, (b) SOA from intermediate volatility and semivolatile precursors, (c) SOA from “anthropogenic” VOCs, and (d) SOA from biogenic VOCs.
Domain averages of the POA and SOA contributions to bbOA concentrations are shown in Figure 4.7. In April, 67% of bbOA is SOA from SVOCs and IVOCs, followed by 21% from fresh POA, 9% from biogenic SOA, and 4% from “anthropogenic” SOA. July has a very similar bbOA composition: 68% SOA from SVOCs and IVOCs, 23% from fresh POA, 7% biogenic SOA, and 2% “anthropogenic” SOA. In September, there is a slightly smaller contribution of SOA from SVOCs and IVOCs (62%), slightly more (27%) from fresh POA and biogenic SOA (9%), and 2% from anthropogenic SOA. Overall, SOA from SVOCs and IVOCs is predicted to be the largest contributor to bbOA concentrations for all months simulated, followed by fresh POA, biogenic SOA, and anthropogenic SOA.
4.3.3 Local and daily importance of bbOA concentrations

Though the domain-averaged bbOA contribution to OA concentrations is moderate, the influence of biomass burning on OA concentrations varies locally and is especially noticeable on days when there was significant biomass burning nearby. Time series of predicted bbOA and OA concentrations for Bartlesville, OK in April, Portland, OR in July, and Missoula, MO in September 2008 are shown in Figure 4.8. During April 2008 there was significant biomass burning near Bartlesville, OK and Winnipeg, Manitoba. Agricultural burning occurred near both cities during this time period, but Bartlesville was also near prescribed burning, and there was a wildfire near Winnipeg. The days with highest biomass burning impact had bbOA concentrations of 3.5 and 8.3 μg m\(^{-3}\), respectively, composing 81% and 90% of OA concentrations at those times. In July, Portland, OR was near significant agricultural burning, and Redding, WA was near a wildfire. During the days of highest biomass burning impact, bbOA concentrations reached 4.8 and 58.1 μg m\(^{-3}\), respectively, composing 52% and 96% of OA concentrations at those times. In September, Missoula, MO and Redding, WA were both affected by emissions from nearby wildfires and prescribed burning. Biomass burning emissions contribute 4.73 and 6.56 μg m\(^{-3}\), respectively, which represented 64% and 76% of the OA at those times.
4.3.4 Sensitivity to the modeling treatment of bbOA

The above PMCAMx bbOA predictions were compared to those predicted by CAMx assuming that POA is nonvolatile and neglecting the formation of SOA from biomass burning. This comparison also serves as a study of the effects of using a VBS-based treatment of OA in a CTM compared to the traditional treatment of...
the emissions of a combustion source like biomass burning. The bbOA predicted by CAMx was estimated using the Particulate Source Apportionment Technology (PSAT) algorithm (Yarwood et al., 2004). Maps of PMCAMx and CAMx predicted bbOA concentrations and the differences between these two models’ predictions for the April 2008 simulation period are shown in Figure 4.9.

![Figure 4.9](image_url)

**Figure 4.9.** Predicted average April 2008 PM$_{2.5}$ bbOA concentrations ($\mu$g m$^{-3}$) (a) calculated by CAMx (non-volatile POA), (b) PMCAMx, (c) absolute difference between PMCAMx and CAMx bbOA (PMCAMx-CAMx), and (d) fractional difference between PMCAMx and CAMx bbOA ((PMCAMx-CAMx)/CAMx).
PMCAMx bbOA concentration predictions are generally lower than CAMx predictions in areas close to significant biomass burning sources. Time series of the predicted concentrations of bbOA in three cities near significant fire activity during the April 2008 simulation period are shown in Figure 4.10. In these areas bbPOA evaporates due to dilution, and the time required for oxidation reactions to take
place causes the bbSOA concentrations to not increase quickly enough to balance the rate of evaporating bbPOA. On average, PMCAMx predicts 42% (0.27 μg m\(^{-3}\)) less bbOA than CAMx in Bartlesville, OK, 22% (0.08 μg m\(^{-3}\)) less in Topeka, KS, and 39% (0.12 μg m\(^{-3}\)) less in Winnipeg, Manitoba. PMCAMx predicts that 40-55% of the bbOA in these three cities is POA, whereas CAMx assumes 100% POA.

**(a) Nashville, TN (downwind of fires)**

**(b) Pittsburgh, PA (downwind of fires)**

**(c) Washington, D.C. (downwind of fires)**

**Figure 4.11.** Time series of total (primary and secondary) bbOA concentrations calculated by PMCAMx and CAMx for (a) Nashville, TN, (b) Pittsburgh, PA, and (c) Washington, D.C. These sites were downwind of major fires during the simulation period. Different scales are used in each graph.
Downwind of the biomass burning sources, on the other hand, PMCAMx generally predicts higher bbOA concentrations than CAMx. Time series of the predicted concentrations of bbOA in three cities that were downwind of fires during the April 2008 simulation period are shown in Figure 4.11. In these areas, the bbSOA production overtakes the loss of bbPOA due to dilution/evaporation. On average, PMCAMx predicts 56% more bbOA than CAMx in Nashville, TN, 93% more in Pittsburgh, PA, and 17% more in Washington D.C. PMCAMx predicts that 12-20% of the bbOA in these three cities is POA, whereas CAMx assumes that 100% of the bbOA concentrations is POA.

![Figure 4.12. Comparison of domain-averaged contributions to April 2008 PM$_{2.5}$ bbOA concentrations (µg m$^{-3}$) determined by (a) CAMx (non-volatile POA) and (b) PMCAMx.][1]

The domain-averaged bbOA concentration predictions (including the contributions of POA and SOA) of CAMx and PMCAMx are compared in Figure

---

[1]: https://example.com/figure412.png
4.12. The domain-averaged bbOA concentrations using the VBS treatment in PMCAMx are 20% higher than those using the traditional treatment in CAMx, and the predicted compositions are dramatically different. PMCAMx predicts that bbOA for this time period is composed of 21% fresh POA, 4% SOA from “anthropogenic” VOCs, 8% SOA from biogenic VOCs, and 67% SOA from SVOCs and IVOCs. On the other hand, CAMx assumes that all the bbOA is fresh primary.

4.4 Conclusions

The bbOA concentration results of three month-long simulation periods were investigated for the modeling year 2008 using the three-dimensional CTM PMCAMx. Domain-averaged bbOA contributions to OA concentrations from all sources are 8% for April, 22% for July, and 10% for September. The most significant bbOA contributions to OA concentrations for April over the domain are over the Eastern U.S. (with highest values over South Carolina) due to prescribed burning and Midwest (particularly Kansas) due to agricultural burning emissions. July 2008 bbOA concentrations are highest over the West Coast, with significant wildfire emissions during this time period coming from Northern California. Significant emissions from prescribed burning (mostly in Oregon) and wildfires (mostly in California) in September contribute largely to OA concentrations nearby.

The contribution of bbOA to OA concentrations varies locally throughout the domain. In April, the model predicts maximum bbOA concentrations at near-
fire locations (Bartlesville, OK and Winnipeg, Manitoba) of 3.5 and 8.3 μg m$^{-3}$, respectively. On the days of these maximum bbOA concentrations, bbOA composes a significant fraction (72-90%) of OA concentrations. In July, Portland, OR, and Redding, WA, experience days of maximum fire impact with bbOA concentrations of 4.8 and 58.1 μg m$^{-3}$, respectively, composing 52% and 96% of OA concentrations at those times. In September, Missoula, MO, and Redding, WA experience maximum bbOA concentrations of 4.7 and 6.6 μg m$^{-3}$, respectively, which composes 64% and 76% of the OA at those times.

The predicted domain-averaged bbOA concentration using the VBS approach (PMCAMx) is 20% higher than the prediction by the traditional approach assuming non-volatile POA and negligible SOA formation. The VBS approach predicts that 79% of this bbOA is secondary, whereas the traditional approach predicts that 100% of bbOA is primary. Near biomass burning emission sources, the VBS treatment predicts about 30% lower bbOA concentrations due to the evaporation of fresh POA and about 60% higher bbOA concentrations downwind of significant biomass burning emissions due to the production of secondary bbOA. Individual peak fire events can produce differences between the two model bbOA predictions of a factor of 3.
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Chapter 5. Simulation of the plume-scale evolution of biomass burning organic aerosol

5.1 Introduction

Exposure to elevated levels of particulate matter less than 2.5 μm in diameter (PM$_{2.5}$) leads to increased risk of cardiovascular disease (Pope et al., 2009; Lelieveld et al., 2013). Particulate matter also reflects or absorbs sunlight, changing the energy balance of the earth (IPCC, 2013). Organic aerosol (OA) represents a significant portion of PM$_{2.5}$, averaging 20-70% (Zhang et al., 2007). OA is one of the most dynamic components of atmospheric PM: it evaporates, oxidizes, and condenses back to the particle phase with continuous changes in its concentration, chemical and physical properties. Investigation of the evolution of OA concentrations from major sources can improve our understanding of the role of the corresponding physical and chemical processes and inform mitigation efforts.

Globally, biomass burning is a major source of OA emissions (Akagi et al., 2011; Bond et al., 2013) and volatile organic compounds (VOCs) (Yokelson et al., 2008). Biomass burning organic aerosol (bbOA) can contribute significantly to OA concentrations at a local level both at the source and far downwind (Heilman et al., 2014). After emission, changes in bbOA concentrations depend on the relative balance between evaporation of fresh biomass burning primary organic aerosol (bbPOA) and the formation of biomass burning secondary organic aerosol (bbSOA) from the oxidation of semivolatile OA, intermediate volatility compounds (IVOCs)
and VOC precursors. Observed normalized (e.g., to CO) changes in the OA concentrations downwind of biomass burning emissions after several hours are highly variable (Cubison et al., 2011). In some biomass burning field studies, observed OA concentrations increase downwind of the fire (Yokelson et al., 2009; Singh et al., 2012), while in others, they decrease (Akagi et al., 2012; Jolleys et al., 2012, 2015) or do not change significantly (May et al., 2015). The evolution of bbOA is a significant gap in our understanding of the impact of biomass burning on both air quality and climate change (Heilman et al., 2014).

Several studies have investigated the theoretical plume-scale evolution of bbOA downwind of specific fires. May et al. (2015) modeled the OA measurements from several prescribed burns in South Carolina (May et al., 2014). The authors used the gas-particle partitioning equation (Donahue et al., 2006; Robinson et al., 2010) to model the measured particulate bbOA emission factor (EF\textsubscript{OA}) and total (gas plus particle) bbOA emission factor (EF\textsubscript{TOT}) as a function of the concentration of OA (including background). For the specific biomass burning events studied, they found that there was no statistically-significant increase in OA concentrations downwind of the fire, suggesting that the evaporation of POA due to dilution dominated over the formation of SOA (May et al., 2015).

Alvarado et al. (2014) used a plume-scale Lagrangian transport model and the 1-D Volatility Basis Set (VBS) (Donahue et al., 2006) representation of OA to simulate a prescribed burn in California (Akagi et al., 2012). They varied a number of model parameters in order to reproduce the observed evolution of OA and ozone in the plume. From the results of these simulation cases, the authors developed a
set of reasonable revised parameters for the value of the OA aging rate (with OH), OH regeneration, split between fragmentation vs. functionalization, and ozone production.

In this study, we systematically investigate the conditions that could lead to variability of measured OA concentrations downwind of U.S. biomass burning emissions. The plume-scale model used is the 1-D Lagrangian transport model described in Murphy et al. (2011) that represents OA using the 1-D volatility basis set (VBS) (Donahue et al., 2006). This model is a one-dimensional version of PMCAMx, the CTM used in the previous chapters of this thesis. We develop a base case from real fire parameters and then perform a series of sensitivity tests of several parameters that affect OA concentrations: concentrations of OH, the aging rate constant, the dilution rate, and the volatility distribution of the initial plume OA. We then investigate these factors as to which could lead to a net increase, decrease, or little to no change in OA concentrations downwind of a biomass burning plume.

5.2 Lagrangian transport model

In this study, the one-dimensional Lagrangian transport model of Murphy et al. (2011) is used to track a parcel of air as it travels in space for a period of five simulation hours. This model is a 1-D version of the 3-D CTM PMCAMx. The modeled parcel is divided into 10 vertical layers up to a height of 2.5 km. Layer heights in this study are held constant for all simulations and are shown in Table 5.1. The model simulates gas-phase chemistry using the gas-phase SAPRC
chemical mechanism (Carter, 2000), dry and wet deposition, horizontal dilution, vertical dispersion, and primary gas and particulate emissions. Aerosol species with diameters from 40 nm to 10 μm are tracked using eight logarithmically-spaced size sections. Inorganic aerosol species include ammonium, sodium, nitrate, chloride, sulfuric acid, particulate water, black carbon, and crustal species.

<table>
<thead>
<tr>
<th>Layer number</th>
<th>Bottom height (m)</th>
<th>Top height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>55</td>
</tr>
<tr>
<td>2</td>
<td>55</td>
<td>135</td>
</tr>
<tr>
<td>3</td>
<td>135</td>
<td>240</td>
</tr>
<tr>
<td>4</td>
<td>240</td>
<td>370</td>
</tr>
<tr>
<td>5</td>
<td>370</td>
<td>540</td>
</tr>
<tr>
<td>6</td>
<td>540</td>
<td>750</td>
</tr>
<tr>
<td>7</td>
<td>750</td>
<td>1000</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>1450</td>
</tr>
<tr>
<td>9</td>
<td>1450</td>
<td>1900</td>
</tr>
<tr>
<td>10</td>
<td>1900</td>
<td>2500</td>
</tr>
</tbody>
</table>

Table 5.1. Constant plume conditions.

The model tracks four semivolatile OA components: (1) fresh POA (2) anthropogenic SOA from VOCs, (3) biogenic SOA from VOCs, (4) SOA from semivolatile and intermediate volatility organic compounds (SVOCs and IVOCs), and (5) long-range transport OA, which is considered nonvolatile due to the assumption that it has been heavily oxidized before entering the modeling domain. All semivolatile OA is represented by the 1-D Volatility Basis VBS framework (Donahue et al., 2006) with 12 logarithmically-spaced volatility bins of effective saturation concentrations ($C^*$) from $10^{-5}$ to $10^6$ μg m$^{-3}$ (Murphy et al., 2011).
Table 5.2. Constant conditions for the base case and all scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base case</strong></td>
<td>OH concentration (molecule cm⁻³)</td>
<td>5.27 x 10⁶</td>
</tr>
<tr>
<td></td>
<td>Horizontal dilution rate (s⁻¹)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Aging rate (k_{OH}, cm³ molecule⁻¹ s⁻¹)</td>
<td>1 x 10⁻¹¹</td>
</tr>
<tr>
<td></td>
<td>Vertical dispersion coefficient (K_{zz}, m/s)</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Plume injection layer</td>
<td>1</td>
</tr>
<tr>
<td><strong>All scenarios</strong></td>
<td>Relative humidity (%)</td>
<td>15.7</td>
</tr>
<tr>
<td></td>
<td>Temperature (K)</td>
<td>298</td>
</tr>
<tr>
<td></td>
<td>Pressure (mbar)</td>
<td>1013.25</td>
</tr>
<tr>
<td></td>
<td>Wind speed (m/s)</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Photolysis rate (min⁻¹)</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>Emissions, cloud water, precipitable water, and</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>cloud optical depth</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Land use code for surface roughness</td>
<td>Deciduous forest</td>
</tr>
</tbody>
</table>

5.3 Base case

5.3.1 Model inputs

The base case in this study is a simplified representation of a biomass burning plume in the U.S. Plume conditions that are assumed to remain constant are shown in Table 5.2. Standard temperature and pressure (298.15 K and 1013.25 hPa) are used in the base case. The relative humidity and background concentrations are from the reported values in Alvarado et al. (2014). A constant moderate OH level is assumed from average value given in Akagi et al. (2012). A low wind speed of 2 m s⁻¹ is used, and horizontal dilution is neglected in the base case.

The initial plume concentration is injected only in the first layer of the model (up to a height of 55 m) in order to study vertical dispersion. Layers above
the surface height initially are at background concentrations. The initial plume OA concentration is taken from May et al. (2014) and adjusted to 298.15 K using the partitioning equation (Donahue et al., 2006) for this study to calculate the concentration of total (gas and particle) organic matter (\(C_{TOT} = 888 \mu g m^{-3}\)). \(C_{TOT}\) is then divided into volatility bins based on the volatility distribution of May et al. (2013). An additional 1.5 x \(C_{TOT}\) is added to the \(C^* = 10^4\) to \(10^6 \mu g m^{-3}\) volatility bins to represent IVOCs (Robinson et al., 2007). Initial plume concentrations of inorganic species from Alvarado et al. (2014) are divided evenly between the six modeled PM\(_{2.5}\) size bins as in Murphy et al. (2011) and are shown in Table 5.3. Gas concentrations are shown in Table 5.4.

**Table 5.3.** Initial plume and background concentration of inorganic PM\(_{2.5}\) (Alvarado et al., 2014).

<table>
<thead>
<tr>
<th>Aerosol species</th>
<th>Initial plume concentration ((\mu g m^{-3}))</th>
<th>Background concentration ((\mu g m^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black carbon</td>
<td>187</td>
<td>0.357</td>
</tr>
<tr>
<td>Chloride</td>
<td>11.9</td>
<td>0</td>
</tr>
<tr>
<td>Ammonium</td>
<td>14.3</td>
<td>1.291</td>
</tr>
<tr>
<td>Nitrate</td>
<td>30.4</td>
<td>0.174</td>
</tr>
<tr>
<td>Sulfate</td>
<td>0.855</td>
<td>6.603</td>
</tr>
</tbody>
</table>
Table 5.4. Initial plume and background gas concentrations.

<table>
<thead>
<tr>
<th>Gas species</th>
<th>Initial plume concentration (ppm)</th>
<th>Background concentration (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon monoxide</td>
<td>$1.00 \times 10^{+1}$</td>
<td>$1.29 \times 10^{-1}$</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$3.90 \times 10^{+2}$</td>
</tr>
<tr>
<td>Nitric oxide</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$1.50 \times 10^{-5}$</td>
</tr>
<tr>
<td>Nitrogen dioxide</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$3.90 \times 10^{-5}$</td>
</tr>
<tr>
<td>Ozone</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$5.00 \times 10^{-2}$</td>
</tr>
<tr>
<td>Hydrogen peroxide</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$7.55 \times 10^{-4}$</td>
</tr>
<tr>
<td>Nitrous acid</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Sulfur dioxide</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$1.20 \times 10^{-4}$</td>
</tr>
<tr>
<td>Nitric acid</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$4.10 \times 10^{-4}$</td>
</tr>
<tr>
<td>Sulfuric acid (gaseous)</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Hydrochloric acid</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$1.00 \times 10^{-8}$</td>
</tr>
<tr>
<td>Ammonia</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$9.60 \times 10^{-7}$</td>
</tr>
<tr>
<td>Hydrogen gas</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$1.00 \times 10^{-8}$</td>
</tr>
<tr>
<td>Methane</td>
<td>$1.00 \times 10^{-6}$</td>
<td>1.90</td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$3.30 \times 10^{-4}$</td>
</tr>
<tr>
<td>Methanol</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Formic acid</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Ethene</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Acetaldehyde</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Ethanol</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Glyoxal</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Acetone</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Methyl glyoxal</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Methyl ethyl ketone</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Isoprene</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Benzaldehyde</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Limonene</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Phenol</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Biacetyl</td>
<td>$1.00 \times 10^{-6}$</td>
<td>0</td>
</tr>
<tr>
<td>Peroxyacetyl nitrate</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$3.00 \times 10^{-5}$</td>
</tr>
</tbody>
</table>
5.3.2 Simulated concentrations downwind of the initial plume

OA concentration measurements in the field are often normalized to a co-emitted species (e.g. CO) in order to account for dilution of the plume (May et al., 2015). We focus on the excess mixing ratio ΔOA/ΔCO in this study, which corrects for the background concentrations of both OA and CO. An increase in ΔOA/ΔCO implies net SOA production, whereas a decrease implies net evaporation of POA. We also use the POA and SOA results of our model to inform our understanding of the changes in the value of ΔOA/ΔCO over time. Unless otherwise noted, results shown in figures are for the ground level.

At ground level for the base case, the model predicts that the value of ΔOA/ΔCO initially decreases during the first simulation hour, suggesting the dominance of evaporation of POA during this time, and then increases beyond its starting value for the rest of the simulation period, indicating the production of SOA. The net change in ΔOA/ΔCO from the start of the simulation to the end is an increase of 120%. Figure 5.1 shows the time series for ΔOA/ΔCO, total OA, POA, and SOA for the base case. Since ΔOA/ΔCO increases over time, the base case results in a net increase of OA.
5.4 Sensitivity cases

5.4.1 OH concentration and aging rate

The rates of OA oxidation reactions with OH depend on both OH concentrations and the aging rate constant. In this section, we investigate changes of OH concentrations and the aging rate constant. The ΔOA/ΔCO results of these sensitivity tests can be found in Figure 5.2. First we increase the OH concentration from its base value of 5.27 x 10^6 molecules cm^{-3} (Akagi et al., 2012) to approximately twice its base value (1.14 x 10^7 molecules cm^{-3}), which is the OH
concentration observed in a biomass burning event in Yokelson et al. (2009). This increase in OH concentration results in a net 310% increase in $\Delta$OA/$\Delta$CO (approximately twice as large as the base case net change) indicating an increase in SOA formation as expected. Next, we decrease the base OH concentration by a factor of two to $2.64 \times 10^6$ molecules cm$^{-3}$. This OH concentration reduction results in a net increase of $\Delta$OA/$\Delta$CO by 30% (only one-fourth of the base case net change) which indicates that SOA formation is reduced but still dominates over the evaporation of POA. In order to investigate the contribution of SOA chemistry, we then reduce the aging rate constant, $k_{\text{OH}}$, to zero. This results in a 30% decrease in the net change of $\Delta$OA/$\Delta$CO, which is due to POA evaporation in the absence of SOA formation.

Both of the OH concentration sensitivity cases still lead to a net increase in $\Delta$OA/$\Delta$CO indicating the dominance of SOA formation over POA evaporation for these cases. These results suggest that increased OH concentrations could significantly increase OA concentrations downwind of a fire, and decreased OH concentrations could decrease OA concentrations downwind of a fire. The no aging case indicates the importance of SOA chemistry to bbOA concentrations.
To investigate the role of IVOCs in the evolution of bbOA from the plume, we zeroed the $1.5 \times C_{OA}$ emissions that were added in the base case as IVOC emissions. IVOCs are mostly in the vapor phase at 298 K, but they can oxidize to form SOA. Zeroing these emissions results in only a 30% net increase of $\Delta OA/\Delta CO$, which is about 25% of the net increase predicted in the base case. Overall, however, this change still results in a small net increase in $\Delta OA/\Delta CO$ (Figure 5.3).

**Figure 5.2.** Time series of $\Delta OA/\Delta CO$ of the base case in comparison to the (a) increased OH concentration, (b) decreased OH concentration, and (c) no aging cases.

### 5.4.2 Intermediate volatility precursors

To investigate the role of IVOCs in the evolution of bbOA from the plume, we zeroed the $1.5 \times C_{OA}$ emissions that were added in the base case as IVOC emissions. IVOCs are mostly in the vapor phase at 298 K, but they can oxidize to form SOA. Zeroing these emissions results in only a 30% net increase of $\Delta OA/\Delta CO$, which is about 25% of the net increase predicted in the base case. Overall, however, this change still results in a small net increase in $\Delta OA/\Delta CO$ (Figure 5.3).
Figure 5.3. Time series of the base case versus the no additional IVOCs case values of (a) $\Delta$OA/$\Delta$CO, (b) $\Delta$POA/$\Delta$CO, and (c) $\Delta$SOA/$\Delta$CO.
Figure 5.4. Time series of the base case versus the increased vertical dilution case values of (a) $\Delta \text{OA}/\Delta \text{CO}$, (b) $\Delta \text{POA}/\Delta \text{CO}$, and (c) $\Delta \text{SOA}/\Delta \text{CO}$.
5.4.3 Vertical dilution rate

The effects of an increased (50 m s\(^{-1}\)) and decreased (0.5 m s\(^{-1}\)) vertical dilution rate are investigated. These are each a factor of 10 from the base value (5 m s\(^{-1}\)). The increased vertical dilution rate results are shown in Figure 5.4. As plume concentrations dilute, absolute concentrations (not shown) of POA and SOA also decrease as compared to the base case, but the \(\Delta OA/\Delta CO\) (170\% net increase) results suggest that the decrease in the concentration of organic aerosol due to evaporating POA may increase SOA formation in comparison to the dilution of

\[ \begin{align*}
\text{(a) } \Delta OA/\Delta CO & \quad \text{(b) } \Delta POA/\Delta CO \\
\text{(c) } \Delta SOA/\Delta CO
\end{align*} \]

**Figure 5.5.** Time series of the base case versus the decreased vertical dilution case values of (a) \(\Delta OA/\Delta CO\), (b) \(\Delta POA/\Delta CO\), and (c) \(\Delta SOA/\Delta CO\).
POA. The decreased vertical dilution case shows increases in POA and SOA concentrations in the first layer but results in a net 130% increase in $\Delta OA/\Delta CO$, which is similar to the base case (120%). The results of the decreased vertical dilution case are shown in Figure 5.5.

![Graphs showing changes in $\Delta OA/\Delta CO$, $\Delta POA/\Delta CO$, and $\Delta SOA/\Delta CO$.]

**Figure 5.6.** Time series of the base case vs. the initial bbOA distribution of Robinson et al. (2007) case values of (a) $\Delta OA/\Delta CO$, (b) $\Delta POA/\Delta CO$, and (c) $\Delta SOA/\Delta CO$.

### 5.4.4 Initial plume distribution

The volatility distribution of Robinson et al. (2007) was used in this sensitivity test to see how the initial volatility distribution of the biomass burning plume would affect OA concentrations downwind of the plume. The results of this
sensitivity test are shown in Figure 5.6. Downwind of the plume, the Robinson et al. (2007) volatility distribution case predicts smaller ΔPOA/ΔCO and larger ΔSOA/ΔCO than the base case using the May et al. (2013) distribution. Overall the model does not predict that the change in ΔOA/ΔCO between the results of the two initial volatility distributions is large, and both cases predict a net increase in ΔOA/ΔCO.

5.5 Conclusions

A simple representation of a biomass burning plume in the U.S. was simulated using the 1-D Lagrangian transport model of Murphy et al. (2011). A systematic approach was taken to determine factors that could lead to variability in OA measurements downwind of a biomass burning plume. The role of SOA chemistry was investigated by increased and decreased OH concentration cases and a no aging case. As compared to the base case, doubled OH concentrations result in a net 50% increase in OA concentrations normalized to CO downwind of the plume, and a 50% reduction in OH concentrations results in a 75% decrease in ΔOA/ΔCO. Though there is still SOA production in the decreased OH concentration case, there is little predicted change to ΔOA/ΔCO. The no aging case resulted in a net 30% decrease in ΔOA/ΔCO, indicating that SOA chemistry can be an important contributor to downwind bbOA concentrations. Intermediate volatility emissions were zeroed in another sensitivity test. IVOCs were found to contribute about 75% of the OA downwind of the fire. Increased and decreased vertical diffusivity cases were also investigated. Increased vertical diffusivity resulted in decreased absolute
concentrations of OA at the surface level but increases in $\Delta$OA/$\Delta$CO as compared to the base case, suggesting that evaporated POA concentrations led to increased SOA production. The decreased vertical diffusivity case resulted in increased absolute concentrations of OA at the surface level and only a slight increase in $\Delta$OA/$\Delta$CO as compared to the base case. Finally, the Robinson et al. (2007) initial volatility distribution of the biomass burning OA was implemented in a sensitivity test and compared to the base case. The base case predicted more POA and less SOA than the Robinson et al. (2007) case, but there was little effect on the net changes to $\Delta$OA/$\Delta$CO between the two scenarios.

5.6 References


Chapter 6. Conclusions and future work

6.1 Conclusions

The sources of atmospheric particles relevant to human health and climate changes were explored. A source-resolved number emissions inventory for a summertime period in the Eastern U.S. was developed. According to the inventory, gasoline automobiles are estimated to be responsible for 40% of the ultrafine particle emissions, followed by industrial sources (33%), non-road diesel (16%), on-road diesel (10%), and 1% from biomass burning. With the new emissions inventory as input, the three-dimensional number-focused CTM PMCAMx-UF reproduced average observed ultrafine particle number concentrations within 12%.

A new number-focused zero-out method was developed and implemented, and on average over the Eastern U.S. sub-domain, gasoline was predicted to contribute 36% of the primary ultrafine particles, followed by industrial sources (31%), non-road diesel (18%), on-road diesel (10%), biomass burning (1%), and long-range transport (4%).

The source-resolved emissions inventory was then used to quantify the effects of reduced and increased diesel particulate emissions on particle number, black carbon, and aerosol optical properties. On average in the Eastern U.S. subdomain, a 50% reduction in diesel emissions resulted in a 23% reduction in \( \text{PM}_{2.5} \) black carbon, 27-30% decrease in the absorption coefficient, and a 15-16% decrease in the absorption aerosol optical depth. Counterintuitively, the diesel reduction resulted in a 1.6% increase in total particle number concentrations due to
reductions of the condensation and coagulation sinks from the removal of particles. These results suggest that mitigation of large diesel particles and/or particle mass emissions will reduce absorption climate-relevant properties related to black carbon and have health benefits; however the changes could also have the unintended effect of increased ultrafine particle number concentrations. The doubled diesel emission case resulted in a 46% increase in PM$_{2.5}$ black carbon, a 52-60% increase in the absorption coefficient, and a 28-32% increase in aerosol optical depth. As with the diesel reduction case, the addition of particle surface area affected the coagulation and condensation sinks. The doubled diesel case led to a 3% decrease in total particle number concentrations over the domain. These changes suggest that increased particle mass emissions from diesel sources increase climate-relevant effects related to black carbon and negatively affect health, but the changes may reduce ultrafine particle number concentrations.

Next, the mass-focused CTM PMCAMx was used to simulate three representative months of the modeling year 2008. Domain-averaged biomass burning organic aerosol (bbOA) contributions to organic aerosol (OA) concentrations from all sources are 8% for April, 22% for July, and 10% for September, but the importance of bbOA on OA concentrations was greater than 90% for specific days in areas of the domain most affected by biomass burning events. The results of PMCAMx were then compared to the predictions from another CTM CAMx that assumes nonvolatile OA and negligible bbSOA formation. The predicted domain-averaged bbOA concentration using the VBS approach (PMCAMx) is 20% higher than the prediction by the traditional approach
assuming non-volatile POA and negligible SOA formation, however the VBS approach predicts that 79% of this bbOA is secondary, whereas the traditional approach predicts that 100% of bbOA is primary. Near biomass burning emission sources, the VBS treatment predicts about 30% lower bbOA concentrations due to the evaporation of fresh POA and about 60% higher bbOA concentrations downwind of significant biomass burning emissions due to the production of secondary bbOA.

Finally, the evolution of bbOA was explored using the 1D Lagrangian transport model described in Murphy et al. (2011) with the 1D volatility basis set (Donahue et al., 2006) representation of organic aerosol. A base case representative of a biomass burning plume in the U.S. was simulated, and several sensitivity tests to parameters that affect the evolution of bbOA concentrations downwind were performed and analyzed. Decreasing the OH concentration and zeroing the aging rate led to decreased SOA production and lower ΔOA/ΔCO values, while increasing the OH concentration increased SOA production. Changes to the vertical dispersion rate were found to affect absolute concentrations of POA, SOA, and the SOA/POA balance that determines the net change in ΔOA/ΔCO. In the final sensitivity test, the volatility distribution of Robinson et al. (2007) was applied to the biomass burning plume and found to predict less POA and more SOA than the original May et al. (2013) distribution but had little effect on the net change in ΔOA/ΔCO.
6.2 Future work

6.2.1 Suggested model improvements

PMCAMx-UF predictions would benefit from the formulation and implementation of an explicit source-tracking algorithm specifically for number, similar to the mass source-tracking algorithm PSAT (Yarwood et al., 2004). Extending the box model number source apportionment algorithm SANSA (Dan Westervelt, thesis) for use in a CTM such as PMCAMx-UF, for example, would enable calculation of particle number source apportionment from the results of one simulation versus several zero-out simulations. One major advantage to using a single simulation for source apportionment is that emissions from all sources can be included, eliminating the nonlinearities due to changes in the condensation and coagulation sinks by removal of particle surface area. In addition, this would enable source apportionment of larger particles ($N_{>100}$) relevant to CCN, whereas with zero out simulations it would likely not be accurate to source apportionment particles that contribute so much to particle surface area. The addition of a number-tracking algorithm to PMCAMx-UF would increase computational time but add accuracy and scientific value to the model predictions for particle number source apportionment.

Relatedly, it would improve the representation of emissions in PMCAMx-UF to add a subgrid number emissions processing parameterization (e.g. for subgrid coagulation, Pierce et al., 2009). CTMs spread emissions over large grid cells (36 km x 36 km in PMCAMx-UF). For particle number emissions, this means that
many particles that are simulated to survive transport across the grid cell might in reality have succumbed to evaporation or coagulation instead.

### 6.2.2 Suggested model application

The source-resolved 2008 emissions inventory is an excellent tool for future source apportionment studies. Source-specific number distributions from the literature can be applied to each source, and the resulting number emissions inventory and simulated particle number concentrations can be used to investigate the sources of particle number emissions and concentrations. These inventories could also be used to investigate the effects of future mitigation scenarios on number and mass concentrations.

### 6.2.3 Suggested improvements for experimental emission studies to better inform models

The number size distributions and mass emission factors from laboratory/field studies in the literature are often difficult to confidently parameterize for use in a 3D chemical transport model without additional information. To model number size distributions in PMCAMx-UF, we typically fit the number size distribution of the data that is reported in figures to a bimodal logarithmic distribution (Seinfeld and Pandis, 2006), but emission factors of small particles are sensitive to the fit. It would be helpful if the authors of experimental studies could perform and report the parameters for a bimodal logarithmic fit to
their data and perhaps even a range of values that fit the data within the range of experimental uncertainty.

Studies that report bbOA emission factors do not often report the temperature and organic aerosol concentrations (C_{OA}, including background) at which the emissions data were measured. Primary organic aerosol was once assumed to be nonvolatile, but studies have shown that it is semivolatile instead (Robinson et al., 2007; Donahue et al., 2009; Jathar et al., 2014). Chemical transport models typically assume emissions are at 298 K and then partition organics based on the temperature of the modeled grid cell. Measurements taken at high temperatures and/or high concentrations of organic aerosol to derive organic aerosol emission factors, however, can be biased low for 298 K and atmospheric C_{OA} due to the evaporation of OA. One solution is to report EF_{TOT} values (May et al., 2015), which represent the emission factor of both gas and particle organic aerosol. Alternatively, if measurement temperature and C_{OA} are reported along with the emission factor (e.g. May et al., 2014), EF_{TOT} can be calculated assuming a volatility distribution (e.g. May et al., 2013) and the partitioning equation (Donahue et al., 2006; Robinson et al., 2010).
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Appendix A. Additional results from Chapter 2.

Figure A1. Diurnal number emissions profiles (# h$^{-1}$ km$^{-2}$) by source for July 2001 in Pittsburgh.

Figure A2. Predicted source apportionment in Pittsburgh for particle number concentrations with particle diameters in the size ranges (a) 3-10 nm, (b) 10-50 nm, (c) 50-100 nm, and (d) larger than 100 nm for July 2001.