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Abstract:
A rapidly deployable fault tolerant manipulator system consists of modular hardware and support software that allow the user to quickly configure and deploy a fault tolerant manipulator that is custom-tailored for a given task. The main focus of this paper is on the Task Based Design component of such a system; that is, the determination of the optimal manipulator configuration, its base position, and the corresponding joint space trajectory for a given task. We introduce a novel agent-based solution approach to task based design and illustrate it with a fault tolerant manipulator design for a satellite docking operation aboard the space shuttle.

1 Introduction

There exists a need for manipulators that are more flexible and reliable than the current fixed configuration manipulators. Indeed, robot manipulators can be easily reprogrammed to perform different tasks, yet the range of tasks that can be performed by a manipulator is limited by its mechanical structure. In remote and hazardous environments, such as a nuclear facility or a space station, the range of tasks that may need to be performed often exceeds the capabilities of a single manipulator. Moreover, it is essential that critical tasks be executed reliably in these environments.

2 The Task-Based Design Problem

The central component of rapidly deployable fault tolerant manipulator system is the Task Based Design (TBD)
software. It answers the question: given a low-level task description and an inventory of manipulator modules, find a manipulator configuration, its base position, and the corresponding fault tolerant joint space trajectory which is optimally suited to perform the given task. Note that TBD involves the complete specification of not only the physical structure of the manipulator (kinematics as well as dynamics), but also its behavior (trajectory planning and control).

We assume that a task is defined as a Cartesian path to be followed by the end-effector of the manipulator without violating any of the following constraints:
- joint position, velocity, and torque limits
- singularity avoidance
- collision avoidance with obstacles and the manipulator itself
- fault tolerance.

The optimality criterion that we consider is energy consumption.

Unfortunately, TBD is a difficult problem. The size of the design space grows exponentially with the number of modules in the inventory; the constraints and optimization criteria are highly coupled and non-linear; and evaluating whether the constraints are achieved is very computationally expensive.

In the remainder of this paper, we propose a novel agent-based approach to TBD and illustrate the power of this approach with a comprehensive manipulator design problem for a satellite docking operation.

### 3 An Integrated Solution Approach

In the literature, the TBD problem is usually decoupled into four subproblems: kinematic design, dynamic design, trajectory planning, and control [2, 3, 7, 10, 15]. These subproblems are then solved individually and sequentially. However, this approach assumes a weak interaction between the subproblems, which is often not the case in reality, especially when considering such global design criteria as fault tolerance and energy consumption.

In a sequential design approach, strong interactions would result in an unacceptably large number of re-iterations. Therefore, we propose a fully integrated design approach that considers kinematics, dynamics, trajectory planning, and control simultaneously in one large global search problem.

Our approach is based on a genetic algorithm to which the following important modifications have been made: 1) the computational requirements have been reduced by including problem specific design knowledge in the modification and evaluation functions; 2) the computational resources are increased through an agent-based implementation that can be executed on a group of networked workstations.

### 4 Including Problem Specific Design Knowledge

Michalewicz [8] has shown that the performance of genetic algorithms can be drastically improved by including problem specific knowledge. We implemented two different mechanisms through which problem specific knowledge improves the efficiency of the search algorithm:
- reduction of the search space size
- reduction of the evaluation cost of a candidate solution (i.e. fitness determination)

In the context of TBD, a very important reduction in the size of the search space is obtained by applying the global fault tolerant trajectory planning algorithm [14] to the trajectory planning and control subproblem. Instead of having to search for a desired trajectory, one can determine the manipulator's behavior algorithmically, resulting in a very important reduction in the size of the search space. A second important reduction in search space size, is achieved by including problem specific design knowledge in the generation of candidate designs. We require that a candidate design satisfies the following three constraints:
- The first and last module of a manipulator must be a base and end-effector module, respectively.
- A spatial fault tolerant manipulator requires 7 degrees-of-freedom.
- The orientation in which an axially symmetric module is mounted with respect to the previous module can be arbitrarily chosen to be zero degrees.

The combination of these three constraints results again in a very significant reduction of the search space size.

The second important mechanism to improve the efficiency of the search algorithm, is to reduce the cost of evaluating a candidate solution. We call the approach we have implemented “progressive evaluation,” because it progressively uses more and more complicated—and time consuming—tests to evaluate designs. Very often it is possible to devise a simple test for a necessary condition—if a design fails the test one can guarantee that the design does not meet the task requirements. When a design does not pass the test for a necessary condition, an estimate for the fitness of the design is generated and the evaluation is terminated. Progressive evaluation is based on the observation that it is very often possible to recognize a bad design quickly using a simple test. Here is a successive list of tests that are implemented in the TBD evaluation function:
- If fault tolerance is required, test whether the manipulator is redundant.
- Test whether the manipulator can reach the initial point of the Cartesian path.
- If fault tolerance is required, test whether a fault tolerant joint space trajectory exists.
• The fault tolerant trajectory planning algorithm itself is also implemented in a progressive manner [14].
• When all tests are satisfied, a simulation of the task execution is started to verify all the other constraints.

5 An Agent-Based Design Framework

To complement the reduction of the computational requirements, it is possible to increase the computational resources through an agent-based implementation of the genetic algorithm.

For every new generation in a genetic algorithm, one needs to modify and evaluate each of the individuals. These modification and evaluation operations can be parallelized. However, a straightforward parallel implementation of the standard genetic algorithm would cause load balancing problems and inefficient processor usage due to the synchronization requirements of the centrally controlled algorithm—selection of the parents for the next generation of individuals depends on the normalized fitness and therefore cannot be executed until all the individuals have been evaluated. In the current literature on parallel genetic algorithms, one can find three main adaptations of the standard genetic algorithm that avoid this centralized control: tournament selection [4], parallel subpopulations [17], and a physically distributed population with one processor per individual [9].

Synchronization problems can also be avoided through an agent-based implementation, where each agent corresponds to an operator rather than an individual. This approach, illustrated in Figure 3, combines three types of agents: creation/evaluation agents, modification/evaluation agents, and destroyer agents. The agents do not communicate with each other directly, but only indirectly through a shared memory which contains the population of candidate solutions. A population manager manages the storage and retrieval of individuals of the population, but does not control the execution of the agents. The agents are fully autonomous and execute asynchronously.

Their functions correspond roughly to the functional entities of the genetic algorithm. At start-up, a creation/evaluation agent generates initial candidate solutions, determines their fitness value, and places them in the population (creation of the initial population). Based on the evaluations, modification/evaluation agents select and modify candidate solutions and return them to the population (selection, mutation, and cross-over in genetic algorithms). One major difference between this agent-based approach and the standard genetic algorithm is the way the population is managed. Rather than creating a new population each generation based on the population in the previous generation, the algorithm does not consider distinct generations at all. Instead, the off-spring is simply added to the current population. To avoid an ever growing population, individuals with a low fitness value are destroyed by destroyer agents; this is similar to the mechanism used in \((\mu + \lambda)\)-Evolution Strategies [16]. Population convergence is achieved in our approach by preferably destroying the worst individuals. As a result, the framework, shown in Figure 3, maintains the desired convergence characteristics of genetic algorithms, while, at the same time, avoiding the need for centralized control—a critical criterion for a distributed implementation.

The main advantage of an agent-based framework is performance. Current day computing facilities consist of a highly networked group of powerful workstations. Many of these workstations are idle for large amounts of time. These idle cycles can be used at no extra cost to run the agents in our distributed framework. Since we are dealing with a small data structure to represent candidate solutions, the time needed to exchange data between the agents and the population manager is negligible compared to the computing time required for modification and evaluation of candidate solutions, resulting in a speedup that is almost linear in the number of processors.

An additional advantage of this agent-based design framework is its modularity. We have divided the monolithic standard genetic algorithm into functional entities that, by removing the centralized control, have become independent modules or autonomous agents. These agents are separate processes that interact only with the population manager, so that the addition of new agents does not affect the other agents.

6 Task Based Design Example

The TBD problem solved in this example is to design a fault tolerant manipulator for a satellite docking operation aboard the space shuttle. The task is to grab a satellite with a manipulator mounted in the cargo bay, and store it fault tolerant in a storage unit. The goal of TBD is to determine the optimal manipulator configuration; the base position of the manipulator, i.e., the position and orienta-
tion of the space shuttle with respect to the satellite; and the corresponding fault tolerant joint space trajectory. To create the manipulator structure, an inventory of 23 modules is available:

- 4 pivot joint modules (varying torque characteristics),
- 4 rotate joint modules (varying torque characteristics),
- 10 link modules (varying lengths),
- 2 corner link modules (varying lengths),
- 2 wrist modules, each with three DOFs,
- 1 base module mounted in the space shuttle cargo bay.

As is illustrated in Figure 4, the satellite is cylindrical in shape and weighs 1000kg. The fault tolerant task starts with manipulator’s end-effector 0.5m in front of the satellite’s grasp handle. The final position of the satellite is in the middle of the cargo bay, 7m behind the manipulator base. To insert the satellite into its storage unit successfully, it is important that the final descent be straight down. Therefore, there is an approach point included in the trajectory, which is 0.75m above the satellite storage unit. The complete manipulator trajectory is defined by four points (and the corresponding times), as shown in Figure 4. Note that the first two points are defined relative to the initial position of the satellite, while the last two points are defined relative to the manipulator base. Because the position and orientation of the manipulator base (i.e., the space shuttle) are design variables, the Cartesian trajectory varies from one design to another. It is part of the design task to determine the optimal position and orientation of the space shuttle with respect to the satellite. We have restricted the base position to be within a cube of $24 \times 24 \times 24$ meters centered around the initial satellite position. This ensures that the design system does not waste too much time exploring designs for which the satellite is positioned completely out of the range of the manipulator. On the other hand, we have also restricted the position of the space shuttle to assure that the satellite is not too close to the shuttle, which would make the initial approach maneuver too dangerous. We require that the center of the satellite be more than 3m removed from any part of the space shuttle.

Finally, because the position and orientation of the end-effector are considered, the manipulator needs seven DOFs to perform the task fault tolerantly [13].

7 Problem Characterization

Before we evaluate the performance of the agent-based design system, it is important to get an idea of the complexity of the design problem. In this section, we characterize the TBD problem using four characteristics:

- size of the design space
- cost of evaluating a candidate design
- fraction of the design space containing feasible solutions
- quality of the fitness heuristic

The 23 modules in the inventory can be assembled into an extremely large number of configurations:

$$N = \sum_{i=1}^{23} \frac{23!}{(23-i)!} 8^i = 1.7 \times 10^{43}$$

Even when including the knowledge that a legal configuration has to start with a manipulator base and end with an end-effector, that it should have seven DOFs, and that axially symmetric modules have a zero relative orientation, the number of configurations is still very large:

$$N = 3 \times 10^{20}.$$  

Besides the discrete design variables, the size of the search space is further increased by six continuously varying parameters defining the position and orientation of the space shuttle with respect to the satellite.

In addition to the large search space, this TBD problem is complex due to the high computation cost of a function evaluation (in addition to the determination of the fault tolerant trajectory a complete kinematic and dynamic simulation of the task execution needs to be performed). As is shown in Figure 5, the average computation cost for the fitness evaluation of a random design is relatively small. The random search algorithm performed approximately 12,000 fitness evaluations per hour on 24 Sparc workstations, which corresponds to 7.2 seconds per fitness evaluation on one Sparc 20 workstation. However, the vast
majority of the randomly chosen designs are very poor, so that the progressive fitness evaluation requires very little time. On the other hand, the average computation cost for the designs considered by the agent-based genetic algorithm is approximately 62 seconds on one Sparc workstation. Moreover, towards the end of the algorithm’s execution, when the better designs are being evaluated, the average evaluation cost increases to 100 seconds.

To determine the fraction of the design space containing feasible solutions, a random search has been executed; an exhaustive search is impossible due to the size of the search space. Even though the search space is very large, it could be possible that a large percentage of all candidate designs are acceptably good solutions (for this example, a feasible solution, which does not violate any task constraints, is considered to be acceptably good). If this were the case, a random search would find one of those feasible solutions quickly. However, for the satellite docking operation, the random search found only one feasible solution in 750,000 function evaluations (64 hours on 24 Sparc workstations).

The final step in characterizing the TBD problem is to examine the quality of the fitness heuristic by determining the probability that a pure hill-climbing algorithm reaches a feasible solution. Even though only a very small fraction of the design space contains feasible designs, it could still be possible that the TBD problem is relatively simple, namely, if the fitness heuristic function leads the hill-climbing algorithm directly to the region containing the feasible designs. One can check whether the fitness function for the satellite docking problem exhibits this property by performing a large number of statistical hill-climbing runs. In the experiments for this problem, only 8 out of 480 single start statistical hill-climbing runs [6] converged to a feasible solution—that is approximately 1.7%. All the other runs got stuck in an infeasible local maximum. Although 1.7% is not extremely small, it does indicate that it is best to use an algorithm that can avoid local maxima—for instance, the agent-based genetic algorithm.

In conclusion, the TBD problem for the satellite docking operation is characterized by:

- a very large search space
- a high computation cost for evaluating the fitness of a candidate design
- a very small fraction of feasible designs
- a small probability of reaching these feasible designs through statistical hill-climbing.

The combination of these characteristics result in a very challenging design problem, for which one can expect a high computation cost for finding a feasible solution.

8 Performance Analysis

This section compares the performance of the agent-based genetic algorithm with multiple restart statistical hill-climbing (MRSH); MRSH has been suggested as an adequate benchmark for evaluating the performance of genetic algorithms [1, 6]. The MRSH algorithm is implemented as 24 single start statistical hill-climbing algorithms running in parallel on 24 Sparc workstations. On the other hand, the agent-based genetic algorithm a total of 46 agents: 20 creation agents, 3 crossover agents, 3 MutateModule agents, 3 AddDeleteModule agents, 3 PermuteModule agents, 3 MutateBasePosition agents, 9 MutateRelativeOrientation agents, one destroyer agent, and one displayer agent. These agents run on the same set of 24 Sparc workstations used for MRSH—one modification agent per workstation.

Because this satellite docking example is so complicated, the solution process requires a large amount of computation. A single run of the MRSH or the GA lasts 6 hours on 24 Sparc workstations. If one were to use one single Sparc 20, the experiment would last 6 days, which would be absolutely unacceptable. This clearly illustrates the need for a distributed implementation of the design system.

The analysis consists of two components: comparison based on an absolute and a relative performance criterion. The absolute performance criterion, illustrated in Figure 6, is the ability of the algorithms to reach a feasible solution. Because the design space for this example is too large for an exhaustive search, it is impossible to determine the absolute global optimum. However, since the differences in power consumption between the feasible solutions are relatively small, it makes sense to consider any feasible solutions to be acceptably good.
As Figure 6 indicates, the agent-based genetic algorithm is much more likely than the multiple restart statistical hill-climbing algorithm to find a feasible solution. The genetic algorithm failed to reach a feasible solution in only five out of twenty runs. In those five runs, it was still successful at planning a fault tolerant trajectory, but during the simulation of this trajectory a torque limit violation occurred, so that the design did not meet all the task requirements. The MRSH algorithm reached a feasible solution only in seven out of twenty runs, and failed to even plan a fault tolerant trajectory in all but two of the remaining runs.

According to the relative performance criterion, the agent-based genetic algorithm also outperforms the MRSH algorithm. For the relative performance criterion, the two algorithms are compared in a tournament, run by run. The algorithm that achieves the highest fitness value in a particular run wins. Figure 7 depicts, as a function of time, the probability that the agent-based genetic algorithm achieves a higher fitness value than the MRSH algorithm. Initially, the two algorithms perform almost equally well—that is, their fitness value increases at an almost equal pace. Yet, as Figure 6 indicates, it is very unlikely that either algorithm reaches a feasible solution at this stage. It is only after about three hours, that the genetic algorithm starts to perform significantly better than MRSH; the probability that it finds a candidate design with a fitness value larger than the one found by MRSH is between 80% and 90%. Figure 8 confirms that this difference in performance is statistically significant as indicated by the non-parametric Fisher sign test [5].

In conclusion, three hours into the experiment, the agent-based genetic algorithm performs significantly better than the MRSH algorithm: there is a chance of more than 80% that the GA achieves a higher fitness value than MRSH. Moreover, after six hours, the agent-based genetic algorithm finds a feasible solution with a probability of about 75%.

9 Interpretation of the Optimal Design

So far the focus has been on the design process. In this section, we take a closer look at the result of this process, namely, the optimal design found by the agent-based genetic algorithm.

The optimal manipulator configuration is depicted in Figure 9. It consists of only eight modules, as listed in Table 1. All the other designs found by the agent-based design system had more than eight modules. Since the energy consumption (which is the optimality criterion) depends on the number of modules (energy consumed by the
module electronics), designs with fewer modules are preferred over the others. An additional benefit is that designs with fewer modules tend to have a simpler structure.

Given that the design system does not include any explicit guidelines as to what a good manipulator should look like, it is surprising how much sense this manipulator design makes from the perspective of a human designer:

- The four positional DOFs of the manipulator are equally distributed over the length of the manipulator (the last link only looks shorter in Figure 9 because of perspective distortion). The Denavit Hartenberg parameters shown in Table 2 indicate that the three links are almost equal in length: 3.469m, 3.654m, and 3.289m. This is very important from a fault tolerant perspective. If, for instance, the first link were much longer than the others, a failure in the first DOF would severely restrict the positioning capabilities of the manipulator.

- The total length of the manipulator is about 11m. This allows the manipulator to reach the initial and final position of the satellite without being fully stretched out or folded back—both of which would be detrimental to the fault tolerant capabilities of the manipulator.

- The DOFs are strongly coupled, as is required for fault tolerance [13]. The twist angles between the pivot

<table>
<thead>
<tr>
<th>serial number</th>
<th>relative orientation</th>
<th>joint type</th>
<th>comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>sn50</td>
<td>270</td>
<td>pivot joint</td>
<td>Tmax = 400Nm</td>
</tr>
<tr>
<td>sn76</td>
<td>0</td>
<td>link</td>
<td>length = 2m</td>
</tr>
<tr>
<td>sn61</td>
<td>0</td>
<td>rotate joint</td>
<td>Tmax = 600Nm</td>
</tr>
<tr>
<td>sn52</td>
<td>90</td>
<td>pivot joint</td>
<td>Tmax = 600Nm</td>
</tr>
<tr>
<td>sn77</td>
<td>0</td>
<td>link</td>
<td>length = 3m</td>
</tr>
<tr>
<td>sn51</td>
<td>270</td>
<td>pivot joint</td>
<td>Tmax = 600Nm</td>
</tr>
<tr>
<td>sn75</td>
<td>0</td>
<td>link</td>
<td>length = 2m</td>
</tr>
<tr>
<td>sn91</td>
<td>0</td>
<td>3-roll wrist</td>
<td>length = 1.5m</td>
</tr>
</tbody>
</table>

Table 1: The module configuration of the optimal design.

<table>
<thead>
<tr>
<th>DOF</th>
<th>$d_i$</th>
<th>$a_i$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.137</td>
<td>0</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>2</td>
<td>-3.469</td>
<td>0</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>3</td>
<td>-0.275</td>
<td>3.654</td>
<td>$-\pi/2$</td>
</tr>
<tr>
<td>4</td>
<td>-0.275</td>
<td>0</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>5</td>
<td>3.289</td>
<td>0</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Denavit Hartenberg parameters of the optimal manipulator design.
joints are all 90 degree angles, and by including a rotate joint between the first and the second pivot modules, the second half of the manipulator can be pointed in any direction. (One could consider the rotate joint followed by a pivot joint to be a 2-DOF spherical joint.)

- The first rotation axis is perpendicular to the axis of the space shuttle, allowing the first link to move along a plane in the middle of the cargo bay. This makes sense because both the initial and final position of the satellite are in the middle of the cargo bay.
- The base position of the manipulator, i.e., the position and orientation of the space shuttle with respect to the satellite, is chosen very carefully. The satellite is positioned almost exactly in the middle of the cargo bay (y-coordinate = 0.18m), 8.36m behind the manipulator base, and 3.85m above the space shuttle. This means that the satellite is as close to its final position as it is allowed to be (3m removed from any part of the space shuttle). Furthermore, its orientation is such that only a small rotation is required to move it to its final position in the storage unit.

10 Summary

This paper introduced a novel agent-based design system for task-based design of modular reconfigurable manipulators. This system combines the flexibility and performance of an agent-based implementation of a genetic algorithm with an effective search based on problem specific design knowledge.

The performance of the design system is evaluated for a very challenging problem: the design of a fault-tolerant manipulator for a satellite docking operation aboard the space shuttle. The agent-based genetic algorithm easily outperforms a multiple restart statistical hill-climbing algorithm that is used as a benchmark.
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