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Abstract

Data is often stored in summarized form, as a histogram of aggregates (COUNTs, SUMs, or AVerAge) over specified ranges. We study how to estimate the original detail data from the stored summary.

We formulate this task as an inverse problem, specifying a well-defined cost function that has to be optimized under constraints. We show that our formulation includes the uniformity and independence assumptions as a special case, and that it can achieve better reconstruction results if we maximize the smoothness as opposed to the uniformity. In our experiments on real and synthetic datasets, the proposed method almost consistently outperforms its competitor, improving the root-mean-square error by up to 20 per cent for stock price data, and up to 90 per cent for smoother data sets.

Finally, we show how to apply this theory to a variety of database problems that involve partial information, such as OLAP, data warehousing and histograms in query optimization.

1 Introduction

Consider the problem of an unknown set of numbers \( x_i \) \((i = 1, \ldots, N)\), for which we are given some partial information. For example, \( x_i \) could represent the total sales for the \( i \)-th day, and we could be given only the monthly total sales. Suppose that we also have some additional, a-priori information, for example, that the sales patterns are “smooth”, without abrupt jumps (i.e., \( x_i \approx x_{i+1} \)). The goal is to recover the unknown values as best as we can\(^1\).

\(^*\)This research was partially funded by the National Science Foundation under Grants No. EEC-94-02381, IRI-9205273 and IRI-9625428.

\(^1\)The research work described in this paper was motivated by exactly this problem in AT&T. There was interest in estimating daily totals for some data, which historically had been stored aggregated over months. The base data, while available, was several orders of magnitude more voluminous and therefore impractically
In a multi-dimensional setting, this problem becomes even more interesting. Suppose that
the unknown numbers are the counts $c_{i,j}$ of employees of a company, for each age-bracket $i$
and for each salary-bracket $j$; suppose that we are only given the age- and salary-histograms,
that is the counts $c_{i,*}$ for the $i$-th age-bracket and the counts $c_{*,j}$ for the $j$-th salary-bracket.
The goal is to estimate the unknown $c_{i,j}$ counts.

This sort of problem arises in a host of different situations. Data is summarized over discrete
ranges to create a database of manageable size for storage, manipulation, and display. Often,
there is a need to respond to queries that can be answered accurately only from the base
data, but that must be answered quickly from the summarized data. The task then is to
reconstruct as good an estimate of the original base data as possible. Applications of such a
generic reconstruction method abound:

- Query optimization: DBMSs typically maintain histograms [15] reporting the number
  of tuples for selected attribute-value ranges. Queries may select only specific values, or
  select ranges that only partially overlap with the value ranges used in the histogram. Cost
  estimation for such queries will benefit from an accurate reconstruction of attribute-value
  occurrences for the queried value(-range). Similarly, range queries on multiple attributes
  will benefit from an accurate synthesis and extrapolation from the histograms of value
  distributions for individual attributes.

- Data warehousing [30]: The idea is that the central site will have meta-data, and con-
densed information (e.g., summary data) from each participating site, which has detailed
information. Accessing the remote site might be slow and/or expensive; a cheap, accurate
estimate of the missing information is attractive.

- Transaction recording systems: A large enterprise (company, hospital etc.) has huge
  numbers of detailed records (sales transaction records, patient records etc.), which cannot
  be stored on-line. Thus, older records are either stored in tertiary storage, or discarded
  altogether. Saving summary data on-line, and providing a reconstruction algorithm, is
  an attractive alternative. This sort of technique is at the heart of the proposal in [17].
  Managing such data well is a necessary pre-requisite for effective data mining and decision
  support.

- Statistical databases [19], particularly in conjunction with the DataCube operator [10,
  13]: For example, consider Census data with income levels, given as summary tables
  (=histograms), with one histogram for each of several attributes (age, years in school,
  years in present job, geographic location etc.). Again, the problem is to recover the detail
  information, or at least enough of it, so that we can answer combined queries on multiple
  attributes.

- Scientific databases: For example, consider LANDSAT images with vegetation data over
time. Clouds sometimes obscure the view and hide relevant information. The problem
is to recover the missing data, exploiting a-priori knowledge (e.g., that vegetation data
vary smoothly over space and time).

expensive and time-consuming to handle. If reasonable guesses could quickly be made with respect to the daily
totals, these were much preferred. The error could be estimated by computing over the full base data for selected
sample aggregates.
Data integration: Two different databases often use different choices of attribute value ranges even for shared attributes. Merging such data requires that values be determined for the intersections of the respective ranges. This information is not directly available in either database and has to be reconstructed. For example, one state may store census data regarding income distribution over ranges 10000-20000, 20000-30000, 30000-40000, and so on. Another state may use a different set of ranges: 15000-25000, 25000-35000, and so on. A company targeting a promotion at some income section of the population may find it convenient to have a single union relation over the two states. Since data has been aggregated over incompatible ranges in the two base relations, such a union cannot easily be created.

In this paper, we show how to attack this reconstruction problem formally. We formulate this as an inverse problem (cf. [7]) so that we can draw upon the vast array of literature on this topic in the field of signal processing. In particular, we focus on two ways to reconstruct the missing information. One way is to maximize an entropy measure, in which case we show that the estimate is a uniform, piecewise constant function, with the estimates for non-overlapping segments being independent. A second way is to maximize the "smoothness" of the estimate, by means of linear regularization. We show experimentally that the linear regularization technique produces excellent results, decreasing the error in the estimate by up to 90% over the naive "uniform" assumption. We further show that these experimental results are not surprising, by means of a Theorem that extends the Shannon-Nyquist Sampling result to our context. In short, we are able to establish formally that for smooth enough sequences, complete recovery of information is possible from a histogram that has computed aggregates over narrow enough ranges.

The paper is organized as follows. In Section 2 we present related work on query optimization and statistical databases. The mathematical problem formulation is given in Section 3. In Section 4 we present a brief introduction to the theory of inverse problems and some proposed solutions for database settings. In particular, our central Theorem regarding information recovery from aggregate data is established. In Section 5 we apply the proposed methods on real and realistic (synthetic) data, and report the improvements of our method over naive reconstructions. In Section 6 we discuss practical considerations in implementing our techniques in a database context. In Section 7 we present extensions of the basic technique to some additional scenarios. Our conclusions and future research directions are discussed in Section 8. In the appendices we present, respectively, some mathematics associated with the proposed linear regularization technique, proof of our central Theorem, as well as the connection between the Shannon-Nyquist (frequency domain) measure of smoothness and the linear regularization notion of smoothness.

2 Survey

There is a large body of related work on query optimization, where the problem is to "guess" the attribute value distribution, to make selectivity estimates for specified queries. Early query optimizers used the uniformity assumption [25], which probably leads to pessimistic results [4]. Modern query optimizers typically use histograms [15]. The histogram of an attribute gives the count of records that fall into each pre-determined sub-range ("bucket")
of the attribute range. DeWitt and Muralikrishna [21] examined combined histograms for multiple attributes. Ioannidis and Poosala [15] studied the trade-off between high prediction accuracy and ease of maintenance. Their recommendation was that histograms should maintain perfect information about selected attribute values, and assume the uniform distribution for the rest. A recent, adaptive method, has been suggested by Chen and Roussopoulos [3]. The idea is to approximate the unknown value distribution with a polynomial, and to use query feedback to adjust the coefficients of the polynomial.

Similar approaches have been used for spatial databases: Theodoridis and Sellis [27] suggest a coarse discretization of the address space; for each grid cell, they use the average data density, and, making the uniformity assumption for each individual grid-cell, they estimate the performance of an R-tree.

Related work appeared in statistical databases: Malvestuto [19] examined the case of multiple summary tables, and developed algorithms to determine whether a given query can be evaluated to a single number, a range, or not at all. Ng and Ravishankar [22] also consider multiple summary tables, and propose a matrix-algebra criterion to choose the best combination of summary tables to answer a query.

Incomplete information has been studied extensively. For example, see [14] or [9]. The use of class structure, and other aggregation mechanisms, to store partial information has been presented in [16], and to respond to queries has been studied in [26]. All of these efforts have focussed on the logical nature of partial or missing information. In our paper, there is little qualitative reasoning and the logical analysis is trivial: the emphasis is on effective numerical estimation.

Finally, there is much work on views with aggregates. For instance, [5] and [11] consider how to answer queries using aggregate views, and [12] shows how to maintain such views incrementally. Work along these lines hints at the importance of the problem we consider in this paper, but is not directly relevant to our concerns here.

### 3 Problem Formulation

The general problem is as follows: Consider a $d$-dimensional address space, discretized, and consider a function $x$ on it: $x[i_1, i_2, \ldots, i_d]$.

The question is: given some partial information about the values of $x$ and general a priori information about the nature of distribution of $x$ values, what is our best estimate for its value at each point.

Formally, the problem is as follows:

**Problem 1 (General under-specified)** Estimate

$$x[i_1, i_2, \ldots, i_d] \quad i_j = 1, 2, \ldots \quad j = 1, 2, \ldots d \quad (1)$$

under the constraints

$$C_k(x) = 0 \quad k = 1, \ldots, n \quad (2)$$

The problem is (typically) under-specified, with $n$ being much smaller than the number of variables. We cannot obtain a unique solution unless we are willing to inject some additional knowledge. This additional knowledge comes in the form of a priori information regarding the
nature of distribution of \( \mathbf{x} \) values, and an error metric for the estimated solution. The problem to be solved then is to minimize this error metric, subject to the given constraints.

### Nature of Constraints

The specific constraints can take many different forms, the solutions for most of which are fairly similar.

The simplest constraint is a summation constraint, where we require that the sum of specified \( \mathbf{x} \) values be equal to some number. Most "rolled-up" data has this property, for instance, weekly sales totals are obtained as a summation of daily sales totals. Many histograms present counts, which are simple summations, such as the number of times a value within the specific range occurred. For example, the number of employees whose age is between 40 and 44 (inclusive) is the sum of the number of employees aged 40, 41, 42, 43 and 44 respectively.

The other commonly used constraint is an average. Thus, we may have the average temperature recorded for a week, obtained as the average of the average temperatures for each day in the week. Given the total number of \( \mathbf{x} \) values being averaged over, converting a summation constraint to an average constraint simply involves a division by a constant.

Averages can sometimes be weighted. We may have average income for a region defined as the average of the average income for the constituent counties, weighted by their respective populations.

When a dimension is projected out, typically a summation (and sometimes an average) is performed on the dimension projected out. Thus, we could have a histogram for the number of employees in each age bracket and a separate histogram for the number of employees in each salary bracket. Each item in either marginal histogram represents a sum of the number of employees with that age (salary) and with each possible salary level (age).

Since all of the constraints described above are fundamentally similar in nature, and most can be transformed from one form to the other in a relatively straightforward manner, we choose to focus on a single well-defined problem for the bulk of this paper.

Also, for simplicity, we concentrate on the 1-d case. Issues with higher dimensions are considered in section 7.1. The matrix \( \mathbf{x} \) becomes a vector \( \mathbf{x} \), and the problem becomes:

**Problem 2 (1-d under-specified)** Estimate the vector

\[
\mathbf{x} = [x_i] \quad i = 1, \ldots, N
\]

*subject to the constraints*

\[
C_k(\mathbf{x}) = 0 \quad k = 1, \ldots, n
\]

As a point of reference, consider a (time) sequence \( \mathbf{x} = [x_i] \quad i = 1, \ldots, N \) (e.g., count of occurrences of attribute value \( i \) or dollars spent on day \( i \)). Assume that it is hidden from us; instead, we are given the partial sums (e.g., attribute value histograms or weekly sums) \( S_k \), \( k = 1, \ldots, n \), over contiguous and non-overlapping “batches”. To further simplify the notation, in several places we will assume that the sequence is divided into “batches” of equal duration \( b \) (e.g., weeks, with \( b = 7 \)).

---

\(^2\)The upcoming “Linear Regularization” method applies even to non-contiguous and/or overlapping and/or variable duration batches. However, contiguous, non-overlapping, and equal duration batches appear most often in practice, and we have chosen to restrict ourselves to this case for the bulk of the paper, both to simplify the mathematical notation and to assist the reader in developing an intuition about the problem.
The available information leads to the following problem formulation:

**Problem 3 (Partial sums)** *Estimate* \( \bar{x} \), *given*

\[
C_k(\bar{x}) = S_k - \sum_{i=H_{k-1}+1}^{B_k} x_i = 0 \quad k = 1, \ldots, n
\]

where \( B_k \) is the largest value of \( i \) included in the \( k^{th} \) batch. If all batches are of equal size \( b \), then \( B_k = b \cdot k \).

The question is: given the above information of \( S_k \) \( (k = 1, \ldots, n) \), what is our best estimate for the ("daily") values \( x_i \) \( (i = 1, \ldots, N) \)?

4 Solution Technique

The aim is to minimize a suitable error metric between the estimate and the original vector. While the specific error metric used is not likely to be critical, for the sake of specificity we focus on the root-mean-squared error.

The theory of *inverse problems* [24] is applicable to the question at hand. Our specific case is typically under-constrained and thus ill-posed. Since the original vector is not known, we cannot use the root-mean-squared error as the objective function. We can force a unique solution by requiring minimization (or maximization) of some criterion ("functional") \( F(\bar{x}) \), such as the entropy of the vector \( \bar{x} \). Then, the problem is well defined:

**Problem 4 (1-d Regularized)** *Estimate* \( \bar{x} \) *to minimize (maximize)*

\[
F(\bar{x})
\]

*under the constraints*

\[
C_k(\bar{x}) = 0 \quad k = 1, \ldots, n
\]
Under appropriate convexity and continuity conditions, the textbook method for solving both the minimization and the maximization version of such problems is the method of Lagrange multipliers [18]. See Appendix A for the details. The main question is how to choose the functional $F(\cdot)$. The objective is to minimize the expected value of the root-mean-squared error, given what we know a-priori about the distribution of values in the vector.

In the following subsections we describe two popular criteria, namely, Maximum Entropy and Linear Regularization.

4.1 Maximum Entropy (ME)

Maximum Entropy (e.g., [24, sec. 18.7]) will introduce no additional constraints on the nature of the signal to be estimated. Recall that the entropy of a discrete probability distribution $\vec{p} = [p_1, \ldots, p_n]$ is given by

$$H(\vec{p}) = -\sum_i p_i \log p_i$$

The principle of Maximum Entropy suggests that, for an under-constrained problem, we could make it well-defined by requiring maximization of the entropy. If we know the grand total (sum) of the $x_i$'s, we may assume that the $x_i$'s are non-negative and normalized, so that they add to 1. Then, we have

**Problem 5 (Partial sums with ME)** Maximize

$$F(\vec{x}) = -\sum_i x_i \log x_i$$

subject to the constraints

$$C_k(\vec{x}) \equiv (S_k - \sum_{i=B_{k-1}+1}^{B_k} x_i) = 0 \quad k = 1, \ldots, n$$

We can show that the piece-wise constant curve, with $x_p = x_q$ for all $p, q$ in the same “batch”, is the solution to problem 5:

**Lemma 4.1** For Problem 5, the Maximum Entropy solution $\vec{x}$ is the piece-wise constant curve.

**Proof:** Omitted, for brevity (see [8])

4.2 Linear Regularization

In many situations, it is expected that there will only be a small difference between successive elements of the vector. Most population distributions, for large enough populations, would follow this principle. Thus, for instance, the distribution of employees across age may follow a “bell-shaped” curve with few very old or very young employees, and a relatively continuous plateau in the middle. We would be surprised if some large company had many 34 year old and 36 year old employees, but very few 35 year old employees, for example.
In such situations, one can require that the solution $\bar{x} = [x_i]$ be smooth by minimizing the functional

$$F(\bar{x}) = \sum_{i=1}^{N-1} (x_i - x_{i+1})^2$$

(6)

Intuitively, the above functional expresses our belief that the unknown solution $\bar{x}$ is rather smooth; thus, the functional penalizes large squared values for the forward differences $\Delta x_i = x_{i+1} - x_i$. Therefore, the problem becomes: Minimize Eq. 6, subject to the conditions of Eq. 5. The functional of Eq. 6 results in an instance of so-called Linear Regularization (or ‘Phillips-Twomey method’, or ‘constrained linear inversion method’ or ‘Tikhonov-Miller regularization’ [24]). In Appendix A we show that this minimization problem leads to a matrix algebra problem, using Lagrange multipliers.

4.2.1 Full recovery for smooth signals

A major result in this paper is that we can achieve full recovery of information from the summarized data if the original data is “sufficiently smooth”.

More specifically, we have the following theorem (stated informally at first):

Consider a “slowly varying” discrete-time signal that consists solely of sinusoidal components of period greater than or equal to some $T_0$. This signal can be reconstructed perfectly from sole knowledge of its contiguous non-overlapping partial sums taken over $T_0/2$ samples at a time (or shorter). Thus, this signal can be recovered fully from an appropriately coarse histogram.

Formally, we have the following theorem, where $\omega_0$ denotes the frequency that corresponds to the period $T_0$, $X(e^{j\omega})$ denotes the Discrete-Time Fourier Transform (DTFT) of the signal $\bar{x}$ and $\mathbb{Z}$ is the set of (signed) integers:

**Theorem 4.2 (Band-limited reconstruction from contiguous non-overlapping partial sums)** Consider a discrete-time signal $\{x(i)\}_{i \in \mathbb{Z}}$. Assume that its Discrete-Time Fourier Transform (DTFT) $X(e^{j\omega})$ converges, and $X(e^{j\omega}) = 0$, $\frac{\pi}{T_0} \leq |\omega| \leq \pi$. This signal can be recovered from its contiguous non-overlapping partial sums $\{S_k\}_{k \in \mathbb{Z}}$, $S_k = \sum_{i=(k-1)+1}^{k+1} x(i)$, $\forall k \in \mathbb{Z}$

**Proof:** See Appendix B.

Our Theorem guarantees full recovery when its conditions are met, and its proof is constructive, i.e., it specifies a filter that achieves full recovery. However, this means of recovery might impractical, or the conditions of the Theorem might not be exactly satisfied. In this case, one may mathematically argue (using the discussion in Appendix C) that Linear Regularization is the next best approach. The details are beyond the scope of this paper; this argument is validated in the sequel via several experiments.

In a nutshell, out of the many filters that one can use to recover the original signal, Linear Regularization is the method of choice for our specific problem: for all practical purposes, it provides essentially optimal recovery! In addition, it has a number of important advantages: (a) it works even for overlapping/variable size batches and/or missing summaries, and (b) it has low computational complexity, namely, linear on the number of unknowns $N$, as discussed in subsection 6.1. Notice that interpolation methods (like polynomial and spline interpolation)
are not applicable in our case: They expect a “decimated” signal (e.g., \(x_b, x_{2b} \ldots\)) as their input, as opposed to the partial sums that we currently have. Notice that Linear Regularization is very general, and it can work even in the case of “decimated” signals, without even needing any user-determined constants (like the degree of the interpolating polynomial). See Section 7 for a more detailed discussion of additional applications of Linear Regularization.

Thus, for smooth curves, Linear Regularization indeed creates an essentially error-free reconstruction. Fig. 1 (a)-(b) shows Linear Regularization and Maximum Entropy, respectively, applied to an approximately Gaussian distribution (more details on this and other datasets are provided in the experiments section; and figures are all grouped together at the end of this paper). The batch size is \(b = 8\). This is a very smooth dataset. Linear Regularization provides a visibly better reconstruction than Maximum Entropy.

5 Experiments

We ran several experiments to evaluate our approach. We used both the Maximum Entropy method and the Linear Regularization method. The measure of success was the normalized root-mean-square error (RMS), which is a typical measure for forecasting in time series [29]. Specifically, we define:

\[
\text{RMS} = \left( \frac{1}{N} \sum_{i=1}^{N} (x_i - x_{\text{actual},i})^2 \right)^{1/2}
\]

where \(x_i\) is the reconstructed value and \(x_{\text{actual},i}\) is the actual value at time \(i\).

We ran our experiments on a number of real and synthetic datasets. These are discussed below. Note that two of the datasets are known NOT to be smooth. In an intuitive sense, these are the datasets for which we expect to perform the poorest. What is amazing, as we shall see shortly, is that Linear Regularization still does better than the uniformity (Maximum Entropy) assumption, even for rough datasets.

The four datasets we considered are:

- **‘GAUSS’** dataset (synthetic): this dataset has been estimated by drawing samples from a Gaussian distribution and counting the number of samples falling within a given histogram bin. We used \(N = 120\) bins. Attribute values, e.g., patient height, patient weight etc., are often distributed as a Gaussian, or some close variant thereof. To the extent that histograms are the typical means of storing attribute value data, this case is typical of the sort of situation in which one can expect the work in this paper to be of value. To make our experiment more realistic, rather than use a perfect Gaussian, we created an “approximate” Gaussian, of the sort one would expect from 20,000 items distributed according to a Gaussian distribution. Thus, the number of values in each bin is a little off from the ideal theoretical value. Furthermore, we normalized the data set to lie between 0 and 1 by diving throughout with the peak value. This is the example used in the previous section; see Figure 1 (Figures are grouped together at the end of this paper).

- **‘SINE’** dataset (synthetic): a sinusoid, with \(N = 120\) samples: \(x_i = \sin(2\pi i/60)\) \(i = 0, \ldots, 119\). This is a very smooth dataset.
• ‘IBM’ dataset (real): IBM closing prices, from http://www.ai.mit.edu/stocks.html. The dataset starts from Aug. 30, 1993, and excludes non-working days. We used the first 120 values (‘IBM120’ or plain ‘IBM’) and the first 240 values (‘IBM240’). See Figure 3.

• ‘LYNX’ dataset (real): Canadian lynx trappings data per year, 1821-1934, for a total of $N=114$ samples. This is a well known dataset in population biology - it can be found in any time-sequence book (e.g., [2]), as well as on-line through the “S” statistical package [1]. Notice that it has a periodicity of 9-10 years. However, it is not very smooth: it has abrupt population explosions, with significantly different peak values each time. See Figure 4.

The experiments were designed to answer the following questions:

1. How good is the reconstruction when we use Linear Regularization and Maximum Entropy, and how does the “smoothness” constraint of Linear Regularization perform against the uniformity assumption (Maximum Entropy), for smooth and “rugged” data?

2. How does the accuracy of reconstruction depend on the length of the “batch”?

3. How does the accuracy of reconstruction depend on the total number of samples $N$?

These questions are answered next.

5.1 Accuracy

We start by presenting some plots to develop a “feel” for the reconstruction that each method can achieve (recall that figures are grouped together at the end of this paper). The full accuracy comparison results are presented in Tables 2, 3.

Figures 1 (a)-(b) show the reconstruction of the ‘GAUSS’ dataset, with Linear Regularization and Maximum Entropy, respectively, for batch size $b=8$. Figures 2(a)-(b) show the same for the ‘SINE’ dataset for batch size $b=6$. The main point to notice is how well the reconstruction is performed by Linear Regularization. In fact, for the ‘GAUSS’ dataset, Linear Regularization plots an almost perfect Gaussian, removing the perturbations in the input dataset. Similarly, for the ‘SINE’ dataset, Linear Regularization gives an essentially error-free reconstruction.

Figures 3 and 4 show the reconstructions of the ‘IBM’ and the ‘LYNX’ datasets, for batch size $b=3$. Notice that even for these “rugged” datasets, the Linear Regularization method performs well, even visually.

We proceed to a more systematic study of the RMS error of the two competitors. We try several values of the batch size $b$, and we let each method recover the original dataset. More details are in the next subsection, as well as in Figures 5(a)-(b) and 6(a)-(b), which plot the RMS error as a function of the batch-size $b$. To illustrate the relative gains, Table 2 shows the RMS error for the competing methods, for the smooth/synthetic datasets; Table 3 shows the RMS error for the real datasets. In signal processing, it is customary to measure the quality of reconstruction using the “signal-to-noise ratio”, that is, the ratio of signal strength (e.g., sample deviation) over RMS error. Therefore, in both Tables, we also report the sample deviation of the respective baseline data.
<table>
<thead>
<tr>
<th>dataset</th>
<th>method RMS</th>
<th>Lin. Reg. (rel. savings over ME)</th>
<th>Max. Entropy (ME) RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lynx b= 2</td>
<td>0.0040463</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>Lynx b= 4</td>
<td>0.0128623</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>Lynx b= 6</td>
<td>0.0246694</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>Lynx b= 8</td>
<td>0.0101855</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 2</td>
<td>0.0077611</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 4</td>
<td>0.0095857</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 6</td>
<td>0.0097175</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 8</td>
<td>0.0101855</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 10</td>
<td>0.0040463</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 2</td>
<td>0.0077611</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 4</td>
<td>0.0095857</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 6</td>
<td>0.0097175</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 8</td>
<td>0.0101855</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
<tr>
<td>IBM b= 10</td>
<td>0.0040463</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
</tbody>
</table>

Table 2: RMS errors for each method, and relative savings with respect to the ‘uniform=ME’. Batch size $b$, as specified. The sample deviation of the baseline data is 0.7071 and 0.3485, for the sinusoid and Gaussian data, respectively.

<table>
<thead>
<tr>
<th>dataset</th>
<th>method RMS</th>
<th>Lin. Reg. (rel. savings over ME)</th>
<th>Max. Entropy (ME) RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lynx b= 2</td>
<td>387.76</td>
<td>0.35336</td>
<td>599.65</td>
</tr>
<tr>
<td>Lynx b= 3</td>
<td>676.92</td>
<td>0.26940</td>
<td>926.33</td>
</tr>
<tr>
<td>Lynx b= 4</td>
<td>927.18</td>
<td>0.19257</td>
<td>1148.31</td>
</tr>
<tr>
<td>Lynx b= 5</td>
<td>1229.90</td>
<td>0.00750</td>
<td>1239.19</td>
</tr>
<tr>
<td>Lynx b= 6</td>
<td>1442.58</td>
<td>-0.08837</td>
<td>1325.45</td>
</tr>
<tr>
<td>IBM b= 2</td>
<td>0.464013</td>
<td>0.084987</td>
<td>0.507111</td>
</tr>
<tr>
<td>IBM b= 4</td>
<td>0.664337</td>
<td>0.138739</td>
<td>0.771354</td>
</tr>
<tr>
<td>IBM b= 6</td>
<td>0.908743</td>
<td>0.141983</td>
<td>1.05912</td>
</tr>
<tr>
<td>IBM b= 8</td>
<td>0.891448</td>
<td>0.172178</td>
<td>1.07686</td>
</tr>
<tr>
<td>IBM b= 10</td>
<td>1.09351</td>
<td>0.217065</td>
<td>1.39668</td>
</tr>
<tr>
<td>IBM b= 2</td>
<td>0.446499</td>
<td>0.0593327</td>
<td>0.474662</td>
</tr>
<tr>
<td>IBM b= 3</td>
<td>0.625589</td>
<td>0.167986</td>
<td>0.751897</td>
</tr>
<tr>
<td>IBM b= 4</td>
<td>0.698712</td>
<td>0.314862</td>
<td>0.721427</td>
</tr>
<tr>
<td>IBM b= 5</td>
<td>0.799962</td>
<td>0.192658</td>
<td>0.990859</td>
</tr>
<tr>
<td>IBM b= 6</td>
<td>0.928196</td>
<td>0.179626</td>
<td>1.13143</td>
</tr>
</tbody>
</table>

Table 3: RMS errors for each method, and relative savings with respect to the ‘uniform=ME’. Batch size $b$, as specified. The sample deviation of the baseline data is 1578, 5.4999, and 7.6967, for the lynx, IBM120, and IBM240 data, respectively.
Linear Regularization consistently outperforms the “uniform” method, as long as the batch size \( b \) is consistent with our Theorem 4.2. It is a pleasant surprise that the Linear Regularization does better even for the ‘IBM’ dataset, which is not smooth at all. In fact, being a stock price movement, it is expected to be a “random walk”, which is known to be a “fractal”, with fractal dimension 1.5 [20]. That is, it is nowhere close to being smooth.

The relative gains increase with the smoothness of the target sequence, as intuitively expected: the two synthetic, smooth datasets enjoy the best savings (up to 89%), followed by the ‘LYNX’ dataset (up to 35% savings - notice that the dataset is somehow periodic), followed by the ‘IBM’ dataset, the most ‘rugged’ of all (savings: up to 21%).

5.2 Dependency on batch size

Figures 5(a)-(b) and 6(a)-(b) plot the RMS error as a function of the batch size \( b \), for the synthetic and real datasets, respectively. Notice that Linear Regularization does consistently better than the uniformity/ME assumption, as long as the batch size \( b \) is consistent with our Theorem. The cross-over point for the ‘LYNX’ dataset is at \( b = 5 \), as expected, since the half-period of the major oscillation is \( 9.5/2=4.25 \). Notice that for the ‘IBM’, ‘GAUSS’, and ‘SINE’ datasets, Linear Regularization is the consistent winner for a wide range of the \( b \) values, because these signals have most of their energy concentrated in low frequencies.

5.3 Dependency on signal length

For both methods, the signal length has small impact on the RMS error (see Table 3). For example, between the ‘IBM’ with 120 samples and with 240 samples, the difference in RMS is within 0.04 out of \( \approx 0.60 \), for a range of batch sizes.

6 Practical Considerations

Thus far in this paper we have developed the theory for estimating data values based on aggregated histogram information, and shown how the estimates obtained thus could be superior to those obtained naively. In this section, we discuss practical issues. In the first subsection, we address issues regarding the computational effort required to obtain these better estimates. In the second subsection, we present a “practitioner’s guide” indicating how the theory can be applied in a database context.

6.1 Computational Effort

As mentioned, reconstruction from partial sums with Linear Regularization leads to a matrix inversion problem. The matrix is square, with side \( M = N + n \). In general, matrix inversion has complexity \( O(M^3) \). This may be prohibitive, particularly since \( N \) may often be large.

However, in our case, the matrix is of a special form: it is almost tri-diagonal, and specifically, it is singly-bordered tri-diagonal, and the border itself is block-diagonal. In this case, matrix inversion has complexity \( O(M) \) [24, p. 72], that is linear on the matrix side. Since the length of the unknown distribution, \( N \), is significantly greater than the number of batches/constraints \( n \), for all practical purposes we can think of the inversion effort as \( O(N) \). But, any reconstruction method would require at least \( O(N) \) effort, even to list all the reconstructed values. Therefore,
we can argue that the computational effort involved in obtaining the better estimates expected from our techniques is asymptotically optimal in order of magnitude.

6.2 Practitioner’s Guide

Using knowledge of the application domain, the first thing a practitioner has to do is to determine if the data set to be reconstructed is expected to be “smooth”, in the sense that most of the variation of interest is captured in the histogram that is made available. This will typically be the case, for meaningful histograms. Specifically, we check the condition of Theorem 4.2: For example, suppose that the most prominent periodicity of the signal has period $T_0$ (like the 4-year periodicity of the U.S. economy, due to the presidential elections). If the provided histogram has batch-size $b$ smaller than the half-period $T_0/2$, then Linear Regularization will achieve excellent reconstruction.

To apply the Linear Regularization technique, one can use the known constraints (the histogram sample “sums”) and the desired objective function (minimize the sum of squares of successive differences) to construct a single matrix equation, using the technique of Lagrange multipliers. How to do this is shown in Appendix A.

The resulting matrix equation 20 can now be solved using any standard linear algebra package. In particular, we recommend the technique that makes use of the tri-diagonal nature of the matrix [24, p. 72], as discussed earlier.

7 Extensions - Discussion

We have presented the theory of inverse problems, and we have shown how its special case, the Linear Regularization, can give better reconstruction from (one-dimensional) summary data. In this section we list some additional database applications of our approach.

7.1 Merging Histograms and OLAP.

The theory of inverse problems can handle 1-d, 2-d and even higher dimensionality address spaces. We have focused mainly on 1-d signals (= time sequences), for two reasons: (a) they lead to a more clear description of the approach and (b) they are very interesting in their own right (sales patterns, stock prices, etc.) [2, 29]. However, the reduction in data size becomes particularly emphatic as the number of dimensions is increased, and the techniques presented in this paper become even more important.

Here we show how we could handle higher dimensionalities. Consider the case of a relation with two attributes, such as, e.g., employees, with age and salary. Suppose that we are given one histogram for age and another for salary, each divided into 3 buckets (ranges). Table 7.1 illustrates the situation.

Thus, we are given the histograms $S_{*,j}$ and $S_{i,*}$ (which correspond to the marginal distributions) and we want to recover the “hidden” values of $x_{i,j}$. The problem is formulated as follows: Given

$$S_{i,*} = \sum_j x_{i,j} \quad i = 1, 2, 3$$

(8)

$$S_{*,j} = \sum_i x_{i,j} \quad j = 1, 2, 3$$

(9)
minimize the functional $\mathcal{F}(\cdot)$ of choice. Once again, Maximum Entropy corresponds to the independence assumption, that is, if $N_{\text{emp}}$ is the total count of employee records

$$x_{i,j} = S_{i,a} * S_{a,j} / N_{\text{emp}} \quad \forall i, j$$

(10)

More formally:

**Lemma 7.1** In the 2-d problem above, the Maximum Entropy solution leads to the independence assumption.

**Proof:** Using the Lagrange multipliers and solving for $x_{i,j}$. See [8] for details. \[QED\]

However, if the 2-d joint distribution is smooth, we should do better with Linear Regularization. Specifically, we require that the sum of squares of forward differences (both horizontally and vertically) be minimized:

$$\mathcal{F}(\bar{x}) = \sum_{i,j} (x_{i,j} - x_{i+1,j})^2 + \sum_{i,j} (x_{i,j} - x_{i,j+1})^2$$

(11)

The Lagrange equations will be linear, and the resulting system can be solved exactly, with a matrix inversion package.

Aside from the database context, 2-d estimation is of use in image processing applications as well. For instance, it is well-known that if an image is "zoomed", say each pixel is replaced by four pixels, that the resulting higher resolution image will be "grainy". In image processing, a local smoothing function is typically used to improve the zoomed image. Linear Regularization can be used to obtain exactly the same effect [6, 28].

### 7.2 Data Warehousing

It should be clear that the summation constraints $C_k(\bar{x})$ may be arbitrary. Our proposed approach can also handle overlapping intervals, as well as intervals of variable length. This is especially suitable in the case that we have to merge information from several sources, as in multi-databases and data warehousing [30]. For example, suppose that one source provides weekly (non-overlapping) sums, a second source provides the exact values for some selected days, and a third source provides monthly sums (where month boundaries do not usually coincide with week boundaries). The question is to find the best estimates for the daily values $x_i$. The problem can easily be formulated:

$$\min_{\bar{x}} (\mathcal{F}(\bar{x}))$$

(12)
under the constraints

\[ C_{\text{weekly}, k}(\bar{x}) = 0 \quad k = 1, \ldots \]  
\[ C_{\text{daily}, j}(\bar{x}) = 0 \quad j = 1, \ldots \]  
\[ C_{\text{monthly}, m}(\bar{x}) = 0 \quad m = 1, \ldots \]  

where \( F(\bar{x}) \) is a suitable functional, e.g., the Linear Regularization functional.

7.3 Reconstruction of missing values

Also notice that the proposed Linear Regularization approach can handle not only variable length and/or overlapping intervals, but also missing sums and/or values, even when the grand total is unknown. Linear Regularization will use the known sums (and/or values), and it will fill-in the missing values, to furnish a smooth curve. Notice that, without a given grand total, Maximum Entropy can not be used at all in this case.

8 Conclusions

The main contribution of this work is a formal approach to the recovery of information from summary data, and, more generally, arbitrary, partial data in the form of constraints. The idea is to use the machinery of the well-developed “inverse problem theory”, to inject a-priori knowledge about the domain, eventually transforming the problem into a constrained optimization problem.

Additional contributions are

- Theorem 4.2, which shows that for “smooth” enough distributions, it is possible to have full recovery of information, given partial sums.

- Lemmas 4.1, 7.1, showing that the theory of inverse problems includes the traditional uniformity and independence assumptions as special cases, when the Entropy is used as the cost function.

- A conceptual basis for selecting Linear Regularization as the technique of choice to obtain a smooth reconstruction. Further, the use of an existing numerical analysis technique that gives the solution for Linear Regularization in linear time \( O(N) \).

- Experiments showing that, under the conditions of Theorem 4.2, Linear Regularization consistently outperforms the Maximum Entropy/uniformity assumption, not only for smooth data, but for “fractal”, real data as well (IBM stock price movements, and the lynx trappings dataset).

Future work could examine further ties with the well developed field of inverse problems and image restoration. The interaction between two types of summaries, marginal summations and batching summations, is important for multi-dimensional reconstruction (OLAP), histogram maintenance in query optimization, compression of real distributions, and numerous other database applications.
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A Lagrangian Multipliers

The general problem after regularization (Problem 4), can be solved with the method of Lagrange multipliers. By defining an auxiliary function $L(\cdot)$ as

$$ L(\vec{x}; \vec{\lambda}) = \mathcal{F}(\vec{x}) + \sum_{k=1}^{n} \lambda_k * C_k(\vec{x}) $$

(16)

In the case of maximization, we have to solve the problem:

$$ \max_{\vec{x}; \vec{\lambda}} \left( \mathcal{F}(\vec{x}) + \sum_{k=1}^{n} \lambda_k * C_k(\vec{x}) \right) $$

(17)

and similarly for minimization, with max replaced by min. We find the required extremum by setting the $(N + n)$ partial derivatives to zero:

$$ \frac{\partial}{\partial x_i} (L(\vec{x}; \vec{\lambda})) = \frac{\partial}{\partial x_i} \mathcal{F}(\vec{x}) + \sum_{k=1}^{n} \lambda_k * \frac{\partial}{\partial x_i} C_k(\vec{x}) \quad i = 1, \ldots, N $$

(18)

and

$$ \frac{\partial}{\partial \lambda_k} (L(\vec{x}; \vec{\lambda})) = C_k(\vec{x}) = 0 \quad k = 1, \ldots, n $$

(19)

For the specific case of Linear Regularization, the Lagrangian of any of the resulting systems is linear, and can be solved with matrix algebra. For example, for the “partial-sums” problem (problem 3), and for Linear Regularization, the method of Lagrange multipliers gives the following matrix equation:

$$ \begin{bmatrix} 2 & -2 & 0 & 0 & \ldots & 0 & 0 & 0 & 1 & \ldots & 0 \\ -2 & 4 & -2 & 0 & \ldots & 0 & 0 & 0 & 1 & \ldots & 0 \\ 0 & -2 & 4 & -2 & \ldots & 0 & 0 & 0 & 1 & \ldots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & 0 & 0 & \ldots & -2 & 4 & -2 & 0 & \ldots & 1 \\ 0 & 0 & 0 & 0 & \ldots & 0 & -2 & 2 & 0 & \ldots & 1 \\ 1 & 1 & 1 & 0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 0 & 1 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & 0 & 0 & \ldots & 1 & 1 & 1 & 0 & \ldots & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ \vdots \\ x_{N-1} \\ x_N \\ \lambda_1 \\ \lambda_2 \\ \vdots \\ \lambda_n \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ \vdots \\ 0 \\ 0 \\ S_1 \\ S_2 \\ \vdots \\ S_n \end{bmatrix} $$

(20)

B Relationship to the Shannon-Nyquist Theorem in Signal Processing

Here, we present a rigorous proof of Theorem 4.2.

**Theorem B.1** (Band-limited reconstruction from contiguous non-overlapping partial sum data) Consider a discrete-time signal $\{x(i)\}_{i \in \mathbb{Z}}$. Assume that its Discrete-Time
Fourier Transform (DTFT) $X(e^{j\omega})$ converges, and $X(e^{j\omega}) = 0$, $\frac{\pi}{b} \leq |\omega| \leq \pi$. This signal satisfies the condition of the classical Shannon-Nyquist (sub) Sampling Theorem, so it can be recovered from its reduced-rate samples taken every $b$ symbols apart. Then, $\{x(i)\}_{i \in \mathbb{Z}}$ can also be recovered from contiguous non-overlapping partial sums $\{S_k\}_{k \in \mathbb{Z}}$, $S_k = \sum_{i=(b-1)k+1}^{kb} x(i)$, $\forall k \in \mathbb{Z}$.

**Proof:** The classical Shannon-Nyquist (sub) Sampling Theorem [23] states that if the Discrete-Time Fourier Transform (DTFT) of $\{x(i)\}_{i \in \mathbb{Z}}$ exists (denote it by $X(e^{j\omega})$), and satisfies $X(e^{j\omega}) = 0$, $\frac{\pi}{b} \leq |\omega| \leq \pi$, then it is possible to recover $\{x(i)\}_{i \in \mathbb{Z}}$ from knowledge of its samples, taken every $b$ symbols apart. Here, instead of samples we observe contiguous non-overlapping partial sums of a given discrete-time signal, which, in the absence of other information, do not a priori permit the reconstruction of any particular sample within the summation interval.

We proceed with the proof by decomposing the summation operation into two steps: one in which “full” partial sum data is obtained, and a second step that involves down-sampling this data to come up with contiguous non-overlapping partial sum data.

Let us define the “full” partial sum data $\{y(i)\}_{i \in \mathbb{Z}}$, $y(i) = \sum_{m=-\infty}^{i-1} x(m)$, $\forall i \in \mathbb{Z}$. Observe that $S_k = y(kb)$, $\forall k \in \mathbb{Z}$. We may write $y(i)$ in terms of $x(i)$ as follows:

$$y(i) = \sum_{m=i-b+1}^{i} x(m) = \sum_{m=-\infty}^{\infty} h(i-m)x(m) = (x * h)(i)$$

where $h(i) = 1$, $0 \leq i \leq b-1$, and 0 elsewhere. From the Convolution Theorem for DTFT’s, it follows that

$$Y(e^{j\omega}) = X(e^{j\omega})H(e^{j\omega})$$

where $H(e^{j\omega})$ is the DTFT of $h(i)$, which is easily found to be

$$H(e^{j\omega}) = \frac{1 - e^{-j\omega b}}{1 - e^{-j\omega}}$$

This is a sinc-like low-pass characteristic that does not vanish except for a total of $b-1$ points $\{\frac{2\pi}{b} \times i\}_{i=1}^{b-1}$ along the unit circle, and is equal to 1 at the origin. Recall that $X(e^{j\omega}) = 0$, $\frac{\pi}{b} \leq |\omega| \leq \pi$, and $H(e^{j\omega}) > 0$, $|\omega| \leq \frac{\pi}{b}$ (its first zeroes are at $+/ - \frac{\pi}{b}$). Thus, it is possible to reconstruct $X(e^{j\omega})$ (equiv. $\{x(i)\}_{i \in \mathbb{Z}}$) from knowledge of $Y(e^{j\omega})$. This is achieved by filtering $y(i)$ using a filter with characteristic $\frac{1}{H(e^{j\omega})}$, $|\omega| \leq \frac{\pi}{b}$ and 0 elsewhere on the unit circle.

Since $H(e^{j\omega})$ does not vanish in this interval, this filter is well defined. Also observe that, by virtue of the above multiplication in frequency, $Y(e^{j\omega})$ obeys the same band-limit as $X(e^{j\omega})$.

From the Shannon-Nyquist Theorem [23], it then follows that $\{y(i)\}_{i \in \mathbb{Z}}$ (equiv. $Y(e^{j\omega})$), may be reconstructed based solely on knowledge of its samples, taken $b$-far apart, i.e., precisely $\{S_k\}_{k \in \mathbb{Z}}$. This is achieved by low-pass filtering a zero-padded version of $\{S_k\}_{k \in \mathbb{Z}}$ using an ideal low-pass filter with cutoff $\frac{\pi}{b}$.

It follows that $\{x(i)\}_{i \in \mathbb{Z}}$ may be recovered from $\{S_k\}_{k \in \mathbb{Z}}$ by filtering a zero-padded version of $\{S_k\}_{k \in \mathbb{Z}}$ using a cascade of an ideal low-pass filter with cutoff $\frac{\pi}{b}$, followed by a filter with characteristic $\frac{1}{H(e^{j\omega})}$, $|\omega| \leq \frac{\pi}{b}$ and 0 elsewhere on the unit circle. This cascade is actually equivalent to the second filter.

QED
C Frequency domain interpretation of Linear Regularization

An alternative and fruitful view of Linear Regularization is afforded by looking at it in the frequency (DTFT) domain. This Appendix is purely tutorial, and no novelty is claimed here. Recall the Linear Regularization functional:

\[ \mathcal{F}(\vec{x}) = \sum_{i=1}^{N-1} (x_i - x_{i+1})^2 \]

Switching from vector to (the obvious) sequence notation, we write this as

\[ \sum_{i=1}^{N-1} (x(i) - x(i+1))^2 \]

Let \( X(e^{j\omega}) \) denote the DTFT of the sequence \( x(i) \). From basic DTFT properties, the DTFT of the sequence \( x(i+1) \) (\( x(i) \) shifted to the left by one) is simply \( e^{j\omega}X(e^{j\omega}) \) [23]. By linearity, it follows that the DTFT of \( x(i) - x(i+1) \) is simply \( X(e^{j\omega}) - e^{j\omega}X(e^{j\omega}) \), i.e., \( (1 - e^{j\omega})X(e^{j\omega}) \).

From Parseval’s Theorem [23], it then follows (modulo negligible edge effects, which can be easily taken care of) that:

\[
\sum_{i=1}^{N-1} (x(i) - x(i+1))^2 = \frac{1}{2\pi} \int_{-\pi}^{\pi} |(1 - e^{j\omega})X(e^{j\omega})|^2 d\omega = \frac{1}{2\pi} \int_{-\pi}^{\pi} |H_{LR}(e^{j\omega})|^2 |X(e^{j\omega})|^2 d\omega
\]

With the obvious definition for \( H_{LR}(e^{j\omega}) \). Now, \( H_{LR}(e^{j\omega}) \) can be easily seen to be a high-pass characteristic that is 0 at the frequency origin \((\omega = 0)\), small for low frequencies, smoothly approaching the value 2 for high frequencies \((|\omega| \to \pi)\), and equal to 2 for \(|\omega| = \pi\). This spectral weighting penalizes high frequencies in the reconstruction, and favors low frequencies. Thus Linear Regularization opts for the smoothest (in the above sense) reconstruction consistent with its summation constraints.
Figure 1: Reconstruction of a Gaussian distribution: with Linear Regularization, we obtain almost error-free reconstruction. Detailed base data: dashed line with “+”. Reconstruction: solid line with “diamonds”. Batch size $b=8$. 
Figure 2: Reconstruction of the ‘SINE’ dataset. Detailed base data: dashed line with “+”. Reconstruction: solid line with “diamonds”. Linear Regularization results in virtually perfect reconstruction, except for the end-effects. Batch size \( b = 6 \).
Figure 3: Reconstruction of the ‘IBM’ dataset. Detailed base data: dashed line with “+”. Reconstruction: solid line with “diamonds”. Batch size $b=3$. 
Figure 4: Reconstruction of the ‘LYNX’ dataset. Detailed base data: dashed line with ‘+’. Reconstruction: solid line with ‘diamonds’. Batch size $b=3$. 
Figure 5: RMS error vs batch size $b$, for the synthetic datasets. Maximum Entropy: dashed line with “+”. Linear Regularization: solid line with “diamonds”.
Figure 6: RMS error vs batch size $b$, for the real datasets. Maximum Entropy: dashed line with “+”. Linear Regularization: solid line with “diamonds”.