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Abstract

Efficiently and accurately searching for similarities among time series and discovering interesting patterns is an important and non-trivial problem. In this paper, we introduce a new representation of time series, the Multiresolution Vector Quantized (MVQ) approximation, along with a new distance function. The novelty of MVQ is that it keeps both local and global information about the original time series in a hierarchical mechanism, processing the original time series at multiple resolutions. Moreover, the proposed representation is symbolic employing key subsequences and potentially allows the application of text-based retrieval techniques into the similarity analysis of time series. The proposed method is fast and scales linearly with the size of database and the dimensionality. Contrary to the vast majority in the literature that uses the Euclidean distance, MVQ uses a multi-resolution/hierarchical distance function. We performed experiments with real and synthetic data. The proposed distance function consistently outperforms all the major competitors (Euclidean, Dynamic Time Warping, Piecewise Aggregate Approximation) achieving up to 20\% better precision/recall and clustering accuracy on the tested datasets.

1. Introduction

The problem of efficient retrieval of similar time series has received a lot of attention due to its many applications in different domains. Briefly, this problem can be stated as follows: Given a query sequence \( q \), a database \( S \) of \( N \) sequences, \( S_1, S_2, \ldots, S_N \), a distance measure \( D \) and a tolerance threshold \( \varepsilon \), find the set of sequences \( R \) in \( S \) that are within distance \( \varepsilon \) from \( q \). More precisely, find: \( R = \{ S_i \in S \mid D(q, S_i) \leq \varepsilon \} \).

To compare two given time series, a suitable measure of similarity should be given. Naive approaches for comparing time sequences generally take polynomial time in the length of the sequences, typically linear or quadratic time. These approaches are not useful for large time series databases. Promising techniques include those that are based on the reduction of dimensionality of the original sequences. In this case, the sequences can be represented as multidimensional vectors and similar sequences can be retrieved in sublinear time.

There may be several different criteria to evaluate a method, but generally speaking, a good one should be fast, scalable, and accurate (according to some ground truth). In this paper, we introduce a new method that satisfies these requirements. Our method is called Multiresolution Vector Quantized (MVQ) approximation and has the following characteristics:

1) It uses time-tested ‘vector quantization’ methods to discover a ‘vocabulary’ of subsequences;

2) It takes multiple resolutions into account – this brings improved accuracy;

3) It provides a new distance function utilizing text-based techniques from Information Retrieval, to weigh down uninteresting matches, thus improving the accuracy.

As Agrawal et al. [2] proposed, compared to the Euclidean distance, a more intuitive idea is that two series should be considered similar if they have enough non-overlapping time-ordered pairs of subsequences that are similar. In this paper, instead of calculating the Euclidean distance, we first extract key subsequences utilizing the Vector Quantization (VQ) [12] technique and encode each time series based on the frequency of appearance of each key subsequence. We then calculate similarities between different time series in terms of key subsequence matches. This method can be very meaningful in many domains, for example, when comparing two stocks during a long period, we may want to find out during how many months the stocks have similar movements, though the same trend may appear in different months for different stocks. This application is similar to mining motifs in massive time series databases [22].

While the histogram metric can record the local information very well, it may lose much global information of the time series, since it does not keep track of the order of appearance of different key subsequences. To deal with this problem, we propose to apply a hierarchical mechanism: the original time series are processed at several different resolutions, and similarity analysis is performed using a weighted distance function combining all the resolution levels. For example, when considering a time series representing a stock price
movement, we know that subsequences of different length have different real meanings. If the length is 5, the subsequence stands for a weekly trend of the stock. Similarly for length 20 we have the monthly trend.

As we demonstrate in the experiments, MVQ outperforms previous state of the art methods in clustering and similarity searches. Intuitively, the excellent performance of the proposed method can be justified because of the following facts:

1) it exploits prior knowledge about the data using a learning approach
2) it takes multiple resolutions into account and
3) unlike wavelets (that also take multiple resolutions into account) it partially ignores the ordering of the ‘codewords’ within the time sequence due to the histogram model that is being used to calculate similarity.

Moreover, the proposed representation is symbolic employing key subsequences and allows the application of text-based retrieval techniques into the similarity analysis of time series.

2. Background

2.1 Related Work

Many approaches and techniques have been proposed in the past decade [1, 2, 4, 9, 10, 13, 14, 16, 18, 19, 21, 27, 31, 32] that address the problem of similarity in time series.

To deal with dimensionality reduction, the solution to extract a signature from each sequence and to index the signature space was originally proposed by Faloutsos et al. [9,10]. To guarantee completeness (i.e., no false dismissals) the admissibility criterion that the distance function used in the signature space must underestimate the true distance measure (bounding lemma) was also proposed [10]. Obeying the admissibility criterion, many methods have been suggested and proved useful in different fields, such as the F-index introduced by Agrawal et al. [1] or the ST-index proposed by Faloutsos et al. [10].

Other approaches for efficient similarity searches on time sequences are based on piecewise constant approximation (PCA) or piecewise aggregate approximation (PAA). Yi and Faloutsos [32] and Keogh et al. [19, 21] proposed to divide each sequence into k segments of equal length and to use the average value of each segment as a coordinate of a k-dimensional feature vector. The advantages of this transform are that it is very fast and easy to implement, the signature can be used with arbitrary $L_p$ norms, and the index can be build in linear time. In addition, the representation can be used with a weighted Euclidean distance where each segment of the sequence has different weight. Keogh et al. [18] have also proposed an Adaptive Piecewise Constant Approximation (APCA) where the segments can be of variable length offering a more effective compression than PCA. In [26] the authors propose a piecewise vector quantized approximation (PVQA) of time series. In [7] a technique for compressing multiple streams of data in sensor networks that employs an approximate representation using a base signal extracted from historic information has been proposed. The algorithm constructs a “dictionary” of candidate base signals in the process of building a base signal. The use of multi-scale histograms and a weighted Euclidean distance for measuring the similarity of time series at several precision levels has been investigated in [6]. In addition, general dimensionality reduction techniques such as Singular Value Decomposition (SVD) have been used in time series data [19].

For these methods in which the distance metric lower bounds the Euclidean distance, one of the most significant characteristics is the avoidance of false dismissals, though there may be a lot of false alarms. However, in some cases, the existence of too many false alarms may decrease the efficiency of retrieval. At the same time, as many researchers have mentioned in their work [15, 29], the Euclidean distance is not always the optimal distance measure. For example, in some time series, different parts have different levels of significance in their meaning. Also, the Euclidean distance does not allow shifting in time axis, which is not unusual in real life applications. In order to extract high-level features out of time series, Koudas et al. [28] formalized problems of identifying various “representative” trends in time series data. Since the Euclidean is not the best distance one can use (as shown later in our paper and in papers we referenced earlier), here, we propose a new distance function. We do not deal with the problem of lower bounding the Euclidean on the original vectors since this is not so meaningful anymore.

2.2 Preliminaries

To make the presentation of the proposed work clear, we now give descriptions of various concepts and definitions used in the paper. We start with the definition of a time sequence and its subsequences.

**Definition 1.** Time Sequence: A sequence (ordered collection) of real values. $X = x_1, x_2, \ldots, x_n$, where $n$ can be very large.

**Definition 2.** Subsequence: Given a time sequence $X = x_1, x_2, \ldots, x_n$, of length $n$, a subsequence $S$ of $X$ is a sequence of length $m$ consisting of contiguous positions from $X$, i.e., $S = x_{i_1}, x_{i_1+1}, \ldots, x_{i_1+m-1}$; $1 \leq k \leq n-m+1$.

In similarity analysis, we need to define a metric for the similarity, that is, a measure of the distance between two time series. Given two time series, $X = x_1, x_2, \ldots, x_n$, $Y = y_1, y_2, \ldots, y_n$, their distance, $D$, is defined, in general,
as an $L_p$ norm, where for $p=2$, the distance is the Euclidean, the most popular among the metrics. An intuitive notion of exact and approximate similarity was also formalized by Goldin, and Kanellos [8].

Obviously, the simplest way of calculating the similarity (or distance) among time series is to compute the Euclidean distance directly, i.e., on the original series. For a small dataset this may be feasible, however, for large data sets efficiency is a problem, since the time complexity is $O(N^2n)$, where $n$ is the number of features that need to be represented for each time series and $N$ is the number of time series in the dataset. In order to compute efficiently while keeping the accuracy not significantly affected, many techniques of dimensionality reduction (as introduced in section 2.1) have been suggested.

In addition to the computational complexity associated with the Euclidean distance calculation on the original time series, we cannot always be sure that the nearest neighbors in Euclidean space are indeed the most similar ones. This is because the point-based information model (computing similarity based on every point) contains only low-level features of the time series and it is vulnerable to different kinds of shape transformations, such as shifting and scaling. Under such circumstances, it would be better if we could find some high-level features and apply a more robust information retrieval model for time series analysis.

Based on this idea, we introduce a new framework that uses key subsequences to represent time series and facilitate similarity retrieval. This framework consists of the following main components:

1) Codebook generation from a set of training samples;
2) Time series encoding using the codebook;
3) Time series feature representation and retrieval.

This framework is similar to the key block framework suggested by Zhang et al. [33] for content-based image retrieval. In the time sequences domain the idea was introduced in [26]. However, in order to keep both local and global information and improve the accuracy, we introduce the use of multiple codebooks with different resolutions. For each resolution, Vector Quantization [12, 24] is applied to discover the vocabulary of subsequences in a time series database.

In VQ a codeword (or codevector) is used to represent a number of similar vectors. More precisely, a vector quantizer $Q$ of dimension $n$ and size $s$ is a mapping: $Q: \mathbb{R}^n \rightarrow C$ from a vector or a point in $n$-dimensional Euclidean space, $\mathbb{R}^n$, to a finite set $C=\{c_1, c_2, ..., c_s\}$, the codebook, containing $s$ output or reproduction points $c_i \in \mathbb{R}^n$, called codewords. Associated with every $s$-point VQ is a partition of $\mathbb{R}^n$ into $s$ regions or cells $R_i$ for $i \in \{1, 2, ..., s\}$ where $R_i=\{x \in \mathbb{R}^n: Q(x)=c_i\}$. For a given

\[ d(x, c) \] (such as the mean squared error (MSE)) between an input vector $x$ and a codeword $c_i$, an optimal mapping should satisfy two conditions:

(a) Nearest neighbor Condition (NNC): For a given codebook, the optimal partition $R = \{R_i: i=1, 2, ..., s\}$ satisfies:

\[ R_i = \{x : d(x, c_i) \leq d(x, c_j); \forall j\} \]

where $c_i$ is the codeword representing partition $R_i$. Given a point $x$ in the dataset, the encoding function for $x$, $Encoding(x)=c_i$ only if $d(x, c_i) \leq d(x, c_j) \forall j$.

(b) Centroid condition (CC): For a given partition region $\{R_i: i=1,...,s\}$ the optimal reconstruction vector (codeword) satisfies: $c_i=centroid(R_i)$ where the centroid of a set $R=\{x_i: i=1,...,|R|\}$ is defined as:

\[ \text{centroid}(R) = \frac{1}{|R|} \sum_{x_i \in R} x_i \]

The Generalized Lloyd Algorithm (GLA) [24, 25] is an iterative procedure that produces a “locally optimal” codebook from a training set based on these two conditions (that form the Lloyd iteration). This is done during a training phase. The main structure of GLA is given in the flowchart (see Figure 1). Starting with an initial codebook, the GLA algorithm repeats the Lloyd iteration until the fractional drop of the distortion becomes less than a given threshold. This process is guaranteed to converge since from the necessary conditions for optimality each application of the Lloyd iteration must reduce or leave unchanged the average distortion [12].

To quantitatively measure the similarity between different time series encoded with a VQ codebook, we employ the Histogram Model (HM) that has been successfully applied in image retrieval [33]. We present this model in the context of time series analysis:

\[ S_{HM}(q,t) = \frac{1}{1 + dis(q,t)} \]

where

\[ dis(q,t) = \sum_{i=1}^{n} \left| f_{q,i} - f_{t,i} \right| \]  

The distortion is a measure of overall quality degradation due to approximation of a vector by its closest representative from a codebook.
In the formula, \( f_{i,t} \) and \( f_{i,q} \) refer to the appearance frequency of codeword \( c_i \) in time series \( t \) and \( q \), respectively. Although this model focuses on the appearance of individual key subsequences in time series, correlation between key subsequences can also be addressed [33]. Information about some alternative models can be found in Appendix A.

3. Proposed Method: MVQ

We propose a new method to represent time series data, the Multiresolution Vector Quantized (MVQ) approximation, along with a new distance function. The method partitions each time series into equi-length segments and represents each segment with the most similar key subsequence from a codebook. The codebook is generated earlier during a training phase using VQ. By counting the appearance frequency of each codeword in each time series a new representation is obtained. The piecewise approximation with VQ encoding is applied at several resolutions. Table 1 gives a brief description of the notation we use in the rest of the paper. In the following subsections, we introduce the components of our method.

### Table 1. Symbol Table

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X )</td>
<td>Original time series, ( X = x_1, x_2, \ldots, x_n ) of length ( n )</td>
</tr>
<tr>
<td>( X' )</td>
<td>Encoded form of the original time series ( X = f_1, f_2, \ldots, f_s )</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of time series in the dataset</td>
</tr>
<tr>
<td>( n )</td>
<td>Length of original time series</td>
</tr>
<tr>
<td>( C )</td>
<td>Codebook: a set of codewords ( {c_1, c_2, \ldots, c_c} )</td>
</tr>
<tr>
<td>( c )</td>
<td>Number of resolution levels</td>
</tr>
<tr>
<td>( s )</td>
<td>Size of codebook</td>
</tr>
<tr>
<td>( l )</td>
<td>Length of codeword</td>
</tr>
</tbody>
</table>

3.1 Codebook Generation

For a given dataset, a codebook with \( s \) codewords \( C = \{c_1, c_2, \ldots, c_c\} \) is first generated using a clustering algorithm (such as the GLA introduced in Section 2). We apply this algorithm to generate the codebook based on the dataset \( T \) of time series. The dataset is preprocessed before the generation of the codebook; each time series in \( T \) is partitioned into a number of segments each of length \( l \) and each segment forms a sample of the training set that is used to generate the codebook. Each codeword in the codebook corresponds to a key subsequence; it is an approximation for a certain group of subsequences of length \( l \). All the time series in the database are then encoded using the codebook (see Section 3.2).

The version of GLA we use, requires a partition split mechanism to solve the initial codebook generation problem. The algorithm starts with a codebook containing only one codeword, the centroid of the whole training set. In each repetition and before the application of the Lloyd iteration, it doubles the number of codewords (and cells) from the previous iteration by splitting the most populous cells. Table 2 shows some of the codewords (at two different levels) used by MVQ to represent the Control Chart dataset (SYNDATA) [30].

### Table 2. Codewords of a 2-level codebook that are used to represent SYNDATA in MVQ approximation.

![Codewords of a 2-level codebook](image)

3.2 Time Series Encoding

After a codebook is generated, we can form a new representation for each time series in the dataset. In the process of encoding, every series is decomposed into segments (i.e., subsequences) of length \( l \) (which is equal to the length of each codeword). For each segment, the closest (based on a distance metric) codeword in the codebook is then found and the corresponding index is used to represent this segment. After finding the corresponding codeword index for each segment, the appearance frequency of each codeword is counted.

The new representation of a time series is a vector \( X' = f_1, f_2, \ldots, f_s \) showing the appearance frequency of every codeword. By applying this new encoding form, we can easily deal with time series with arbitrary large number of points, since we can always reduce their dimensionality to a rather small number given by the size, \( s \), of the codebook.

3.3 Time Series Summarization

Besides achieving dimensionality reduction, this encoding process also provides a very nice summarization of the time series, which is useful in many applications. Table 2 shows different codewords we obtain using this method; these codewords stand for the most representative subsequences (of a given length) for the entire time series dataset. Instead of the whole time series, we may be more interested in the usage of representative key subsequences. This is very useful in the discovery of motifs or approximately repeated subsequences in time series [22]. In this case, we can just check the appearance frequencies of these codewords and get an overview of the time series. For example, in Figure 2, we show a time series representation using a number of codewords. Two of these codewords are being used twice revealing a pattern that would remain undetected using previous...
3.4 Distance measure and a multiresolution representation

Based on the frequency of appearance of key sequences within time series, features of time series are extracted forming a new representation of a rather small dimensionality and similarity retrieval can be efficiently performed. We still need a distance measure appropriate for this new representation. We choose the Histogram Model as the distance measure, and all the experimental results presented in Section 4 are based on it. By applying the histogram model, it is not difficult to identify the time series that are similar to a given query (i.e., that have similar frequent patterns). However, using only one codebook (analysis at a single resolution), introduces some problems that cannot be ignored.

First, although the local information of a time series is kept after the encoding process, the new representation of a time series is not recording the order among the indices of different codewords. Some important global information of the time series is lost in this representation. In Figure 3, we see two different time series whose encoded representations are the same (2, 1). This problem in the key subsequence representation correspondingly increases the number of false alarms reducing the performance of the single resolution (i.e., single codebook) method. On the other hand, in real applications, it is not always easy to find a suitable resolution (correspondingly, a suitable codeword length). Moreover, an inappropriate codeword length may reduce the efficiency.

In order to solve these potential problems occurring due to the use of a single resolution, we introduce a hierarchical mechanism, which involves several different resolutions for encoding. While the encoding form of higher resolution pays more attention to the detail of local information, that of lower resolution represents more global information. The piecewise approximation with VQ encoding is applied at several resolutions. For each resolution this is done by grouping a different number of consecutive segments together, i.e., the length of the segment at a given resolution is a multiple (usually double) the length of the segment at the immediate higher resolution representation. Thus, we call this representation Multiresolution Vector Quantized (MVQ) approximation.

Figure 4 shows a time series and its reconstruction series using different resolutions. (For different resolution levels, the sizes of codebooks are the same, 32, and the lengths of codewords are 128, 64, 32, 16, respectively.) By assigning reasonable weights to different resolutions, we define a new weighted similarity measure, the Hierarchical Histogram Model:

$$S_{HHM}(q,d_j) = \sum_{i=1}^{c} w_i S_{HHM}(q,d_i)$$

(2)

where $c$ is the number of resolution levels.

3.5 Parameters of MVQ

Here we discuss in more detail the parameters of MVQ and how to choose their values. For the number $c$ of resolution levels an intuitive choice is $c = \log n$, with the length of a codeword at the $i^{th}$ level being $2^{i-1}$ ($1 \leq i \leq \log n$). However, when the codeword is too short (e.g., of length 1, 2), this becomes meaningless. Thus, we need to set a minimum value of codeword length $l_{min}$ and set the number of hierarchical levels as $c = \log (n / l_{min}) + 1$.

The codeword length ($l$) for each level is chosen as follows: At the first level, each time series is treated as a whole ($l = n$); at the second level, each time series is partitioned into two parts ($l = n/2$), and at the $i^{th}$ level, $l = n / 2^{i-1}$. In cases where $n$ is not a power of two we satisfy this constraint approximately.

The size of the codebook at each resolution level is data dependent, since the more subsequences used during the training process and the higher their variability, the
larger the size of the codebook needed. In fact, the higher the number of partitions and the number of codewords the better the approximation but also the more computation and space is needed. So, there is a tradeoff between efficiency and accuracy of approximation. In practice (as also shown in our experiments (see Section 4)), use of a rather small codebook can achieve very good results. In addition to the number of codewords, the Lloyd algorithm uses a threshold to stop the iterations when the fractional drop of the distortion between consecutive iterations reaches a certain point. A common value for this threshold is 0.01.

Our experiments show that a multiresolution representation achieves much higher accuracy than a single resolution one. The price for this improvement is slightly more computation, since we have to calculate the similarity at each resolution level before we can finally compute $S_{HHH}$. In our experiments we studied the behavior of the multiresolution approach with different weights assigned to each resolution level. Lacking any information or any prior knowledge about the domain (i.e., the most realistic case) the straightforward solution is to use equal weights for all resolutions. This choice provides the best results in almost all of the experiments we performed. The proposed method also provides the ability to include prior domain knowledge in the selection of the weights.

4. Experiments

In time series similarity analysis, best matches retrieval and clustering are two of the most common and important applications. We performed experiments to evaluate the effectiveness and efficiency of our method in these two applications. We address the following issues: (a) how accurate the method is, (b) how it compares to alternatives, (c) how fast and scalable it is. We start with a description of the datasets we used in our experiments.

4.1 Datasets

In the experiments presented in this section, one synthetic and two real datasets are involved. We used the Control Chart synthetic dataset (SYNDATA) which is downloadable from the UCI KDD archive [30]. This dataset contains 600 examples of control charts (each has 60 points) synthetically generated by the process in Alcock and Manolopoulos [3]. The time series belong to six different classes of control charts: Normal, Cyclic, Increasing trend, Decreasing trend, Upward shift, and Downward shift, with each class having 100 time series.

The first real dataset, CAMMOUSE, is a spatiotemporal dataset of 5 words obtained using the Camera Mouse Program [5]. The 2D time series obtained represent the X and Y position of a human tracking feature (e.g., tip of finger). In conjunction with a “spelling program” the user can “write” various words and the transitions of the tracking feature or word image’s profiles are being recorded. We used 3 recordings of 5 words. The 5 words were: “Athens”, “Berlin”, “Boston”, “London”, and “Paris”. For simplicity, only the x-values are considered. The average length of sequences in this dataset is 1100 points. The shortest one is 834 points and the longest one is 1719 points. Since the length of sequences varies for different instances, we stretched all sequences to a same length of 1600 points.

The second real dataset, RTT, consists of RTT (packet round trip time) measurements from UCR to CMU with sending rate of 50 msec for a day (Feb 10, 2002, starting at 8:20pm). The total number of RTT values is 1,728,000. The dataset was partitioned into 24 time series of length 72,000, each standing for an hour of RTT measurements. These measurements vary between 70 and 150. For clustering experiments we separated the time series into the following three classes based on the ratio of time where the RTT value is greater than 100: (a) heavy traffic hours: ratio > 0.5 (6 series), (b) medium traffic hours: 0.5 > ratio > 0.1 (7 series) and (c) light traffic hours: ratio < 0.1 (11 series).

In order to avoid the effects of scaling and shifting in the analysis, before we actually perform any experiment, we preprocess the datasets with zero-mean normalization. That is, each time series $X$ is normalized as:

$$X = (X - \overline{X}) / \sigma(X)$$

where $\overline{X}$ is the mean value of $X$ and $\sigma(X)$ is its standard deviation. For the RTT dataset we take logarithms before we apply the normalization.

4.2 Best Match Searching

4.2.1 Experiment design

The best match searching is defined as follows: given a query sequence, find the best k matches in the database (i.e., having the lowest dissimilarity with the query) or find all the time series whose dissimilarity with the query is below some predefined threshold. In order to evaluate the performance of different approaches in best match searching, we need an evaluation metric.

Definition 3. For a given query, the set of time series which are actually within the same class as the query (given our prior knowledge) is taken as the standard set $\text{std\_set}(q)$, and the results found by different approaches $\text{knn}(q)$ are compared with this set. The matching accuracy is defined as:

$$\text{Accuracy} = \frac{|\text{knn}(q) \cap \text{std\_set}(q)|}{k} \times 100\% \quad (3)$$

In the definition above, $\text{knn}(q)$, is the $k$ nearest neighbors for the query found by a certain method. In our experiments, every time series in the dataset is treated as a query, and the best $k$ matches ($k$ nearest neighbors) are sought within the whole dataset. The average accuracy of a certain method is then calculated based on the matching
results taking each time series as a query. The actual value of \( k \) we use depends on the number of time series within the same class. In our experiments, the value of \( k \) can vary, but for the purpose of demonstration, we just show the results when \( k \) is set to the number of time series within the same class.

### 4.2.2 Experiments on SYNDATA

In this section, we show the results of the experiments performed on the SYNDATA dataset. The experimental parameters for different resolution levels are given in Table 3. With the increase of resolution, the codeword length decreases and the size of codebook increases (since there are more training samples available for that resolution).

The experimental results on SYNDATA are shown in Table 4. The first element in the weight vector represents the weight assigned to the first level, the second element the weight assigned to the second level, and so on (e.g., with a weight vector [1 0 0 0 0], only the first level is involved in distance calculations). Accuracy is defined based on Eq. (3). The experimental results clearly demonstrate the effect of using a multiresolution approach: the combination of multiple resolutions dramatically improves the matching accuracy over the single resolution approach.

### 4.2.3 Experiments on CAMMOUSE

We performed similar experiments as with SYNDATA dataset. The experiment parameters and results are shown in Table 5 and 6 respectively.

### 4.2.4 Comparison with other methods

In order to compare the efficiency and accuracy of MVQ in similarity searches we considered alternative methods including the Discrete Fourier Transform (DFT), plain Euclidean, Dynamic Time Warping (DTW) and Symbolic Aggregate approXimation (SAX) [23]. For evaluation and comparison, every time series in the dataset is taken as a query, and the precision and recall pairs corresponding to the top 1, 2, 3, ..., \( k \) retrieved time series are calculated. Then the average value of precision and recall is computed for the whole dataset. The actual value for \( k \) is different for different methods.

For DFT, SAX and MVQ, some parameters need to be set up for the experiments. For DFT, we take the first 16 non-zero coefficients; for SAX the number of segments is set to 15 (SYNDATA) or 16 (CAMMOUSE) and the codebook size is set to 16. For MVQ we take the same codebook sizes as in previous subsection for the 5 resolution levels and use [1 1 1 1 1] as the weight vector.

Figure 5 shows the precision-recall performance on SYNDATA and CAMMOUSE. Notice that for a fixed recall ratio, the fewer time series are retrieved the better, and subsequently the higher the precision is. For both
datasets the precision decreases quickly with Plain Euclidean, DFT, SAX and DTW, while the precision with MVQ stays at a high level. MVQ achieves the best performance on these datasets. When the time series are short (as in the case of SYNDATA) MVQ’s need for more space due to the multiple codebooks is noticeable. However, MVQ is the best distance function and provides the best accuracy. An interesting observation is that in most cases, even with only one layer, our distance measure can provide comparable or even better results than the other methods. Later in the experiments, we restrict the space requirements of MVQ so that they are comparable to those of the other methods.

4.3 Clustering experiments

4.3.1 Experiment design.

For time series clustering, we conducted experiments on both synthetic and real datasets. The PAM (Partitioning Around Medoids) clustering algorithm was used to cluster the original time-series in every dataset. However, different approaches applied for distance calculation resulted in different distance matrices for the time series, and subsequently in different clustering results.

In order to evaluate the clustering accuracy and quality of our approach, a cluster similarity metric was used. Given two clusterings, \( G = G_1, G_2, \ldots, G_k \) (the true clusters), and \( A = A_1, A_2, \ldots, A_k \) (clustering result by a certain method), the clustering accuracy is evaluated with the cluster similarity defined as:

\[
\text{Sim}(G, A) = \frac{\sum_{j=1}^{k} \text{Sim}(G_j, A_j)}{k}
\]

where

\[
\text{Sim}(G_j, A_j) = \frac{2 |G_j \cap A_j|}{|G_j| + |A_j|}
\]

This metric was introduced in [11] to evaluate clustering results and was also used in [17]. The metric value ranges between 0 and 1, and it takes the maximal, i.e. 1, when the clustering result is perfect. For each dataset, we used the same experiment parameters as in Section 4.1. Considering the stochastic nature of the PAM algorithm, given a set of parameters, each experiment was repeated 10 times, and the average result is reported here. For the purpose of comparison, clustering results with other methods are also provided.

4.3.2 Experiments on SYNDATA dataset.

Taking the same parameters as shown in Table 3, clustering experiments were performed on the SYNDATA dataset. The experimental results are listed in Table 7. Clustering performance of other methods is also reported.

It is clear that for this dataset, we cannot achieve satisfying performance using the Euclidean Distance as the distance metric, while the suggested method is very promising. The performance achieved by several single resolution levels of the VQ approximation is better than that of the Naïve method (Euclidean on the original time series) and comparable or better to that of the other

![Figure 5. Precision-recall for different methods (a) on SYNDATA (b) on CAMMOUSE](image)

![Figure 6. Processing time and scalability](image)
methods. By combining different resolution levels, the clustering result is further improved.

For completeness we compared a multiresolution implementation of SAX to MVQ. We used 5 resolution levels with the number of segments as 2, 3, 6, 30 and 60 respectively. The accuracies of SAX with different resolutions vary between 0.54 and 0.65. However, when we tried to combine the distance measurement in all resolution levels, the accuracy was 0.64. Since SAX encodes already the order of segments in the original time series, the use of multiresolution levels does not improve the accuracy of the representation and its performance.

### 4.4 Summarizing time series

Here, we present results from applying MVQ to summarize time series. We consider the SYNDATA dataset. To help in evaluating the summarization capabilities of the proposed approach, in Figure 7, we present a few typical time series that we manually extracted from each of the six classes.

![Figure 7. Representative time series extracted manually from the SYNDATA dataset.](image)

Table 10 shows how the codewords of the first codebook are used to represent each class at the first level (of resolution). The actual codewords are displayed in Figure 8. The first number in each cell of Table 10 shows how usage of a codeword (row) is distributed across classes (we show percentages). These numbers add up to 100 for each row (codeword). The second number in each cell shows the usage (in percentages) of all codewords for a certain class (column). They add up to 100 for each column. One can make the following observations about the representation of classes at this level (more coarse approximation). For all time series in class 1 (normal) only the 2nd codeword is used and only class 2 (cyclic) time series use the same codeword (rarely though). The 2nd codeword is indeed very representative of the time series in class 1. Time series in class 2 make equal use of codewords 1, 5, and 6 while they rarely use codeword 2. Since class 2 is the cyclic one this makes a lot of sense. One could have a concise representation by just looking
at the codewords and the frequency of their use in different classes. Classes 3 (increasing trend) and 5 (upward shift) make equal use of the 4th codeword although no other classes use this codeword. They both have an increasing trend so this summarizes them very well. Similarly for classes 4 (decreasing trend) and 6 (downward shift) the 3rd codeword is used and no other class is using this codeword. At this first level we cannot discriminate between classes 3 and 5 and classes 4 and 6.

Figure 8. The codewords used to represent time series of the SYNDATA dataset at the first level.

The second level though provides more details into the summarization enabling the discrimination between classes 3 and 5 and classes 4 and 6. Table 11 shows how the codewords of the second codebook are used to represent each class at the second level. The actual codewords are displayed in Figure 9. Please note that not very useful for summarization of this particular dataset since most of the useful summarization information is extracted from the first two levels. These results demonstrate the ability of MVQ to provide a summarization of time series datasets. This is possible due to the symbolic and multiresolution nature of the representation.

5. Discussion

The MVQ approach that we proposed for representing time series data in order to make their analysis more efficient is a natural extension of the piecewise constant approximation schemes proposed earlier. By applying Vector Quantization to extract high-level features of the data and by involving a multiresolution approach we were able to identify a “vocabulary” of subsequences of various lengths and improve performance and efficiency in time series similarity retrieval. We were especially successful in domains where we could not achieve good results using the Euclidean distance as the similarity metric. In addition, the new representation is very useful in summarizing time series by providing typical patterns observed at different resolutions.

We presented the main idea of an approach to represent time series along with a new distance function that is better than previous distance functions and in addition it is fast to compute. Obviously, there are a lot of variations of this approach including use of sliding windows, non-rigid borders for subsequences, use of different rules for assigning weights to different resolutions, etc. These are directions in which this work can be extended. Another interesting problem is related to the size of the codebook. When we generate the codebooks for different resolutions, the size of each codebook affects the performance of encoding. The more codewords at a given resolution, the better the approximation but the efficiency of the method decreases.
Future studies include looking into these tradeoffs in more detail.

6. Conclusions

In this paper we introduced a new symbolic representation of time series, MVQ, along with a new distance function that is better than major competitors. By partitioning a sequence into equal-length segments and using vector quantization to represent each sequence by appearance frequencies of key subsequences, MVQ provides a more meaningful similarity metric for many domains, besides the improvement in efficiency because of the dimensionality reduction especially in the case of long sequences. Moreover, using a multiresolution approach, MVQ can record both local and global information of time series, which further improves the robustness in calculating similarity, requiring little more calculation than a single resolution approach.

The experimental evaluation of the proposed method showed that it outperforms current state-of-the-art methods in clustering and similarity searches. This is due to the following: (a) it exploits prior knowledge about the data, (b) it takes multiple resolutions into account and (c) it partially ignores the ordering of the ‘codewords’ within the time sequence due to the histogram model that it uses.

The proposed representation is symbolic potentially allowing the application of text-based retrieval techniques into the similarity analysis of time series. Moreover, due to the symbolic and multiresolution representation the proposed approach is excellent in summarizing time series by providing typical patterns observed at different resolutions. The proposed transformation on time series is very fast to process long time series, since the length of new representation is only related to the size of the codebook. The parameters of our method are easy to determine. In particular, a general conclusion from our experiments is that lacking any prior knowledge equal weights to all resolution levels works well most of the time. While the experimental results presented here mainly focus on similarity analysis, clustering, and summarization, our approach can also be easily adjusted to other applications, such as frequent pattern retrieval (i.e., motif discovery), association rule mining, and other data mining applications.
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Appendix
A. Time series codeword representation – Other models of similarity

In VQ-based image retrieval [33], two other models that have been proposed are the Boolean Model (BM) and the Vector Model (VM). The Histogram Model we adopted in our methodology can be considered as special case of VM. For completeness we present these models in the context of time series analysis below:

- **Boolean model (BM):** computes the similarity of the Boolean models of the codeword representation of two time series using the following formula:

  \[ S_{\text{BM}}(q,t) = n_1 + n_0 \]

  where \( n_1 \) is the number of identical indices and \( n_0 \) is the number of indices of the code words that do not exist in both of the representations, while \( w_{11} \) and \( w_{00} \) are the weights assigned to these frequencies.

- **Vector Model (VM):** computes the similarity between the frequency-based representations of two time series using the following formula:

  \[ S_{\text{VM}}(q,t) = \frac{\sum f_i * f_{i,t}}{\sqrt{\sum f_i^2} \cdot \sqrt{\sum f_{i,t}^2}} \]

  In the above formula, \( f_{i,t} \) denotes the frequency of codeword \( i \) in time series \( t \).

B. Preprocessing cost: Codebook generation

In MVQ a codebook needs to be generated for each of the multiresolution levels using training data before the encoding can be performed. Let \( i \) be the number of iterations in the training process where \( i \) depends on the predefined threshold of the fractional drop of the distortion. During each iteration, every training vector is compared to every codeword. Since the size of the codebook is \( s \), and totally there are \( N*w \) training vectors (\( N \) is the number of time series in the training set and \( w \) is the number of fragments at the highest resolution of a time series), and \( c \) the number of resolution levels, the time complexity of preprocessing of a single level is: 

\[ T(\text{training}) = O(c * N * w * s * *) \]

This time complexity is not so prohibitive since training is done once during preprocessing and as we showed earlier the size of the codebook needs not be large to achieve very good approximation using MVQ. In the case that the data is modified over time there is no additional overhead if the distributions remain the same. In the case of a decreased codebook quality an incremental update of the codewords need to be considered.