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The concept of a Rotary Access, Parallel Implementing, Digital bus (RAPIDbus) was first proposed as an ECL machine by Zoccoli and Sanderson [1]. Bracho [2] suggested the creation of a TTL machine making use of a time-multiplexed Versabus convention. The adaptation of the Versabus convention as the host interface makes available a wide variety of commercial processors, memory systems, and peripheral processors.

This specification defines an architecture and realization of a RAPIDbus system based on a series of virtual Versabuses. Motorola has described the Versabus architecture [3] in a rigorously defined specification. Thus it is the primary intent of this document to describe the RAPIDbus as an interconnect system for a series of host ports obeying the Versabus convention. Beyond assuming the Versabus convention at the host ports, characteristics of the Versabus hosts such as the presence of a processor and memory mapped to the host port must be known in the configuration of the interface card. Thus tremendous flexibility is made available in the actual processors and resources that RAPIDbus supports.

Prospective users of the RAPIDbus prototype system at Carnegie-Mellon will find sections of this document to be relevant in evaluating the suitability and formulating use of the machine for their applications. Those interested in exploring the different interconnection schemes available for multiple pairings of processors and system resources may find the time-multiplexed switching used here to be relevant to the realization of other architectures.

Two companion reports are in preparation. The first describes an implementation of the RAPIDbus architecture in Advanced Shottky logic, supporting four 8 MHz processors. The Shottky report includes circuit diagrams and a detailed discussion of one possible implementation schema. A performance analysis of the Advanced Shottky implementation and its impact on a higher performance ECL logic version of the RAPIDbus architecture is briefly proposed in the second report. Initial review suggests the ECL version, based on TTL/ECL gate arrays, would be capable of supporting eight processors running at clock speeds approaching 16 MHz. This second version may also allow interfacing Multibus cards at the host interface level along with Versabus hosts.

Credit for this project is due to a great many people who have contributed heavily. Dr. Arthur Sanderson and Mario Zoccoli first proposed a time-multiplexed backplane. Rafael Bracho suggested the use of a Versabus interface to the host and the use of Advanced Shottky as an implementation technology. Dario Giuse heavily supported the graphics and computer aided design system (Drawing Package) [4]. Construction support for the advanced Shottky implementation is being provided by the Computer Science Engineering Laboratory at Carnegie-Mellon University, and Dave Coleman. This research was made possible in part by a grant from the National Science Foundation number ECS-7923893.
1. Overview of RAPIDbus Specification

1.1 What is RAPIDbus?

RAPIDbus is a multiprocessor architecture aimed at effectively supporting signal processing, task integration, display, and control algorithms in a real time research environment. Such applications are characterized by a high bandwidth of interprocessor communications. As the size of a system increases, the bandwidth available to connect processors and memory can become a system bottleneck, reducing the rate at which additional system resources increase system throughput. For a multiprocessor system with several processors and a variety of system resources, the interconnection scheme can be an important parameter in determining the efficiency with which multiple processors communicate.

Many current minicomputer systems make use of a common bus architecture such as the Multibus, Qbus, and Versabus protocols. Most common bus multiprocessor architectures resolve bus contention by assigning the bus to one processor-memory pair for the duration of the memory access cycle. Other processors needing the bus are required to wait until the existing request is serviced before obtaining bus mastership. Bus intensive applications can be subjected to a heavy performance penalty due to bus contention.

Both crossbar switching and multiport memory configurations reduce contention, but at an increase in the complexity level and a decrease in the expandability. Crossbar switching dedicates a switch for each signal line and each combination of processor and memory. Systems such as Crmmp have shown that up to sixteen processors and sixteen memory arrays can be connected reliably in this way, but the hardware cost and complexity is non-trivial, increasing by the fourth power as new processors are added [5], [6].

Multiporting provides several ports to one array of memory, depending on logic internal to the multiport memory to arbitrate between requests, making their service seem simultaneous. A unique link between each
processor-memory pairing is required, leading to considerable interconnect complexity, and a lack of easy expandability. The DEC MA-780, connecting up to four VAX 780's together is one example of a successfully executed multiport memory system [7].

RAPIDbus attempts to remove common bus contention by time-multiplexing the common bus, achieving
the flexibility for multiple paths of the crossbar switch at a potential reduction in the hardware complexity. A set of high speed drivers and latches attached to each RAPIDbus interface port provide a set of virtual buses, one for each processor. A time-multiplexed bus structure implements an increasing number of concurrent paths not by increasing the size of the switching mechanism, but by increasing the speed at which the latches and drivers multiplex, permitting more time slots per processor clock cycle.

Figure 1-5: A time multiplexed common bus structure allows multiple simultaneous random paths with a switching circuit that grows in switch bandwidth and not $N^4$ switch complexity as does a crossbar switch.
The RAPIDbus architecture assigns a time-periodic window on the bus to each processor, designated by a window address. Every time its window cycles around, each master interface card has the opportunity to drive the physical RAPIDbus backplane. Comparators and latches on each of the slaves scan the address and control lines, waiting to latch in a reference to their resources. When a slave interface recognizes a reference, it is presented to the slave host, often a memory card. On subsequent occurrences of the master's window, the slave's response is driven onto the RAPIDbus by the slave interface card and latched in by the master interface card initiating the request, terminating with the successful transmission of a single data word or a transfer abort.

As defined in this specification, RAPIDbus provides a set of virtual buses for Versabus convention host cards, memory management, multicast capability, and interrupt handling. The interface serves to synchronize and time-multiplex the asynchronous Versabus protocol. A variety of software configurations are possible, simulating different interconnection schemes for research evaluation. Memory management is provided by the RAPIDbus interface as an option for Versabus processor cards without memory management. A multicast capability allows one processor at a time to send data words into multiple system memory locations through previously prepared multicast address registers on each receiving card. Interrupt handling capability allows any processor to be interrupted and an interrupt vector to be requested explaining the reason for the interrupt on the interrupt handler's virtual bus.

Some Versabus hosts with processors share the same card and Versabus port with memory that is mapped onto the system bus. Arbitration must occur so that a given host resembles either a "processor" or a "memory" for a single data transfer cycle. Thus when the memory on a processor card is being accessed, the processor does not have access to its virtual bus and must wait until the memory access is completed. This conflict is a result of the sharing of a Versabus port by both system memory and a processor. In certain applications separate processors and system memory cards may increase system throughput.

Commercially implemented examples of the bus window structure include the ITT 1240 digital switch for telephone switching [8], [9] and the Digital Equipment Corporation bus window adapter for the PDP-11 [10]. The ITT digital switch is intended to link between up to 100,000 lines using a hierarchical structure. Sixty lines are controlled by a dedicated microprocessor which supports ringing, supervision, and digital encoding for each line. Each microprocessor communicates through a terminal interface across one or more switching planes to complete the required path between lines. The switching planes are each implemented using a bus window circuit similar to that employed by RAPIDbus. The digital switch supports lower bandwidth links than that intended for RAPIDbus, however a larger number of bus masters are accommodated as a result. The DEC UNIBUS window adapter, the DA11-F, was marketed by DEC in the early 70's as an option for the PDP-11 to link two processors. It allowed a window of up to 32k words to be mapped from the address space of one processor to that of another processor. It appeared as a master on the target UNIBUS and a slave on the originating UNIBUS. A series of DA11-F adapters allowed communication among several processors [10]. The UNIBUS window adapter differs from RAPIDbus primarily in that the RAPIDbus interface goes between host and bus, the DA11-F linked among pairs of buses.

As a research project it is hoped that RAPIDbus will expand our understanding of processor-memory interconnection dynamics. As a research tool RAPIDbus offers an interesting support medium for high bandwidth interprocessor communication applications in robotics and signal processing applications.
1.2 System Elements

The RAPIDbus architecture allows considerable flexibility in the modules that are chosen to form a system, such as that illustrated in figure 1-6. A minimal system has at least two processors, two memory sections, interface cards to support the processors and memory, a master clock controller card, and a backplane. A system may have up to eight processors, depending on the implementation, an equal number of peripherals, and RAPIDbus interface cards for all processors and peripherals. The advantages of the RAPIDbus virtual buses are increasingly evident in terms of reduced common bus contention up to the implementation limit on the number of processors.

Versabus processor/memory hosts contain a processor capable of executing an instruction stream and a memory space which is accessible from the Versabus port. These cards can act as both masters, originating memory references, and as slaves, acting as the target of memory references by other processors. The use of the Versabus convention for the parallel port between the processor and the rest of the system restricts the card to act as either a master or a slave to the rest of the RAPIDbus while a single data transfer operation is in progress. Processor/memory cards may support a local parallel I/O bus.

Versabus processor-only hosts incorporate a master capability. They must take data in and output data using processor read and write operations. Like the processor/memory cards, the processor-only cards may support a local I/O bus.

A memory or I/O host can only function as a slave, completing data transfer operations that were initiated by a system master. This class of host may include memory cards, display cards, or controllers for off-line storage.

The interface cards are created in a mother-daughter board configuration, acting as adapters between the asynchronous, low speed Versabus port, where the master/slave host is connected, and the time-multiplexed, high speed RAPIDbus backplane at the RAPIDbus port. Each processor/memory, processor only, or memory only host requires an interface card.

The master clock controller card generates the window addresses, host clocks, and master latch clock. It also acts as the interface with the front panel for utility lines such as the reset and system test lines. Unlike the processor/memory, processor only, and memory only cards, which can have multiple occurrences in a system, the master clock controller only occurs once per system. It is plugged directly into the RAPIDbus backplane in a specially prepared slot.

The interface cards and the master clock controller card plug directly into a backplane, supplying the physical RAPIDbus signal interconnect paths, power, and optionally I/O connections to the outside world. The enclosure is high enough to enclose the host/interface card pairs, supplies implementation dependent cooling, and a proper electro-magnetic environment.

A front panel processor takes the variety of serial lines coming from the processor/memory and processor only cards and channels them into a single terminal connection, and a single connection to communicate with an external computer or computer network. This front end processor supplies a user interface, providing serial line multiplexing and an operator/machine interface.
Considerable flexibility is thus provided to support a variety of high speed signal processing tasks. The system hosts can be selected to fit the required application requirements with minimal configuration changes of the accompanying interface. The front panel processor provides a filtration of user messages from each of the system processors, and serves to route messages from the operator to the appropriate processors.

Figure 1-6: A Rapidbus system is composed of many independent elements.
2. Summary of Versabus Specifications

2.1 Why the Versabus?

The RAPIDbus architecture is intended to explore the capability of a time-multiplexed common bus to support complex multiprocessor applications. The adaptation of an established convention to connect processors and memory allows concentration of effort to fall on the time-multiplexed bus design. Choosing a processor and memory bus convention which supports multiprocessor interaction without the RAPIDbus interface simplifies the task of evaluating the improvement in system throughput due to the time-multiplexing and other support functions provided by the RAPIDbus architecture. Potential applications such as machine vision require the manipulation of several data objects of half a megabyte or more, leading to a need for at least several megabytes of virtual address space. The anticipated multiprocessor system should support high speed data transfers between modules that may vary in their time to complete a transfer, leading to a need for an asynchronous system. Reliability requirements in a large system point to a need for at least board level fault localization. These considerations led Bracho to propose the use of Motorola's Versabus as the host interface protocol for a RAPIDbus architecture [2]. Motorola has developed Versabus with many of the system constraints that are required to support the RAPIDbus architecture.

The Versabus is a common bus architecture which supports multiple processors through a system of bus arbitration where one processor is granted the use of the bus at a time [3]. The protocol is asynchronous, accommodating a variety of bus responses. A large data path (up to 32 bits) and address space (up to 32 bits) accommodate considerable capability. Malfunction control helps to localize system failures to the board level. Relatively large cards provide considerable complexity on each host. Versabus offers a direct memory access capability which became the basis for the RAPIDbus multicasting. An additional bonus in the research environment is the clear differentiation between user and supervisor that accompanies each data transfer. Such differentiation allows some protection of the system from errant application code.

The choice of the Versabus host convention is not without drawbacks. The ability to dual port memory to both the Versabus port and an on-board processor led to the possibility of a deadlock in which two processor cards were each trying to access the memory on the other's card simultaneously. Since each processor then occupies its own virtual bus, the two processors can present their memory requests on their respective buses simultaneously, but be prevented from completing the link through the other processor's Versabus port to the target memory by the second processor's pending request. Thus simultaneous requests for each other's local memory could result in both processors taking a timeout and trapping to a costly bus error routine.

Several solutions exist for this deadlock situation. One could provide separate Versabus ports for processor and processor memory while maintaining a local interconnect. Alternately, the processor hosts could be modified so as to remove their data transfer requests from the Versabus port while the on-board memory was accessed by another master, later completing the aborted transfer. The architects of C.mmp have explored a similar problem, resolving their deadlock situation by going from a circuit switching interconnect, where at one time a path exists from processor to slave, to a packet switching system where the data request is stored in intermediate buffers and does not own the whole virtual link at the same time [5]. Since such host requirements would not be required on a common bus architecture, requiring these features on our host would remove virtually all established common bus from consideration.
Two solutions are proposed to circumvent the problem within the Versabus convention. Routing all communication between processors through an intermediate memory card removes the possibility of deadlock, although it does increase the data transfer time by the difference between a local and a RAPIDbus access. To decrease the possibility of trapping to a bus error routine as a result of a timeout, an additional line had to be imposed on the Versabus convention which allowed the Versabus port to request that the processor retry the instruction. When this line is asserted low in addition to bus error, the processor terminates the existing data transfer request and then generates a new data transfer. When the processor on the host card is a 68000 architecture, connection to the HALT pin accomplishes this function. Thus the interface can be set to timeout before the host does, causing the instruction to be retried after a delay unique to each interface. The interface should optionally limit the number of retries that occur before trapping to a bus error routine. Unfortunately a read-modify-write cannot be retried, and with the 68000 architecture a retry request for a r-m-w instruction leads to a bus error trap. Thus the RAPIDbus architecture can be implemented within the Versabus framework if all semaphore locations used by a read-modify-write instruction are mapped onto memory only hosts.

A less serious problem with the Versabus is its current relative lack of popularity. In contrast to architectures such as S100, Qbus, and Multibus, only a handful of manufacturers are committed to building Versabus cards. This situation is expected to improve, partially as a result of a formalization of Versabus by an IEEE committee. Cards are also commercially available [11] to use Multibus cards on a Versabus system.

Use of the Versabus as a host processor interface thus appears to be an appropriate choice, resulting in limitations that can be dealt with, and allowing concentration of design effort on the bus itself and not on the hosts that will utilize the virtual bus structure. Other experimental multiprocessor architectures have gone the route of heavily modifier processor and memory cards, expending considerable design effort on the system resources [6]. Versabus architecture objectives assure that many of the provisions required by a true multiprocessor will be supported on a Versabus host without custom design effort.

2.2 Versabus Protocol Summary

The Versabus specification was first proposed by Motorola in 1981 and was implemented on several board level products shortly afterward [3], [12], [13]. This section is intended to familiarize the reader with the most salient features of the Versabus specification. For a critical statement of the Versabus architecture the reader is referred to Motorola document M68KVBS and the report of the IEEE subcommittee. Numerous options are provided by the Versabus specification. It is the intent of the RAPIDbus specification to provide proper virtual bus paths to support these options when available at the host level without limiting or compulsory specification.

2.2.1 Data Transfer

The Versabus architecture is based on data transfer operations occurring between a master that initiates a data transfer and a slave that supports the data transfer. Although a Versabus may have several boards capable of becoming the bus master, only one card can support a bus data transfer operation at a time. A master card at the base of the system daisy chains is configured as system master, supplying arbitration of bus mastership between competing masters and generating system resources such as the system clock.
Once a master has gained ownership of the Versabus, making use of the bus arbitration scheme, and after the data acknowledge and bus error signals from the previous cycle have been deasserted, the asynchronous data transfer operation begins. The master places the address and address modifiers on the address lines, and in the case of a write, places the data to be written on the data lines. Then the control lines, address, and data strobes appropriate to the transfer operation are asserted.

A slave recognizes the address and selects the appropriate device. The status of the write line is not examined until after at least one of the data strobes has been asserted. The address is examined (along with the address modifiers) for parity errors if address parity checking is implemented in the particular system. A read causes the addressed location's contents to be placed on the data bus, and the data acknowledge line is asserted. A write operation causes the contents of the data bus, as supplied by the bus master, to be written into the address previously selected. The completion of this storage is signaled by the assertion of data acknowledge. If an address parity or a data parity error is detected, then the board which detected the error pulls the bus error line and traps to a handler routine. A correct transfer will cause the master to respond to the slave's data acknowledge by removing the address strobe, signaling the completion of the data transfer operation. The slave removes data acknowledge and the other lines that it was driving. The master may either return the control of the bus to the bus arbiter, releasing the lines that it was driving, or proceed with a data transfer as it chooses (and is directed by the arbiter).

If no memory location responds to the address placed on the bus then the master can be configured to timeout and generate a bus error. Different length data transfers can be accomplished. Bytes can be transferred by using the lower data strobe (LDS*) or the upper data strobe (UDS*). Words can be transferred by using both of the data strobes. In a system that supports the full 32-bit data path, the longword signal line can be driven to indicate that a longword cycle or four bytes are being transferred.

2.2.2 Bus Arbitration

In order to support several potential bus masters on a single common bus, an arbitration system must take requests from one or more masters desiring to use the bus and designate a unique master for each data transfer cycle via the bus grant lines. The arbitration function is invested in the system controller in the Versabus system. This system controller is always located at the lowest slot number occupied in the Versabus system, at the head of the daisy chains.

The arbiter on the system controller monitors the five prioritized open collector request lines (BR4 through BR0 where BR4 is the highest priority). It can convey bus grant authorizations along five bus grant daisy chains that begin at backplane slot #1 and chain through to the end of the backplane (BG4IN through BG0IN, and BG4OUT through BG0OUT). A master who has received authorization to use the bus must drive the bus busy line to indicate that the bus is in use. The bus clear line is used by the arbiter to inform the current bus master that a higher priority request is pending and that the master should release the bus as soon as possible. The bus release line is the highest priority request for use of the bus, driven by the emergency requester in the event of a power failure. The bus release line takes precedence over even priority 4 requests in order to execute an orderly shutdown in the event of a power failure.

If the bus is not in use when a request for use of the bus appears at the arbiter, then the arbiter sends a bus grant down the bus grant daisy chain at the level requested. The grant is not passed along to the next card in
the sequence until the receiving card has verified that it does not have a bus request pending at this level. When the first of what may be several cards that have requested the bus at this level is reached, the receiving card terminates the daisy chain and drives bus busy to indicate that the Versabus is in use. Depending on the requester options that are in force on the current master, the master may release the bus at the end of a single data transfer, at the end of a block move, or wait until the bus clear or bus release line indicates that the master should release the bus.

If multiple priority level requests are received at the same time at the arbiter, the bus grant signal is sent down the daisy chain of the highest priority requester. If a request is received at a higher priority after the grant has been issued, then the bus clear signal is generated by the arbiter. Lower priority signals are ignored until the current bus master releases the bus and no higher level interrupts are pending.

2.2.3 Interrupt Handling

The priority interrupt system in the Versabus convention is composed of cards that can generate Versabus interrupts at one of seven levels and processor cards that service these interrupts. Bus interrupts are generally distinct from interrupts that are generated on-board a host card and serviced by the processor or other handler on the same card. Versabus interrupts are a way of getting the attention of processors and requesting that they respond in a timely fashion to the needs of the interrupter.

The seven priority levels of interrupts can be divided among one or more interrupt handlers such that each handler services a continuous range of interrupt levels. In a seven processor system each processor might service a distinct interrupt level. In a system with as few as two processors, one processor may handle all of the interrupts (although this may not be the most efficient assignment of interrupt handlers). The prioritization of interrupt levels only occurs when more than one interrupt is generated to a handler simultaneously; then the highest level interrupt is serviced first.

With as few as one interrupt level assigned to an interrupt handler, little information can be conveyed about the action needed from the interrupt handler. Thus the interrupter must provide an interrupt vector, on the interrupt handler's request, indicating the action that the interrupt handler should take in the service routine.

In response to an interrupt, the interrupt handler must request Versabus mastership from the arbiter as previously described. When mastership is granted the handler places the level of the interrupt being generated on the lowest three address lines, leaving the others high. The handler drives the address modifier lines with a code that indicates that an interrupt handler cycle is in progress. These are followed by the assertion of interrupt acknowledge out (ACKOUT) by the interrupt handler along the interrupt acknowledge daisy chain. Each interface card in turn passes the acknowledge along to the next interface unless it has generated an interrupt at the level that is being handled.

When an interface card that has generated the level interrupt being handled receives the interrupt acknowledge then it refrains from passing the acknowledge along to the next interface card. Receipt of the interrupt acknowledge at the level at which the interrupter generated the interrupt causes the interrupter to place an interrupt vector on the lower 8 data lines of the bus and drive data acknowledge low. The vector is left on the data lines until address strobe is revoked by the handler, terminating the interrupt handler.
cycle. The returned vector points into an entry on the interrupt vector handler table in the lowest 256 locations in the interrupt handler's memory space. The location in the interrupt vector table directs the handler to a routine which will service the interrupter appropriately.

### 2.3 Versabus System Modifications

Use of the Versabus architecture in a RAPIDbus system forces five modifications, two to the hosts, and three to the backplane.

In order to minimize the time required for a data transfer operation the phase of the clock used by the host can be optimized such that with high probability the data transfer request and required control signals will arrive at the driver section just before the master's window is to be sent. This requires that the host be capable of or modified to run on the system clock, where the system clock runs at the processor clock speed instead of the 16 MHz clock specified in the Versabus specification and is shifted in phase as indicated by the interface window address.

A retry line was added to the Versabus port at P2: 100. When this line is asserted low prior to and remaining after the assertion of bus error, then the current data transfer is aborted (address strobe goes high), and the transfer is retried. The retry line must be asserted for at least a processor clock cycle after bus error has been removed. In the 68000 architecture this function is accomplished by tying the retry line on the Versabus fingers of the host card to the open collector halt line on the processor. Other processors will generally require other procedures to implement retry.

The Versabus backplane, when adapted for use by RAPIDbus must be modified so that the ACKOUT of the highest number card ("lowest priority" in the Versabus system) is tied to the ACKIN of the lowest number card, creating a circular interrupt acknowledge daisy chain.

Cabling must be added to the standard Versabus backplane to accommodate a star fanout of the clock lines from the master clock controller card to each of the interface cards. Connections must also be made to the RS232 serial port connections on the outside of the machine.
3. RAPIDbus Data Transfer Protocols

3.1 The Window Structure

A primary goal of the RAPIDbus architecture is to take advantage of the differential between the bandwidth required by a processor to run a data transfer operation across the system bus to another Versabus resource, and the total bandwidth capable of propagating down the system backplane. By time-multiplexing the backplane each Versabus port capable of initiating a data transfer (master) is assigned a virtual bus. Each master appears to have an unoccupied link from the RAPIDbus port on its interface card to the RAPIDbus port on all other system resource cards. Versabus master hosts which share the host card with memory mapped into the system address space may have to arbitrate use of their Versabus port and local Ibus with other masters accessing the master's memory. The outgoing master may also have to contend with other system masters for use of the Versabus port and Ibus belonging to system resources.

The virtual buses connecting the RAPIDbus port on each interface card are implemented using bus windows; time slots on the RAPIDbus allocated to a particular RAPIDbus interface card which supports a master Versabus host. Each interface which supports a master is sequentially given a window during which the master interface may send a data transfer request to one or more slaves, and/or receive a response from an already activated slave. At least two windows are required to complete a data transfer, and often many more. It is the responsibility of the RAPIDbus port to interface between the time-multiplexed RAPIDbus windows that are pertinent to the task that the given interface is engaged in and the time-static Ibus that is seen by the Versabus port.

The number of master Versabus hosts that can be allocated virtual buses, with the accompanying assigned window is dependent on the bandwidth which each master demands and the minimum window duration that the implementation can support. In order to increase the number of virtual buses that are available to the system, the virtual link can be updated on every other host clock cycle with minimal performance degradation in processors such as the 68000, as is done in this architecture.

As a result of the overhead inherent in supporting multiple processors, for many of the applications that RAPIDbus is targeted, higher system throughput can be achieved by choosing a microprocessor with the maximal processor throughput, accommodating fewer processors into the system as a result. An alternate approach supporting more numerous, slower processors on a bus with an increased access time is ZMOB. ZMOB, at the University Maryland, supports 256 Z80 processors on a conveyor-belt like bus, trading slower access for brute size [14].

The discussion of the window address system within the-support systems section proposes that implementations which are most appropriate for the 68000 architecture will allow either four or eight processors. Assuming the same processor clock speed in both cases, the eight processor version assumes that the RAPIDbus interfaces and the backplane will deliver twice the usable bandwidth of the four processor version. The timing of the processor clocks with respect to the virtual bus windows is illustrated in figure 3-1 where the shaded area indicates the time at which the master and slave RAPIDbus ports onto the Ibus are physically linked.

A variety of signal lines are required to implement data transfer operations, some of which are time-
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Figure 3-1: The virtual bus system is implemented using bus windows to link several masters and several slaves simultaneously.

3.2 Functional Modules

Each RAPIDbus interface card is composed of a series of functional blocks. This compartmentalization of function is intended to improve the readability of a design, simplify debugging, and identify functions that lend themselves to packaging integration. The interface is composed of a window handler, drivers, latches, an address translation unit, a multicast address generator, a parity check section, a chip select section, a timing generator, an interrupt control section, and an interface controller. The Ibus links the Versabus port on the top of each interface card with the RAPIDbus port at the bottom. It comprises the address translation section,
the drivers, and the latches. The Versabus port, the RAPIDbus port, the multicast address generators, the parity section, and the chip select section drive or monitor the Ibus. The modules that compose the RAPIDbus interface card are illustrated in figure 3-2.

**Figure 3-2:** Each RAPIDbus interface card is composed of multiple modules, centered around the Ibus.
The heart of the time multiplexing of the bus is the **window handler**. The window handler performs three functions. First it scans for either the interface home window address or the window address of a master for which this interface is serving as a slave, as determined by the owner of the Ibus. Through the control register the interface can be configured so as to recognize only one window address for slave accesses. The proper phase of the interface host clock is selected by the window handler and supplied to the host so as to maximize the probability that the host will make a bus request which will reach the drivers just before the master window on the RAPIDbus appears. Each interface port off the RAPIDbus backplane is given a unique interface window identification. This unique identification provides the window address of the interface when acting as a master, creates a unique timeout interval for each interface to reduce deadlock, and for the case of an interface serving only a slave host, it uniquely maps the interface control page of the slave interface into the RAPIDbus physical address space.

The **driver** section is used to gate the physical address lines, strobes, parity, write, bus error, retry, data acknowledge, and address modifier lines onto the RAPIDbus during a window as directed by the control sequencer. When the control sequencer does not indicate that this interface is to drive a given backplane line in the current window, the lines are to be deasserted. Line drive is to commence as soon as the appropriate window is recognized and last until the next window is recognized.

The **latch** section holds data at two levels. The first latches all time-multiplexed RAPIDbus lines at the end of every RAPIDbus cycle. During the following RAPIDbus cycle, these latched lines are examined for a slave reference to this interface card. If the Ibus is not being requested or in use, and a slave reference to this interface is detected, then the contents of the first level latch are held by the second level latch. The latch also holds the bus window if the Ibus is already allocated to the virtual bus currently sending the bus window at the first level latch. Under the direction of the control section, lines can be selectively gated onto the Ibus according the current Ibus master.

Data transfer exchanges must always be initiated by a master, and each master interface may optionally have a **address translation unit** positioned between the host processor and the RAPIDbus drivers. The function of the address translation unit is to map A8 - A23 to physical addresses PA8 - PA23. In any interface that incorporates a address translation process unit, the translation must be capable of being circumvented by clearing bit three in the control register so as to map the Versabus address directly to the RAPIDbus drivers. The address and data strobes must be delayed until the physical address is valid and rescinded when the physical address is no longer valid. The lower seven address lines, A1 - A7 are supplied directly to the driver section without translation. Bit zero of the control register switches between primary and secondary memory maps in interfaces that support memory management. Clearing bit zero accesses the primary memory map, setting bit zero directs the following references for translation by the secondary memory map in the memory management unit.

The **multicast address generator** is required for all interface cards that must function as a slave during a multicast data transfer cycle. The master desiring to multicast must set the multicast request bit in his control register, asking the processor host's interface to try for ownership of the multicast capability. Bit twelve of the interface control register is asserted low by the interface to indicate that the multicast capability has been secured by this interface. Prior to multicast transfers the multicast address generator registers of all interfaces that are to be multicasted into must be loaded with the base address and the number of words that are to be multicasted. For interface cards which support master and slave functional hosts, the master occupying the Versabus port must be asked to initialize his multicast address generator since the MAG registers for a master...
interface only appear in that master host's memory map. For slave-only interface hosts, such as a memory card, the MAG registers are mapped into the RAPIDbus physical address space. Following write instructions to the multicast reference address will be multicast to each multicast activated slave card until a slave's word count is exhausted or the master stops writing to the multicast address. Each activated slave depends on its multicast address generator to supply the memory address and maintain the count or words still to be transferred. The MAG address counter is not incremented and the word count not decremented if BRETRY is asserted by any interface being multicast into before the broadcast data acknowledge has gone high.

The parity section generates and checks parity during master and slave data transfer operations. When the interface is acting as a master, the interface parity section generates the physical address parity. If the interface is a master doing a write, then the interface generates the appropriate data parity, if the data transfer is a read, then the incoming data parity is check against that transmitted with the data. If the master is multicasting, then the data parity is generated and sent along with the data. If the interface is acting as a slave handling a memory request or interrupt vector request, then the parity of the address lines is compared with that generated at the slave board. If the slave request is a read then the parity of the data being read is generated and sent along with the data. For a slave being written into, the parity of the incoming data is checked with that generated by the slave interface. During a memory reference or interrupt handler transaction a mismatch in address or data parity causes the slave to send retry back to the master. For a multicast slave reference the parity of the data is generated by the slave and compared with that generated and sent along with the data by the multicasting master. If the multicast data parity and the slave generated parity don't match, then broadcast retry is asserted, rerunning the multicast cycle.

The chip select section serves to direct references by the interface host to the interface control page or RAPIDbus resources. After address translation is completed, the physical address is compared to the control page address. If the master reference is not to the control page, then the reference is directed to the RAPIDbus drivers. If the reference is decoded for the interface control page, then further decoding identifies the reference as a multicast, multicast control, interface control register, or memory management unit reference, selecting the appropriate device or in the case of the multicast, the interface RAPIDbus multicast server.

The timing generation section controls the timing of the interface state sequencing. This section generates the multicast and regular address strobes when the respective address lines are ready for the RAPIDbus drivers, and generates decode enables and DTACK for the interface mapped resources.

The interrupt control section supports interrupt generation and interrupt handler vector requesting. This section presents to the Versabus port on the interface only those interrupts that the interface host is strapped to uniquely handle. At one of these levels the interface MMU, if present, is strapped to interrupt. The interface host is able to generate any one of the seven levels of RAPIDbus interrupts. The interrupt level being generated by the host is binary encoded so that the latch section can recognize the level of interrupt being generated by this interface and latch in the interrupt handler request for a vector which will in turn identify the reason for the interrupt to the interrupt handler. The interrupt controller also recognizes when the interface host is acting as an interrupt handler, blocking the interrupt handler request from driving the RAPIDbus until the interface that would like to act as an interrupt handler is driving the interrupt block line. After the interrupt block line is being driven by this interface, the acknowledge out for the interrupt daisy chain is delayed by a clock cycle and then supplied to the interrupt acknowledge daisy chain. If the interrupt acknowledge input is received by an interface and an interrupt handler bus sequence has not been received at
the level generated by this interface, then the interrupt acknowledge output is driven low. If the interrupt acknowledge input is received along the daisy chain and the interrupt handler request has been received, then the interface host has its Versabus ACKIN driven low. The interrupt control section is also responsible for monitoring the RAPIDbus reset line and driving the interface and host reset lines low if the RAPIDbus reset line is asserted.

The control section knits together the other function blocks and controls the logical state of the interface. The ownership of the Ibus is decided by the control section. The interface host bus error, retry, data acknowledge, and halt is generated by this section. The RAPIDbus timeout timer and retry limit counter are supplied by the control section. The control section contains the control register which allows dynamic configuration of the interface parameters such as the masking address, the address translation path, and the auxiliary memory map. Control signals which gate the drivers onto the RAPIDbus, RAPIDbus signals from the first to second latch levels, and the output enables that gate the second level latch onto the Ibus are controlled here.

3.3 Reading and Writing on the Bus

Read and write operations are the primary transfer operations for inputting or outputting data for further processing, storage, or display. Both operations are similar in their use of the RAPIDbus virtual bus structure, differing primarily in the directional configuration of the data lines linking master and slave, and in the handling of the data transfer request by the slave memory system.

3.3.1 Read Operations

Read operations are initiated by an instruction fetch or memory reference within an instruction that is executed by a Versabus host processor. The read operation involves the RAPIDbus if the address received by the Versabus controller on the Versabus host card is interpreted by the controller as being within the RAPIDbus address space, or the master's interface control page, or the control page of a RAPIDbus slave. If the Versabus controller on the host card has not already obtained mastership of the RAPIDbus interface card Ibus, then the Versabus controller generates a bus request level one to the interface card. Some Versabus processor cards support a block move option in which bit five of the Versamodule control register is set to initiate a block transfer, holding onto mastership of the interface Ibus until bit five is cleared.

After the Versabus port has gained mastership of the Ibus, and the DTACK, bus error, and retry signals have gone high on the Ibus from previous data transfer operations, then the Versabus port drives the address, address modifier, address strobe, write, longword, and data strobe lines. As soon as the address strobe is asserted low the address translation chapter of the RAPIDbus interface card begins translation of the upper address lines A8 through A23. If bit three of the interface control register is cleared, then the Versabus port virtual address is mapped directly into the RAPIDbus physical address. If bit three of the interface control register is set then the address is translated by the memory management unit. For information on the translation function performed by the memory management unit, see the section on address translation. When the address translation process is completed, the physical address strobe is asserted. The physical data strobes are also enabled for assertion by the Versabus port.
The physical address is then mapped by the select unit, either onto the interface control page to access control page registers, or to the RAPIDbus virtual bus assigned to this processor. If the reference is mapped to the processor's interface control page then the lower bits of address are decoded to select the interface control page device. If at least one of the data strobes have not been asserted by this time, the interface waits until one is asserted. When the first data strobe is asserted by the Versabus port, the write line should still be high, indicating a read operation. The selected control page device then decodes the remaining address bits to select the required internal register. When the control page device has accessed the requisite internal register the contents are gated onto the Ibus data lines as selected by the data strobes and the longword control line. The data acknowledge signal is returned to the processor by the interface control section. The processor responds by latching in the requested data and removing the address strobe. The interface then removes the data acknowledge and releases the data lines. If an interface register had been selected that could not be read then a bus error returns to the processor as place of the data acknowledge, terminating the transfer cycle. If the transfer was part of a block move then the Ibus would remain allocated to the Versabus port (unless requested by a higher priority device, see the chapter on the Ibus). If the Ibus were requested by the read instruction directly, then it would be released by the Versabus port.

A somewhat more complicated chain of events arises when the select unit maps the address to the RAPIDbus address space. The physical address is sent to the driver section, which gates the data transfer request onto the master's virtual bus (implemented via bus windows, see the chapter on the Ibus). The slave which handles the address placed on the virtual bus by the driver section may be occupied when the request first appears, forcing the read request to sit on the virtual bus through several window cycles. As soon as the slave interface becomes available a link is forged between the Versabus port of the master and the Versabus port serving as a slave for the duration of a single data transfer operation. If neither of the data strobes have been asserted the slave must continue to listen to the virtual bus windows until at least one is asserted. If this is a read operation then the write line will still be high. The memory location referenced by the address is then gated onto the data lines of the slave and sent to the slave's interface driver section. The master's virtual bus window is used to return the data along with the data acknowledge line asserted by the slave. The master's interface is monitoring the data lines on its virtual bus and catches the window returning the data, signified by the assertion of data acknowledge. The processor responds by removing the address strobe, causing the slave to drive data acknowledge high and release itself from the master's virtual bus. If a parity error is generated by a mismatch in the address or data lines a retry is generated by the master or slave, terminating the data transfer cycle. The slave can also assert bus error if an error is present in the request which cannot be resolved by rerunning the data transfer cycle. Non-answering memory is handled by timing-out and retrying the master's request.

### 3.3.2 Write

Write operations are executed in a manor similar to read operations. They are initiated by a memory reference within an instruction that is executed by a Versabus host processor. Mapping of the address and requesting of the Versabus port is analogous to that of a read operation.

On gaining mastership of the Ibus, and noting that DTACK, bus error, and retry have been revoked from the previous Ibus data transfer the Versabus drives the address, address modifier, address strobe, write, longwQrd, data strobe, and now the data lines. Address translation is accomplished as before with the exception that a write to a write protected section of memory will result in a bus error to the host processor.
The select unit maps the physical address either to the interface control page or to the RAPIDbus address space, and then waits for either of the data strobes to be asserted. Before either of the data strobes are asserted the write line should have gone low, indicating that a write operation was in progress. If the address references the interface control page then the required device is selected, followed by the addressed register internal to the device. An attempt to write into a non-existent or write protected register will result in a bus error. Assuming the reference is correctly mapped into an interface control page register then the data lines are gated into the selected register and the interface generates a DTACK back to the Versabus port, terminating the data transfer operation as before.

If the write operation is mapped to the interface control page multicasting address then a RAPIDbus data transfer to multiple RAPIDbus memory map locations is initiated, supported by the multicasting address generators on all multicast enabled interface cards. For further details on the multicast mode of data transfer, see the following section on multicasting.

If the select unit maps the address into the RAPIDbus system address space, either to system memory locations or the interface control page of a system slave, then the data transfer request is placed on the virtual bus allocated to this master via the bus drivers on the master’s interface and the latch section on the intended slave. The write operation is executed on the virtual bus similar to the read, except that write is low, causing the master to drive the data lines on the virtual bus. The slave returns the data acknowledge as soon as the storage operation is completed. Parity errors in the data or address will result in a retry request as before. During a write operation the slave drives DTACK, retry, and bus error on the virtual bus.

### 3.4 Multicast Capability

Multicasting is a special kind of a write data transfer in which there are multiple destination addresses with each address on a distinct Versabus host. Unlike a standard write operation in which the address is supplied by the processor doing the writing, the multicast depends on addresses that are generated on the interface cards that support each of the host memory locations. These multicast address generators must be setup by the processor desiring to multicast individually prior to the multicast. Since each interface only has a single multicast address generator, and there is a single multicast data acknowledge line that is shared by all virtual buses, the multicast capability must be allocated to one multicasting processor at a time even though the data transfer is presented on the multicasting processor’s virtual bus. The high setup overhead of a multicast operation suggests that the multicast capability should only be used to transfer large blocks of memory to multiple contiguous memory locations on other cards.

A processor desiring to multicast begins by requesting the system-wide multicast capability. This is accomplished by setting bit 2 of the processor’s interface control register. The interface then samples the multicast block line at the beginning of each master home window. If the multicast block line indicates that the capability is not in use at the beginning of the master’s window, then the interface asserts the line and becomes the new system multicast master. Bit 12 of the processor’s interface control register is set by the interface to indicate when the multicast capability is assigned to the requesting interface. The processor may then begin to setup the multicast base address and word counter on the interface of each of the target interface cards.

The procedure for initializing the base address and word count on each of the destination interface cards is
complicated by the configuration of the prospective slave card. Initialization of the multicasting control registers must be done by a processor operating in the supervisor mode. If a destination memory segment shares the host card with a processor then the destination interface card’s multicast registers are only mapped into the private address space of the processor that shares the card with the destination memory. The processor sharing the host card with the destination memory must be interrupted by the processor desiring to multicast into the card and requested to initialize the multicast address registers as required. The situation is much simpler in the case of a destination memory card that is slave-only, which is to say the destination card does not have a processor on board. These cards map their interface control page onto the RAPIDbus physical address space, and thus the processor desiring to multicast onto the slave card can initialize the registers directly.

Figure 3-3: Several multicast address generators are needed to create the full address range required for a memory access. A single module is shown here. This illustration is adapted from Advanced Micro Devices data sheet on the AMD 2940 [15]

Each multicast address generator, whether mapped onto a private address space or the RAPIDbus address space is composed of several identical components each as pictured in figure 3-3. In a system that supports a
24 bit address range, three such blocks are used, driving A1 through A23 (longword, upper data strobe, and lower data strobe are supplied directly by the multicasting processor during data transfer operations). A 32 bit address range requires four address generating blocks. Both address registers and word count registers can be implemented with either a 24 or 32 bit range. The most significant byte of both registers is thus optional depending on the option implemented. Writing to the top byte of either address or word count registers should not produce an error in any implementation that does not support the extended capability. A read of the top byte in an implementation that does not support the extended range will produce zeros in the top byte. By writing to the address charged with reinitialization, the last contents which were loaded into a section can be resupplied to the address counter and word counter respectively. As long as the word counter is not zero a multicast controller will continue to be "multicast activated". If the physical address region for which the interface host responds is exceeded before the word count expires, then the multicast data acknowledge will not be returned by the slave host that exceeded its range, causing a timeout by the multicasting processor, leading in turn to a retry and eventually a bus error. Any error experienced by a single multicast address generator must cause all multicast address generators in operation not to increment to the next location or a decremented word count.

When the multicasting processor has seen to it that all required multicast address registers and word counters are setup, it is free to multicast until the highest value word count counter is zeroed or until the multicasting master decides to stop multicasting, whichever is sooner. The processor initiates each data multicast cycle by writing to F7001A and/or F7001B depending on the length of the data to be transferred.

The processor's Versabus port can be requested on a transfer by transfer basis if incoming data is expected to system memory on the multicasting processor's card during the transfer. A more efficient method of implementing a multicast operation is to make a block transfer request through the host control register, allocating the multicasting processor's Versabus port to the processor until the port is released. When the multicasting processor has control over the Versabus port and the interface Ibus, the request proceeds similarly to a standard write operation. The memory management unit can be used to translate a processor supplied address into the RAPIDbus multicast address as desired. While in the select section of the multicasting processor's interface the multicast address is trapped. The data, data strobe, parity, and address modifier lines are driven onto the processor's virtual bus as before, but the address lines remain high on the virtual bus. The address strobe is supplemented by a multicast address strobe invoking address generators on each multicast activated card.

Each slave card is constantly monitoring the multicast address strobe line. Interfaces that are not multicast enabled drive the multicast data acknowledge line high. Those that are multicast enabled, without an Ibus owner, and without a pending request for the Ibus latch the virtual bus of the multicasting processor and initiate a request for the Ibus. As soon as the Ibus is requested and allocated to the multicast data transfer the data, address modifier, parity, and strobe lines are gated onto the Ibus. Unlike a normal write operation the address is supplied to the multicast address register on each destination interface. The DTACK, bus error, and retry lines are not driven by each slave back to the processor but rather make use of special open collector multicast control lines. If multicast retry or multicast bus error is asserted during the transfer, then all destination interfaces involved in the multicast freeze their address counters and word counters in preparation for a retry of the instruction or a bus error handler routine. The multicast activated interfaces drive the multicast data acknowledge line high as soon as the interface host has completed the data transfer. When all of the destination interfaces have driven the multicast data acknowledge high because they were not multicast enabled or because they have finished the transfer, then the multicasting processor terminates the data.
The multicast address strobe is revoked, causing each of the multicast activated interfaces to rescind
the multicast data acknowledge, terminating the data transfer. The multicasting processor presents the
multicast address to the processor's interface to initiate another transfer until the highest value word count is
exhausted or the multicasting processor decides to end the multicast process. The multicast capability is then
released by clearing bit 2 of the interface control register.

The multicast capability is a rapid method of transferring large data structures to multiple contiguous
address locations on different host cards simultaneously. Since the ability to alter multicast registers requires
a processor operating in the supervisor mode, it is expected that a utility routine will be invoked to multicast,
making many of the initialization details transparent to the applications program.

3.5 Definition of Signal Lines for Data Transfer

The signal lines used by the RAPIDbus protocol are based on time multiplexed and extended Versabus
signal lines. RAPIDbus signal lines can be broken up into two major groups, those that are time-sliced so that
each processor is the sole owner of them at a given instant in time, and those lines which can be driven and/or
monitored by multiple interfaces simultaneously. Most of the RAPIDbus lines, paralleling the Versabus
convention, are carried active low.

3.5.1 Time-multiplexed Signal Lines

ACKIN* (PI: 95) is the input to this interface card from the next lower valued location on the RAPIDbus
backplane interrupt acknowledge daisy chain. This line indicates that the previous card has passed the
interrupt acknowledge daisy chain on, allowing this interface the option of responding to the interrupt
handler if the interface has generated an interrupt at the same level that is being serviced by the interrupt
handler.

ACKOUT* (PI: 96) is the output of this interface card going to the next higher valued socket location on
the RAPIDbus backplane. This line is driven low if there is no interrupt handler request pending at the
RAPIDbus port and ACKIN* to this interface from the RAPIDbus is driven low. The line is driven high
when INT.RTN* is asserted on the bus Unlike the Versabus convention, ACKOUT* of the highest
numbered location in the system connects with ACKIN* of the lowest numbered location to create a circular
interrupt acknowledge daisy chain.

The address modifier lines* (PI: 59, 60, 63, 83-86, 94) provide additional information about the addressing.
The processor function code is inverted and carried in the least three significant bits of the seven address
modifier lines. This function code creates address spaces for supervisor program, supervisor data, user
program, and user data. The address modifier lines* are driven during windows in parallel with the address
lines, except during a multicast reference, when the address modifier but not address lines are transmitted
along the virtual bus from master to the slaves. An interface may optionally make latching of a memory
request conditional on a particular function code. For further information on address modifier codes, see the
Versabus specification table 2.1.

The APARITY0* line (PI: 33) is always sent along with the address lines on the bus. It provides even
parity for address bits A01*-A23*, LWORD*, and AM0*-AM7*.
The APARITY1* line (P2: 88) is only driven when the extended address lines option is supported, providing even parity for A24*- A31*. When the extended addressing option is supported, then the APARITY1* is always sent along with the address lines on the virtual bus.

The As* line (P1: 30) is used to indicate that a valid address is present in the window for which it is driven. It is acceptable for a valid address to be driven without As* being driven, but it is not acceptable for As* to be driven without a valid address, including address modifiers, and address parity bits as supported.

The low address lines A01*-A23* (P1: 36-58) indicate a specific memory reference which is only to be decoded by one location in the RAPIDbus physical address space unless the extended addressing option is supported in which case the extended address bits increase the memory map size. The address lines are driven onto the RAPIDbus only when the interface master owns the Ibus, is not multicasting, and then only during the interface’s home window.

The extended address lines A24*-A31* (P2: 89-96) are supported as an option to further restrict the addressing. They are driven, assuming the option is supported, when the lower address lines are driven.

The bus error signal, BERR* (P1: 81) indicates that the slave has detected an error during the data transmission cycle which requires the cycle to be aborted without retrying the data transfer cycle.

The DPARITY0* - DPARITY3* lines, (P1: 21, 22, P2: 103, 104), represent the even parity for the data lines D00*-D07*, D08*-D15*, D16*- D23*, D24*-D31* respectively, and are sent along with each set of data lines during a transfer. The data parity lines are valid any time the corresponding data lines are valid. DPARITY2* and DPARITY3* are only driven if the extended data bus option is supported.

The data transfer acknowledge, DTACK* (P1: 29) is always generated by the slave in a transfer cycle. During a read cycle the falling edge indicates that the slave is sending valid data during the master’s window which made the request. During a write cycle DTACK* is transmitted back to the master to indicate that the slave has accepted the data on the bus from the master. DTACK* is rescinded by the slave after AS* goes high.

The lower data lines, D00*-D15* (P1: 5-20), provide a path for data going between master and slave. The master drives the data lines during its home window if the appropriate data strobe has been asserted and write* is low, or during a multicast cycle when the master owns the multicast capability. An interface acting as a slave drives the data lines during the corresponding master’s window if write* is high and the appropriate data strobes have been asserted, or in response to an interrupt handler servicing the level interrupt generated by the interface host and properly acknowledged along the daisy chain.

The upper data lines, D15*-D31* (P2: 105-120), are optionally supported to create a 32 bit configuration. These lines are valid only when the appropriate UDS*/LDS* is asserted and LONGWORD* is asserted, otherwise the window timing of these lines is identical to the lower data lines.

The lower data strobe, LDS* (P1: 25), indicates during byte and word transfers that a data transfer will occur on D00*-D07*, and that DPARITY0* will be valid.
The two serial transmission lines TXD1 and TXD2, (P2: 63, 57) are transmission lines that complement RXD1 and RXD2. They form the input to the serial ports of the RAPIDbus host computer.

Both the serial reception ports and the serial transmission ports depend on a clean analog ground for clear, reliable, and high speed serial transmission. GND1 and GND2, (P2: 65, 59) provide this ground. It is not to be connected by the RAPIDbus interface, backplane, or to any other grounds. When the connection between the two elements of the RS232 connection are broken, the serial transmission grounds are to be connected to the wire that is inputting to the remaining connected system. This avoids noise in the serial transmission system from affecting either RS232 UART.

The system reset line, SYSRESET* (PI: 74) is an open collector line which can be pulled by any module in the system provided the minimum reset interval duration is met. When this line is driven low, all masters, slaves, and interfaces are to go into a reset state.

The test configuration lines, TESTO* & TEST1* (PI: 65, PI: 79) specify the mode that is to be entered when the SYSRESET* line is released.

The standby +5 volt power, +5 STDBY (PI: 133,134) supplies +5 Vdc to devices requiring continuous power to prevent the loss of data.

The regular +5 volt power, +5 V (PI: 1, 2, 97, 99,101,103,105,129-132, P2: 7-10) supplies the TTL level logic voltage to the interface and processor. Additional power lines may be connected directly to interface or host.

The +12 volt power (PI: 125,126,127,128, P2: 11,12) is supplied primarily to support CMOS and serial communications lines.

The -15 volt power (P2: 69, 70) is used primarily by analog circuits and is optionally supported.

The -12 volt power (PI: 121, 122, P2: 15, 16) is supplied primarily to support CMOS and serial communications lines.

The -15 volt power (P2: 67, 68) is used primarily by analog circuits and is optionally supported.
4. The Address System

4.1 Address Translation

The function of the address translation unit on the RAPIDbus interface card is to map the logical addresses coming from the Versabus host processor into a physical address for use in accessing the host’s interface control page or the RAPIDbus address space. When a logical address is presented to the address translation section by the Versabus port, one of two routes can be taken to generate the physical address. A direct mapping of the logical address to the physical address occurs if bit 3 in the interface control register is cleared. This direct route circumvents the more complex address translation route, decreasing the time required for the data transfer operation. Setting bit 3 in the interface control register routes the address through a memory management unit. Such memory management units can take much of the burden of memory allocation from the applications programmer.

Traditionally memory management units have required non-trivial logic complexity in their implementation. Recently Motorola has made available a single chip memory management unit allowing memory protection and relocation capability for a 16 megabyte address space. The Motorola 68451 incorporates greater functionality than would be feasible to incorporate on each virtual bus if the memory management unit were implemented in discrete logic. Thus the RAPIDbus machine level architecture adapts that of the MC68451. (figure 4-1 illustrates the internal structure of the MC68451) The MC68451 is described in detail in Motorola publication ADI-872 [16], and in the MC68000 edition of 16-Bit Microprocessors [17]. It is the intent of this section to summarize the salient feature of the MC68451 while referring the programmer to register details in the Motorola data, and physical address information in the memory map section of this report.

4.1.1 Partitioning of Memory

Several components are used by the memory management unit to establish the full identity of the logical address that is being supplied to the address translation section. The least three significant bits of the address modifier lines are inverted to provide the function code generated by the processor when the data transfer was initiated. This function code identifies the kind of data transfer operation in progress.

The 68000 architecture defines user and supervisor classifications. Within the user and supervisor classifications, references are further subdivided into program and data. A separate function code is used to designate an interrupt handler cycle which is always routed around the memory management unit by external logic. These five classes of data transfer operation are further divided into those that are executed in the primary and those that are executed in the secondary memory map, depending on the state of bit 0 in the interface control register. Thus the when the host processor is a 68000, ten function codes out of sixteen are assigned to different kinds of data transfer operations within one of two memory map contexts.

The address lines A8 through A23 define a specific location within the logical memory map. The lower address lines are mapped directly to the physical RAPIDbus, creating a minimum page size of 256 bytes that can be relocated anywhere in the physical memory map assigned to RAPIDbus that is not otherwise restricted by the memory management unit or target resource. Through the use of masking bits larger page sizes can be
implemented up to a full 16 megabyte page. The page size is always constrained to be of size $2^k$ where $k$ is an integer between 8 and 24.

The memory management unit partitions continuous segments in the logical address space. This address space is shifted by the memory management unit as a block into locations in the physical address space based on the function code, the logical address, and the preinitialization of the segment descriptor registers. Segments may be restricted to being user, supervisor, program-only, data-only, or program and data. They may also be write-protected through the descriptor array. A segment which is accessed with an unacceptable function code will result in a bus error being taken by the associated processor, terminating the cycle before the data transfer was delivered to the virtual bus.

**Figure 4-1:** The MC68451 memory management unit supports address translation and memory protection.
A given application task executing on the processor may define one or more segments within the logical address space as required. Multiple tasks may share the same segment in logical memory. Thus for a general processor there are 16 logical address spaces, each of 16 megabytes. A number of different tasks can exist within a single one of these 16 logical address spaces. A unique address space number must be assigned to each task within a single address space so as to differentiate it from all other tasks in that address space designated by the function code.

4.1.2 Functional Description

During an address translation the incoming function code and memory map line from the interface control register select one of sixteen, eight bit registers in the address space table, (see figure 4-2 for the address space table assignments for a 68000 architecture.) The value of this register has been preloaded to indicate the unique identifying number of the task now executing in that function code and memory map address space. This unique identifier is referred to as the cycle address space number in the Motorola literature. For a correct translation of the address this cycle address space number must match up with the address space number field in one of the 32 descriptor register arrays.

These descriptor arrays consist of nine bytes of information that defines the translation process that is to be accomplished on the address lines A8 through A23. These nine bytes must be loaded before use except for descriptor array number one which causes a one to one matching of logical to physical addresses as a default. (Figure 4-3 depicts the descriptor organization) Within each of the 32 descriptor arrays there is a 16 bit logical base address, a logical address mask, a physical base address, and eight bit locations for the address space number, segment status register, and the address space mask.

Once the cycle address space number has been associatively compared with the address space number in each of the 32 descriptor arrays the descriptor array for this data transfer cycle should be selected uniquely. The address space mask allows creating don't care bits in the descriptor address space number entry so that one descriptor will match with more than one address space number. The selected descriptor logical base address can be masked by the logical address mask to create segment sizes larger than 256 bytes. When the mask has been invoked to define the segment size the remaining higher order bits of the logical address which are not used to map within the segment are replaced by the corresponding physical address bits. Within the segment the logical address bits are mapped through to the physical address, conceptually similarly to the mapping that went on with the lowest eight bits of address information.

The physical address thus formed is held by a latch for the remainder of the data transfer cycle. As soon as the address is valid in this latch, the physical address strobe is asserted.

4.1.3 Internal Register Manipulation

Before the memory management unit can be used for effective management, a variety of internal registers which are mapped into the supervisor data space of the processor's interface control page must be initialized. The memory management unit resources that are available from the interface control page address space are summarized in figure 4-4 and figure 4-5.

The first sixteen bytes of the memory management unit address space are used to define the unique address
Address Space Table Organization

<table>
<thead>
<tr>
<th>AME</th>
<th>FC2</th>
<th>FC1</th>
<th>FC0</th>
<th>8 Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>AST 0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>AST 1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>AST 2</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>AST 3</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>AST 4</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>AST 5</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>AST 6</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>AST 7</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>AST 8</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>C</td>
<td>AST 9</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>AST 10</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>AST 11</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>AST 12</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>AST 13</td>
</tr>
</tbody>
</table>

Figure 4-2r The address space tables links the incoming function code and memory map bit from the control register with the cycle address space number [16], space number assigned to a particular applications task. This value is associatively compared with each of the values in the 32 descriptor arrays to select the descriptor that is to be used for address translation.

The memory management accumulators are mapped into the next nine bytes of of the memory management unit address space. The accumulators are used to set each of the 32 descriptor arrays, perform requested translation of addresses for the use of the supervisor maintenance routines, and to hold information as the result of a memory management unit fault condition.
Figure 4-3: The 32 descriptor arrays each define a translation process. The system registers select the descriptor array that is to be used during this data transfer cycle [16].

If the accumulators are to be used for the setting of a descriptor array, then the descriptor pointer is used to identify the array. The five least significant bits are used to designate the descriptor in load descriptor and transfer descriptor operations. The reset value of this pointer is 00 hex. During a direct translation operation for a supervisor maintenance routine, the descriptor pointer is read to determine the segment in which a match was made. See the Motorola literature or figure 4-6 for further details.

The interrupt vector value is the vector that is returned to the processor during an memory management unit interrupt sequence to designate the routine that handles memory management unit interrupts.
<table>
<thead>
<tr>
<th>HEXADECIMAL ADDRESS</th>
<th>REGISTER OR OPERATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>F70040</td>
<td>AST f1</td>
</tr>
<tr>
<td>F70042</td>
<td>AST 1 (User Data)</td>
</tr>
<tr>
<td>F70044</td>
<td>AST 2 (User Program)</td>
</tr>
<tr>
<td>F70046</td>
<td>AST 3</td>
</tr>
<tr>
<td>F70048</td>
<td>AST 4</td>
</tr>
<tr>
<td>F7004A</td>
<td>AST 5 (Supervisor Data)</td>
</tr>
<tr>
<td>F7004C</td>
<td>AST 6 (Supervisor Program)</td>
</tr>
<tr>
<td>F7004E</td>
<td>AST 7 (Interrupt Acknowledge)</td>
</tr>
<tr>
<td>F70050</td>
<td>AST 8 (#2 Map)</td>
</tr>
<tr>
<td>F70052</td>
<td>AST 9 (llsar nat.a) (#2 Map)</td>
</tr>
<tr>
<td>F70054</td>
<td>AST 10 (User Program) (#2 Map)</td>
</tr>
<tr>
<td>F70056</td>
<td>AST 11 (#2 Mao)</td>
</tr>
<tr>
<td>F70058</td>
<td>AST 12 (#2 Map)</td>
</tr>
<tr>
<td>F7005A</td>
<td>AST 13 (Supervisor nat.a) (#2 Map)</td>
</tr>
<tr>
<td>F7005C</td>
<td>AST 14 (Supervisor Program) (#2 Map)</td>
</tr>
<tr>
<td>F7005E</td>
<td>AST 15 (Interrupt Acknowledge) (#2 Mao)</td>
</tr>
<tr>
<td>F70060</td>
<td>AC0 (LBA/Translation ADDR (MSB))</td>
</tr>
<tr>
<td>F70061</td>
<td>AC1 (LAB/Translation ADDR (LSB))</td>
</tr>
<tr>
<td>F70062</td>
<td>AC2 (LAM (MSB))</td>
</tr>
<tr>
<td>F70063</td>
<td>AC3 (LAM (LSB))</td>
</tr>
<tr>
<td>F70064</td>
<td>AC4 (PBA/Translated ADDR (MSB))</td>
</tr>
<tr>
<td>F70065</td>
<td>AC5 (PBA/Translated ADDR (LSB))</td>
</tr>
<tr>
<td>F70066</td>
<td>AC6 (Address Space Number)</td>
</tr>
<tr>
<td>F70067</td>
<td>AC7 (Status Register)</td>
</tr>
<tr>
<td>F70068</td>
<td>AC8 (Address Space Mark)</td>
</tr>
</tbody>
</table>

Figure 4-4: Each processor sees the memory management unit registers assigned to that unit in the same address locations [16].

The local and global status registers are each used for interrupt control and fault diagnostics. Both registers are used by supervisor maintenance routines. A full description of the behavior of both registers can be found in the Motorola 16-Bit Microprocessor Manual. The registers are summarized in figures 4-7 and 4-8.
Memory Management Register Map

<table>
<thead>
<tr>
<th>HEXADECIMAL ADDRESS</th>
<th>REGISTER OR OPERATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>F70069</td>
<td>DP Descriptor Pointer</td>
</tr>
<tr>
<td>F7006B</td>
<td>IVR Interrupt Vector Register</td>
</tr>
<tr>
<td>F7006D</td>
<td>GSR Global Status</td>
</tr>
<tr>
<td>F7006F</td>
<td>LSR Local Status</td>
</tr>
<tr>
<td>F70071</td>
<td>SSR Segment Status and Transfer</td>
</tr>
<tr>
<td></td>
<td>Descriptor Operation</td>
</tr>
<tr>
<td>F70079</td>
<td>IDP Interrupt Descriptor Pointer</td>
</tr>
<tr>
<td>F7007B</td>
<td>RDP Result Descriptor Pointer</td>
</tr>
<tr>
<td>F7007D</td>
<td>Direct Translation Operation</td>
</tr>
<tr>
<td>F7007F</td>
<td>Load Descriptor Operation</td>
</tr>
<tr>
<td>{Otherwise}</td>
<td>Null Operation</td>
</tr>
</tbody>
</table>

Each of the 32 descriptor arrays has a segment status register. These registers can either be loaded by writing into accumulator 7 and then loading the accumulator into the descriptor array or by writing into F70071, which writes the byte value offered into the segment status register pointed to by the descriptor pointer. The assignments of bits in the SSR and in the segment status registers in each of the descriptor arrays is described in the Motorola 16-Bit Manual, and summarized in figure 4-9.

The interrupt descriptor pointer is used by the supervisor interrupt handler routines to indicate which of the 32 descriptors caused an interrupt. If multiple memory management unit interrupts are pending then the highest priority descriptor index is returned which has its interrupt pending bit set, starting with descriptor array 0. See the Motorola literature or figure 4-10.

The result descriptor pointer is used to identify descriptors that are involved in a write violation, a load descriptor failure, or the descriptor that was selected for a direct translation operation. If several descriptor arrays meet this criterion then the highest priority descriptor index is returned, starting with descriptor array 0. See the Motorola literature or figure 4-11.

The direct translation operation is invoked by reading F7007D, translating an address for the supervisor. The address to be translated is loaded into AC0-AC1, and the address space number is loaded into AC6. The direct translation operation can then be invoked. If the translation can be made the physical address will then be loaded into AC4-AC5, and 00 hex is returned to the processor on the data bus. An undefined address resulting from a direct translation operation will return FF hex to the processor.
The load descriptor operation is invoked by reading F7007F. Prior to running the load descriptor operation the appropriate accumulator locations must be loaded with the logical base address, the logical address mask, the address space number, and the address space mask. The operation can now be run. If 00 hex is read from the data bus, then the load was successful. If FF hex was returned then the load was unsuccessful. The descriptor that is to be loaded is determined by the descriptor pointer.

All other addresses with the memory management section of the control page, as depicted in figure 4-4, are null operations. All processors that support the memory management unit option map the MMU registers into identical addresses as listed in figure 4-4 and 4-5.

4.1.4 System Performance Considerations

Support of the optional memory management unit on one or more of the virtual buses can simplify RAPIDbus multiprogramming. The penalty for this support is paid both in the maintenance overhead needed to keep the memory management unit registers properly configured and in the increased data transfer access time for each operation. Routing a data transfer request through the memory management unit instead of the direct path adds at least 30 nanoseconds to a roughly 500 nanosecond Versabus transfer operation based on an 8 MHz memory management unit.

In order to reduce the burden that is placed on the applications programmer, it is intended that supervisor
Interrupt request line is enabled.
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MMU detects a fault while the F flag is set.

MMU detects a fault.

Figure 4-7: The Global Status Register summarizes the faults that have occurred and the interrupt levels that are enabled [16]

 routines be called, supported by stack parameters to maintain the memory management unit control registers. Use of a full operating system would increase the transparency and flexibility of the memory management unit, but at an often heavy decrease in the system throughput. The choice to support memory management through supervisor routines or an operating system relies heavily on the nature of the applications environment anticipated. This section documents the use of the interface control register and the location of RAPIDbus resources in the 16 megabyte physical address space of each Versabus host processor when using a direct mapping between virtual and physical addresses. For further information on the use of registers on the interface host, see the interface host manual.

4.2 Interface Control Register

The Interface control register is used to monitor and alter the configuration of the RAPIDbus interface card. Interface cards which support a processor host have a corresponding control register which only appears in the address space of the processor who owns the control register. Interfaces which support a non-processor host have their control registers mapped into the RAPIDbus address space accessible to all processors. The interface control register is a full word. The upper byte is read only, whereas the lower byte is read/write enabled.
Set if at least one descriptor has a pending interrupt.
Set if ACO, AC1, AC2, AC3, AC6 and AC8 are globally consistent.
Set if ACO, AC1, and AC6 are globally consistent.
R/W* status when fault occurs.

Denote status of MMU after last event.

Figure 4-8: The Local Status Register indicates the status of write* when a fault occurs, the consistency of the descriptors, and an indication of the highest priority interrupt pending.

4.2.1 Interface Control Register Upper Byte
(See figure 4-12)

(CR 15) Bit 15 of the interface control register is currently unassigned.

RAPIDbus generated the bus error (CR14) When this line is asserted high it indicates that a virtual bus linked to this interface card has experienced a bus error since the error trace capability in this control register was last cleared. (See control register bit 1)

MMU Fault generated the bus error (CR13) This line is only asserted high for an interface card with a master host and an interface memory management unit. When asserted it indicates that the memory management unit could not complete the address translation as a result of a write violation or an undefined segment access since the error trace capability of this control register was last cleared.

Multicast capability assigned(CR12) This line is only asserted high by an interface card which supports a processor host. It indicates that the host is cleared to Multicast as a result of having asked for the Multicast capability by setting bit 2 of the interface control register.

Interface address bit 4(CR11) This is the most significant address bit of the interface address. If address bit
Figure 4-9: The segment status register is selected through the Descriptor Pointer register indirectly [16].

Figure 4-10: The interrupt descriptor pointer indicates which descriptor array was in use when an interrupt was generated [16].

4 is low it indicates that the associated Versabus host has a processor and is capable of initiating data transfer.
operations. If bit 4 is high it indicates that the interface host is a slave only card. Only cards with bit four low have an associated virtual bus and a private interface control page.

Interface address bits 1-3 (CR10, CR9, CR8) The lower three interface address lines differentiate between eight different potential processor cards and eight potential slave-only cards. Each interface must be assigned a unique combination of interface address lines one through four, and thus a unique window address. For four processor implementations, CR8 is always zero.

4.2.2 Interface Control Register Lower Byte

(See figure 4-13)

NOTE: On reset all lines in the interface control register lower byte are cleared to their default state.

Mask out references from all but the mask interface address (CR7) When this line is asserted high it limits references to the RAPIDbus mapped memory on this interface card to the the processor whose window address corresponds to the masked address (control register bits four, five, and six).

Mask address 1-3 (CR6, CR5, CR4) The mask address is the window address of the processor card which is able to make reference to the RAPIDbus mapped memory on this interface card if the interface mask capability is invoked. The mask capability is invoked by setting bit seven of the control register high.
Memory map route enable (CR3) This bit is only meaningful if the interface card has a processor host. The memory map route enable selects the procedure for mapping from the processor virtual address to the RAPIDbus physical address. When this bit is low the processor virtual address is mapped directly on the RAPIDbus physical address lines. When this bit is set high the mapping operation is accomplished by the memory management unit, mapping according to the initialization routines that set up the memory management unit registers.

Reserve multicast capability (CR2) When this line is asserted high the interface card begins to ask for use of the multicast capability. When the capability is assigned to this interface card, bit 12 of the interface control register will be driven high. Then the interface which is assigned the multicast capability can begin to initialize the required multicast registers on each of the target interface cards holding memory that is to be reached by the multicast. When the multicast operation is completed the multicasting processor should clear the reserve multicast capability bit in its interface control register.

Clear bus error record* (CR1) This line is asserted low to clear interface control register bits 13, 14, and 15 and thus the record of what caused a bus error. The bus error handler routine should clear and then set this bit after reading the interface status to determine the cause of the bus error.

Auxiliary memory map enable (CR0) This line is only used by an interface card with a processor and an interface memory management unit. It is asserted low to reach the primary memory map in the memory management unit and asserted high to reach the secondary memory map.

```
<table>
<thead>
<tr>
<th>15</th>
<th>14</th>
<th>13</th>
<th>12</th>
<th>11</th>
<th>10</th>
<th>9</th>
<th>8</th>
<th>7</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask out references from all but mask interface address</td>
<td>Mask address 1</td>
<td>Mask address 2</td>
<td>Mask address 3</td>
<td>Memory map route enable</td>
<td>Reserve multicast capability</td>
<td>Clear bus error record*</td>
<td>Auxiliary memory map enable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```

Figure 4-12: Interface control register low byte
4.3 RAPIDbus Physical Memory Map

The following memory map is based in part on the use of the Motorola VM02 as the host processor. Use of other hosts may change the location of resources local to the processor. Use of the memory management unit may cause some or all of the physical addresses to appear in different locations to the processor. Generally the RAM begins at the low end of the address space with the first and last 2K bytes dedicated to the supervisor. Up to 256K of EPROM may be supported, extending up into the RAPIDbus address space at F10000. Dual ported memory which has a port to both an on board processor and the RAPIDbus memory space may be configured to map the memory anywhere in the RAPIDbus physical address space beginning on 256K block boundaries.
Figure 4-14: Lower RAM supervisor space
Figure 4-15: User RAM and upper supervisor space
Figure 4-16: Upper RAM supervisor space, ROM, and Timers
Figure 4-17: Versamodule registers, and master interface control page
Figure 4-18: Master interface control page
## Figure 4-19: Master interface control page [MMU]

**RAPIDbus Address Space**

- Load descriptor operation
- Direct translation operation
- MMU: RDP (Result description pointer)
- MMU: IDP (Interrupt description pointer)

**NULL OPERATION**

- Segment Status and Transfer descriptor operation
  - MMU: LSR (Local Status Register)
  - MMU: GSR (Global Status register)
  - MMU: IVR (Interrupt Vector register)

- MMU: AC8 (Address space marker)
- MMU: AC6 (Address space number)
- MMU: AC7 (Status register)
- MMU: DP (Description Pointer)
- MMU: AC4 (PBA/Translated ADDR) ACS
- MMU: AC2 (LAM) AC3
- MMU: AC0 (LBA/Translated ADDR) AC1

- MMU: AST15 (AMMF = 1)
- MMU: AST14 (AMMF > 1)
- MMU: AST13 (AMMF < 1)
- MMU: AST12 (AMMF = 1)
- MMU: AST11 (AMMF > 1)
- MMU: AST9 (AMMF * 1)
<table>
<thead>
<tr>
<th>Address</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F7051A</td>
<td>Reserved Control Space</td>
</tr>
<tr>
<td>F704B0</td>
<td>Reinitialize Upper Multicast Counters</td>
</tr>
<tr>
<td>F704AE</td>
<td>Reinitialize Lower Multicast Counters</td>
</tr>
<tr>
<td>F704AC</td>
<td>Upper Multicast Word Counter</td>
</tr>
<tr>
<td>F704AA</td>
<td>Lower Multicast Word Counter</td>
</tr>
<tr>
<td>F704A6</td>
<td>Upper Multicast Address Register</td>
</tr>
<tr>
<td>F704A4</td>
<td>Lower Multicast Address Register</td>
</tr>
<tr>
<td>F704A2</td>
<td>Upper Multicast Control Register</td>
</tr>
<tr>
<td>F704A0</td>
<td>Lower Multicast Control Register</td>
</tr>
<tr>
<td>F7049E</td>
<td>Illegal address</td>
</tr>
<tr>
<td>F7049C</td>
<td>Interface control register</td>
</tr>
<tr>
<td>F7049A</td>
<td>Reserved Control Space</td>
</tr>
<tr>
<td>F70430</td>
<td>Reinitialize Upper Multicast Counters</td>
</tr>
<tr>
<td>F7042E</td>
<td>Reinitialize Lower Multicast Counters</td>
</tr>
<tr>
<td>F7042C</td>
<td>Upper Multicast Word Counter</td>
</tr>
<tr>
<td>F7042A</td>
<td>Lower Multicast Word Counter</td>
</tr>
<tr>
<td>F70428</td>
<td>Upper Multicast Address Register</td>
</tr>
<tr>
<td>F70426</td>
<td>Lower Multicast Address Register</td>
</tr>
<tr>
<td>F70424</td>
<td>Upper Multicast Control Register</td>
</tr>
<tr>
<td>F70422</td>
<td>Lower Multicast Control Register</td>
</tr>
<tr>
<td>F7041E</td>
<td>Illegal address</td>
</tr>
<tr>
<td>F7041C</td>
<td>Interface control register</td>
</tr>
</tbody>
</table>

Figure 4-20: Slave #1 and Slave #2 interface control pages
Figure 4.21: Slave #3 and Slave #4 interface control page
Figure 4-22: Slave #5 and Slave #6 interface control page
Figure 4-23: Slave #7 and Slave #8 interface control page
Figure 4-24: I/O and RAPIDbus address space
5. The Priority interrupt System

5.1 Interrupt System Objectives

The interrupt system functions to divert a selected processor from the normal course of program execution into a service routine that will respond in a timely manner to an event external to the processor's current environment. Of particular interest to this document are those interrupts which are generated by one Versabus host and serviced by a processor on another Versabus host card. Processor hosts whose interface card supports a memory management unit must respond to MMU interrupts as a special case of interrupts transmitted across the virtual bus. Interrupts that are serviced by resources on the same card as the interrupt was generated on are not specified by either the Versabus specification [3] or by this document.

The Versabus protocol makes use of a daisy chain that assigns a priority to the interrupter that will be serviced based on physical position in the card cage. As a result of the sequential delays inherent in most implementations of a daisy chain structure, it is not practical to time-multiplex this line along with the other common bus lines. Thus all virtual buses in the system must use a common interrupt acknowledge line. Consideration is quickly given to assigning the unused bus arbitration daisy chains assigned one to each virtual bus. This route has not been adapted by this specification for two reasons. It is the intent of this architecture to specify the RAPIDbus backplane so that if a Versabus card is accidently plugged into a RAPIDbus backplane no damage would occur to any element of the system. Use of the bus grant lines for interrupt acknowledge transmission might lead to an improperly placed Versabus card assuming bus mastership in response to RAPIDbus card's interrupt acknowledge, causing damage to drivers on one or more cards. A less significant reason is the increased hardware complexity required to support seven physically separate interrupt acknowledge lines is probably not worth the increased performance that would result. Thus it is an objective of the interrupt handler section of each RAPIDbus interface card which supports a processor to assure that it will be the only master using the interrupt acknowledge daisy chain during a given interrupt handler cycle, prior to placing an interrupt handler request on its virtual bus.

5.2 Functional Modules

A minimal interrupt system requires an interrupter and an interrupt handler. The proper logic must be present along the virtual path chosen by the interrupt handler so that the interrupter responds correctly with an interrupt vector indicating the response that is requested to the interrupt.

The assignment of interrupt handlers to interrupt levels is done at hardware configuration time and in software. At the Versabus port it is possible for one handler to service all seven interrupt levels. In a system with seven processors it is possible, and most reasonable, to assign each processor to service one interrupt level. The only restriction on the assignment of interrupt levels to interrupt handlers is that a single handler must service a contiguous set of interrupt levels, such as levels 3, 4, and 5. It is permissible but probably not advantageous to have interrupt levels with no handler.

It is the responsibility of the interrupter to identify the interrupt level being handled by the processor that the interrupter desires to interrupt. It is the programmer's responsibility to see that this information is available to interrupter software. Some interrupters may be auxiliary resources that are given an assignment...
by a processor and then set to interrupt the assigning processor when the task is completed. In such a case the assigning processor would prepare a memory location in the interrupting resource that would choose the interrupt level. In other cases a processor desiring to multicast into memory on the Versabus host of another processor would ask for the second processor's multicast address registers to be prepared by interrupting the second processor.

The interrupt handler considers the interrupts pending which are not masked by the processor or the processor card at the end of each instruction cycle. The handler asks for a vector indicating the service routine that is to be performed in an operation similar in many ways to a read operation, as described below. Once the vector has been read the processor acts to remove the cause of the interrupt and satisfy the demands of the interrupter.

The RAPIDbus interfaces work to restrict the RAPIDbus system to a single interrupt vector fetch operation on the system at one time. This is to prevent confusion in the assignment of the interrupt acknowledge daisy chain and the interrupt return vector line. The RAPIDbus interface assigned to the interrupt handler and all of the interfaces that physically lie on the interrupt acknowledge daisy chain between handler and interrupter work to assure that a single interrupter will respond to the interrupt handler at a time. This response causes a single virtual bus link to be created between interrupt handler and an interrupter active at the same level as the interrupt handler which is used to obtain the interrupt vector.

5.3 Interrupt Service Protocol

The interrupt service protocol must be initiated by an interrupter. Two cases of an interrupter are handled separately. If the memory management unit on the RAPIDbus interface of a host processor interrupts the Versabus port, then the handler request need only propagate down the Ibus with the interrupting MMU and not onto the RAPIDbus. If the interrupt is generated by the RAPIDbus host and channeled down to the Versabus port then the interrupt is placed on the RAPIDbus where it is seen by all of the processor hosts in the system regardless of the virtual bus which they operate on.

The memory management unit will generate an interrupt as a result of an access through a descriptor array in which the interrupt bit is set, and the interrupt enable bit in the global status register is set. The RAPIDbus interface must channel this interrupt to the level interrupt that the Versabus host processor is servicing. As soon as the host processor recognizes this interrupt it will request the Ibus. When Ibus mastership is granted to the processor, and the Ibus has been cleared of bus error and the data acknowledge signals from the previous cycle then the processor will place the interrupt handler request on the Ibus in response to the memory management unit's request. The lower three address bits will be the value of interrupt which the memory management unit generated, the address modifier bits will be the interrupt handler code, and write will be high. Only the lower data strobe is asserted. The RAPIDbus interface must respond by recognizing that a memory management unit request is pending at this level and prevent the interrupt handler request from reaching the virtual bus assigned to this processor. The memory management unit responds by placing the contents of the interrupt vector register in the MMU on the lower byte of the Ibus data lines. This value is read by the processor, multiplied by four, and used to locate the appropriate service routine from the interrupt handler vector array at the base of local RAM. The Ibus is then released and the chosen handler routine is initiated. The routine must clear the interrupt in the memory management unit prior to enabling bus interrupts again.
Interrufts by a Versabus host that are channeled to the Versabus port are slightly more complicated to handle in that the virtual bus link must be completed between interrupter and the interrupt handler. The interrupter begins by generating an interrupt on one of the seven interrupt lines at the Versabus port. Assuming that the interrupter does not activate an interrupt line that it is assigned to service, the request is placed on the bus.

The interrupt handler that is assigned to service the interrupt level activated notes that the interrupt line has been asserted when the current instruction is completed and the interrupt handler's interrupts are enabled. The handler responds by requesting the Versabus port and Ibus. When mastership has been granted and the bus error and data acknowledge signals from the previous user of the Ibus have been cleared, the handler drives the Ibus. The interrupt acknowledge address modifier code is supplied, causing address translation to be suspended. The lower three bits of the address lines indicate the level interrupt that is being serviced. The RAPIDbus interface card supporting the interrupt handler samples the INT.BLOCK line on the RAPIDbus backplane at the beginning of each home window. If the line is asserted when it is sampled then the RAPIDbus interface does not drive the home window with the interrupt handler request, but waits to sample at the next home window. As soon as INT.BLOCK is sampled and found to be high the driver section gates the interrupt handler request onto the virtual bus assigned to the interrupt handler (implemented during the interrupt handler's home window). Simultaneously the interrupt handler interface asserts INT.BLOCK low for the duration of the interrupt handler data transfer cycle. One latch clock cycle later the ACKOUT* line of the interrupt handler interface is driven low.

On each cycle of the interrupt handler's virtual bus window each interface is examining the address modifier lines for the interrupt handler code and the address lines for the interrupt level that may have been generated by the interface host. If a match is found, the interrupter's Ibus is not in use and no requests are pending then the interrupt handler request is latched at the second level of the interrupt interface's latch, along with the interrupt handler's window address. A request is made for the Ibus of the interrupter. If the Ibus of the interrupter is in use then the interrupt handler continues to present the interrupt handler request on its virtual bus until it times-out or the interrupter Ibus becomes available.

The interrupt acknowledge signal propagates down the acknowledge daisy chain from the interrupt handler. This acknowledge continues around the interrupt acknowledge daisy chain in a loop until it reaches an interface that has decoded the interrupt handler request at the level at which an interrupt was generated, and has requested its Ibus. The interrupt acknowledge daisy chain stops here and is routed to the ACKIN* at the Versabus port as soon as the Ibus is assigned. Once the interface without a pending interrupt request has passed the acknowledge on, it must wait for another falling edge of the interrupt acknowledge chain before considering itself acknowledged. Each interface drives ACKOUT on the RAPIDbus backplane high when INT.RTN goes high.

The acknowledged interrupter interface presents an interrupt acknowledge vector request to the Versabus interface supporting the interrupter. The interrupter responds by providing an interrupt vector directing the interrupt handler to the routine that will satisfy the interrupter's need on the lower byte of the data lines. Data acknowledge is sent back along the virtual bus link to the interrupt handler. The handler reads the vector and removes its interrupt vector request, releasing the interrupter Ibus and closing the virtual bus link.

The interrupt then vectors to a routine that will remove the cause of the interrupt and provide the required
service routine. It is possible that before the interrupt handler gets on the bus to ask for a vector, a second interrupter will generate an interrupt at the same level that is in the process of being serviced. Thus two interfaces will latch in the interrupt handler's request but not complete presentation of the interrupt handler request to the Versabus port. Provision must be made to remove an interrupt handler requests from the Ibus if the interrupt acknowledge is not received promptly. As soon as an interrupter has been acknowledged it terminates the acknowledge sequence and drives INT.RTN low to indicate that an interrupt vector is being returned. This signal causes all other interfaces that have trapped a handler routine to release the request from their Ibus requester and go about their business until the handler again presents a vector request. The INT.RTN signal is released by the interrupter at the conclusion of the interrupt handler data transfer.

Thus the priority interrupt system allows any Versabus interrupt card to interrupt any processor which is set up as an interrupt handler. By responding with a vector detailing the cause of the interrupt, the interrupt handler can select the appropriate service routine.
6. Ibus Arbitration and Control

6.1 Use of the Ibus and Virtual Buses

The Ibus serves as the major data path connecting the Versabus port on the top of each RAPIDbus interface card with the RAPIDbus port on the bottom of the interface card. The Versabus port sees the Ibus as the time-static backplane that it is expecting to communicate along, shared by a second potential bus master, the RAPIDbus port. It is the responsibility of the interface control unit to act as the system controller for the Ibus according to the Versabus specification, including arbitration of Ibus mastership. In order to support multiple bus masters on the RAPIDbus simultaneously, running on virtual buses, the RAPIDbus signal lines are time-multiplexed. It is the RAPIDbus port of each interface card which drives, samples, and latches the time-multiplexed backplanes lines in such a way that the RAPIDbus port looks time-static to the Ibus. The Versabus port always sees the RAPIDbus port to the Ibus as the local end of the virtual bus that it believes connects the Versabus port with the rest of the system.

Depending on the resources resident on the interface host card, both the Versabus and RAPIDbus ports may take on different attributes. Each virtual bus in the system is allocated uniquely to a single Versabus host processor. If the Versabus port of a given interface card does not have a processor host, then there is no virtual bus allocated to that interface, and the Versabus port is not enabled to make a request for mastership of the Ibus. Versabus hosts that include a processor may request the Ibus at priority level one.

When the processor-equipped Versabus port gains Ibus mastership, the RAPIDbus port of both the master and the target slave interface card use the virtual bus assigned to the master processor to attempt to complete the requested data transfer. If the Ibus of the slave interface card is not in use, then the virtual bus assigned to the master processor will request the Ibus of the slave processor. As soon as this slave Ibus is allocated to the data transfer from the master processor, a virtual link will extend for the life of a single data transfer operation from the Versabus port of the master processor through to the Versabus port of the slave processor. If the Ibus of the slave processor is already in use then the master processor continues to present the data transfer request on its virtual bus until the master interface times out or the slave Ibus becomes available.

The virtual link between originator and slave is terminated in one of several ways, each of which is signaled by the revocation of the address strobe along the virtual link. The read or write protocol may be successfully completed along the virtual link by the master and slave Versabus port hosts. Then the returning DTACK will cause the master processor to revoke the address strobe, closing the link. Address or data parity may not match, causing the master Versabus port to receive a signal (implemented via the retry and bus error lines), which causes the revocation of the address strobe. The slave Versabus host can assert the bus error or retry lines to terminate the data transfer at its own discretion. If the cycle is terminated using the retry line, then the master interface card may limit the number of cycles that are based on the the master host before the retry is converted to a bus error (which traps to a service routine as opposed to retrying the instruction).

The master RAPIDbus interface card also must provide for virtual links that are never completed, either because a memory location does not answer, an interrupter does not come back with a vector, or a potential multicast slave does not release multicast data acknowledge. A sanity timer is started when the address strobe is asserted. The timing period is set to a unique delay as a function of the window, address of the interface card. When the delay expires a signal is sent to the host processor from its interface if the number of
acceptable retries before a bus error has not been reached. Retry or bus error will then cause the address strobe to be revoked.

The RAPIDbus port can act as one of three kinds of Ibus masters depending on the resources on the interface host card. If Versabus addressable memory is present on the host card, or on the interface control page then the RAPIDbus port can look like a processor making a memory request (slave reference) to the Ibus. The RAPIDbus port can also make use of the multicast address generators to multicast into the Versabus port memory map, causing the RAPIDbus port to look like a multicasting processor. If the Versabus port is capable of interrupting the RAPIDbus, then the RAPIDbus port can look like an interrupt handler requesting an interrupt vector (identifying the nature of the interrupt) from the host interrupter. In each of these cases, it is not the RAPIDbus port that is actually the originator of the transaction, but rather the RAPIDbus port presents a time-static image of the signals that are traveling on a virtual bus connection.

Thus the RAPIDbus port to a given Ibus can act as a slave, working across a virtual bus with a second RAPIDbus port on another interface card which looks like a master, implementing what looks like a time-static Versabus link across time-multiplexed lines. The state behavior of the controller which implements the required Ibus and RAPIDbus port behavior is shown in state diagrams 6-1 through 6-5

6.2 Master Ibus Access

The Versabus host processor can gain access to the off-board RAPIDbus address space via the Ibus for either a single access or a block move. Executing a read, write, or read-modify-write to a physical address which is mapped into the RAPIDbus address space initiates a request to the Ibus for a single data transfer cycle. Many Versabus host processors also provide a block move option under which bit 5 of the Versamodule status register is set to one, requesting use of the Ibus and the virtual bus assigned to the processor for one or more data transfer cycles. Under the block move option the processor will be interrupted when the Ibus and virtual bus are available, possibly at the completion of a memory access by another processor into the memory address space of the processor that has requested a block move. This interrupt which signals the availability of the Ibus can be masked by clearing bit 8 of the Versamodule control register. After block move mastership has been granted, read, write, or read-modify-write instructions can be executed at an increased rate, needing only to gain access to the Ibus of the slave host to complete the virtual link between master and slave.

Regardless of how the Versabus host has initiated the request for the Ibus, the request is transmitted from the master host down to its RAPIDbus interface card by pulling Br #1 low. If the Ibus is not in use and no requests from the RAPIDbus port are pending, then Bg #1 is issued to the Versabus port by the interface controller. The interface host processor use of the Ibus is shown in figure 6-1.

After being granted the bus, the host will begin to drive the Ibus lines appropriate to the intended data transfer operation as soon as the data acknowledge and bus error signals are removed from the preceding data transfer operation. Address and address modifier lines are always asserted, as soon as the address strobe is asserted the address translation section of the interface goes to work. If bit 3 of the interface control register is high, and the function code does not indicate an interrupt handler cycle, then the address and data strobes are delayed while the virtual address produced by the Versabus port is translated into the RAPIDbus physical address. If bit 3 of the interface control register is low, or an interrupt handler cycle is in progress, then the
Versabus virtual address is mapped directly into the RAPIDbus physical address. The physical address validity is signified by the assertion of the physical address strobe.
When the physical address strobe has been asserted, then the physical address is compared to the interface control page address, (F7001A - F8007F). If the translated address does not refer to the control page, and the cycle is not an interrupt handler then the physical address strobe and address lines are fed to the RAPIDbus drivers. If the RAPIDbus is selected, then on the next home window the address, address modifier, address strobe, parity, write, long word, and data strobes are gated onto the RAPIDbus, and for each succeeding window until the address strobe and BBSY from the host processor are revoked. The data lines are bidirectional depending on the state of the write line. Since it is conceivable that on the first window transmitted to a slave, the request could have a high write line, indicating a read, and on the second the write line could be low, indicating a write, no RAPIDbus driver or Ibus gate drives data lines until at least one of the data strobes has been asserted, indicating that the state of the write line is stable. If at least one of the data strobes has been asserted and write is high the interface doing the reading gates the data lines, DTACK, and bus error lines from the second level latch onto the Ibus. If at least one of the data strobes has been asserted by the Versabus host and write is low, indicating a write operation is in progress, then the interface doing the writing will drive the data lines on the RAPIDbus on every home window until the data transfer is completed or times out. The data acknowledge, retry, and bus error are gated onto the Ibus from the second level RAPIDbus latch. The contents of the second level latch must not be gated onto the Ibus until after the first window has returned from the data transfer slave, once the lines have been tri-stated from the previous data transfer. An interrupt handler reference is an untranslated reference which does not reach the RAPIDbus until the master interface has assured that it is the only interface which will be executing an interrupt handler cycle on any of the virtual buses. Once the exclusivity of the interrupt handler is assured the interrupt handler request proceeds much like a memory reference to the RAPIDbus address space. If the physical address maps onto the interface control page then further address decoding is done. Figure 6-2 illustrates the handling of a control page reference.

It is possible that before an interrupt handler responds to an interrupt request, that interrupt level will be asserted by more than one interface. An interrupt acknowledge daisy chain is then used to make certain that only one interrupter at a time supplies an interrupt vector to the interrupt handler. Since this daisy chain line is shared by each of the virtual buses, only one processor can act as an interrupt handler at a time. For further details of the interrupt protocol, see the chapter on priority interrupts.

References to the control page are sorted into multicast requests, illegal addresses, and references to registers in the multicast address generator, the memory management unit, and the interface control register. If the reference is to the multicast request location, then the RAPIDbus drivers are selected as above for a RAPIDbus address space access with the address strobe replaced with a multicast address strobe. In the case of a multicast, the address lines are not driven during the home window. Like the interrupt handler request, the multicast operation is delayed from reaching the RAPIDbus until the master interface has made certain that it is the only virtual bus making a multicast request. This restriction is because the multicast data acknowledge, multicast bus error, and multicast retry lines are not time-multiplexed, but are shared by all of the virtual buses. When the master interface is the master of the multicast lines, then the data transfer is driven onto the RAPIDbus during the home window and is executed similar to a standard memory reference to the RAPIDbus address space. For further details of the multicast protocol, see the multicast protocol section in the chapter on data transfer operations. An illegal address reference will cause a bus error, terminating the data transfer cycle. A legal reference to one of the interface registers will cause the interface to send a DTACK back to the interface host processor, terminating the data transfer cycle.

The Ibus under master ownership is protected from deadlock by a non-answering memory location by the
timeout provision on the interface card. Based on the dip header setting, the bus will request a retry at 2, 4, 8, 16, 32, or 64 microseconds plus a small delay that is based on the interface address. This small skew factor is intended to prevent reoccurring lockout when two processor cards simultaneously access each other's on-board memory resources. If a DTACK is not received within 2, 4, 8, or 16 retry cycles, then the retry becomes a bus error.

A Versabus host processor which has obtained block move ownership of the Ibus is asked to release the Ibus if a request is made by another virtual bus for access to the Ibus of the interface doing a block move. The block moving processor is presented with the bus clear signal at the Versabus port, asking for the Ibus to be release. Assigning the lowest priority on the Ibus to the Versabus port favors completing a data transfer request that is in progress, thus minimizing the possibility of a timeout or a total lockout from a busy processor.
6.3 Memory Access

Mastership of the Ibus belonging to a slave Versabus port by the master RAPIIDbus interface is required to complete a virtual link between two Versabus ports. This mastership is allocated by the slave Ibus controller for one data transfer at a time. The memory reference access is depicted in figure 6-3.

The first level latch of every RAPIIDbus interface card latches in all time-multiplexed RAPIIDbus lines on each window of the bus, cyclically sampling each of the virtual buses. During the window following the transmission on the bus, the address lines are compared to the address space that is mapped onto each interface card and the interface host card. If the significant address lines match, the slave Ibus is not in use, the master interface address is not masked out by the slave interface control register, and no Ibus requests are
in progress, then the output of the first level latch is held by the second level latches. At the same time the second level latches, the window address of the master processor is held by the window section, and a request is made for mastership of the slave Ibus by the slave interface RAPIDbus port as a memory reference master by asserting Ibus Br #2.

When the Ibus of the slave interface is granted to the RAPIDbus port to complete a data transfer, the appropriate lines are gated onto the slave Ibus. The address, address modifier, As, Write, and data strobe lines are always asserted. If the Write line is asserted low and either of the data strobes are asserted, then the data lines are driven onto the slave Ibus, presenting a write request to either the slave Versabus host or the interface control page if the slave is a slave-only interface which cannot modify its own interface control page. On subsequent occurrences of the master processor's window, or virtual bus, the DTACK, BERR, and retry lines from the slave Ibus are gated onto the master virtual bus. If the data strobes have been asserted and Write is high, indicating a read, then the data lines are also driven during the master processor's window. The data transfer cycle is completed when the As is removed by the master processor, releasing the virtual link between Versabus ports, freeing the slave Ibus. The master processor must always send at least one window with address strobe high in order to terminate the link.

Since the virtual bus link between Versabus ports remains open as long as the master processor continues to assert address strobe, read-modify-write cycles can be handled without interruption. Not asserting RAPIDbus data line drivers or Ibus gates until at least one data strobe is asserted removes the possibility of both master and slave processors driving the data lines at the same time. Problems occur with the 68000 architecture if two processor/slave Versabus hosts each try and access the other's memory with read-modify-write instructions. If a deadlock situation results in which neither request can gain mastership over the other's Ibus, then at least one will time out, resulting in an attempted retry of a read-modify-write instruction. Since the 68000 will not retry a read-modify-write, a bus error will result, trapping to a time consuming bus error.

6.4 Multicast Access

A multicast access request is similar to a memory reference access except that the address is not supplied by the multicasting master, but rather multicast address generators on each of potentially several (slave) interfaces. A multicast data transfer cycle also makes use of a special multicast address strobe, and common open collector multicast data acknowledge lines, multicast retry, and multicast bus error. The multicast data transfer operation is summarized in figure 6-4

During the window following that of the multicasting master on the RAPIDbus, the multicast strobe line held by the first level latch is examined. Each interface that is multicast activated (has a non-zero word count), whose Ibus is not in use, with no requests for the Ibus pending, isn't masking out the multicasting address, and which receives the multicast address strobe asserted, makes a multicast reference request for the Ibus. The multicast request causes the window address of the multicaster to be latched in the service window latch in the window section, and causes the output of the first level RAPIDbus latches to be held at the second level. If the interface is multicast activated but the potential slave interface Ibus is allocated to another master or the interface is masking the multicaster address then the multicaster continues to leave the data transfer on the virtual bus until it either times out or all of the multicast activated interface cards respond to the write by pulling multicast data acknowledge high. The slave interfaces in a multicast data transfer continue to update the Ibus on each multicaster window until the multicast address strobe is revoked.
If at least one of the slaves in a multicast operation detects a reason to retry the write operation or generate a bus error, then none of the multicast address generators should increment their counters to keep the DMA operation in lock step if more than one slave is involved in the multicast write. Retry or bus error requests must be returned to the multicasting processor using the open collector multicast retry or multicast bus error lines. Since the normal retry and bus error lines from the slave Versabus port are not returned to the multicaster, the multicaster would know nothing about any error they indicate. The multicast or multicast bus error must be asserted before the last multicast activated interface data acknowledges the multicast cycle. When the multicast data acknowledge line goes high, then the multicasting Versabus port is fed a DTACK acknowledge and in turn drives the address strobe high, closing the virtual bus connection.

6.5 Interrupt Vector

If a Versabus host generates a Versabus port interrupt then the interrupt propagates down to non-time-multiplexed RAPIDbus interrupt lines that generate an interrupt on the Versabus processor that is strapped to service the level interrupt generated. Before the interrupted processor can begin the task of servicing the...
interrupt, it must obtain a vector from the interrupting processor indicating the reason for the interrupt. This interrupt handler cycle resembles a master-slave memory reference in many ways. The interrupt handler cycle is illustrated in figure 6-5.

Figure 6-5: The interrupt handler cycle allows the interrupting Versabus host to tell the interrupt handler which service routine to choose to service the interrupt.

The interrupt handler begins by gaining access to its Ibus. After the handler has confirmed that it has exclusive ownership of the interrupt acknowledge lines, then it drives the interrupt handler request onto the RAPIDbus during the home window of the interrupt handler. This interrupt handler request is latched in at the first level of all of the system slaves, then the interrupt acknowledge signal is sent down the non-time-multiplexed interrupt acknowledge daisy chain. The address lines indicate the interrupt level being serviced by the interrupt handler. If any RAPIDbus interface card detects an interrupt handler request (designated by
an interrupt handler function code), servicing the level interrupt generated by the interface Versabus port, and the interrupt acknowledge signal is received along the daisy chain, then an interrupt vector request is made to the interrupter, Ibus. If an interface did not generate an interrupt at the level being handled, then the interrupt acknowledge signal is passed on down the daisy chain.

This request causes the interrupt handler address to be latched into the service address latch of the window section, the second level latch holds the output of the first level RAPIDbus latch, and the interrupt handler request is gated onto the Ibus of the interrupting processor. At the same the interrupt acknowledge signal is fed to the Versabus port ACKIN. On subsequent occurrences of the interrupt handler window the address, address modifiers, address strobes, Write, and data strobes are latched at the second level latch of the interrupting processor. On the same interrupt handler window the data, data acknowledge, retry, and bus error lines are driven, returning the interrupt vector to the interrupt handler. The virtual bus connection is closed, freeing the interrupter Ibus when the interrupt handler revokes the address strobe.

6.6 Ibus Operation Summary

Thus three major kinds of virtual bus links can be made between two different Versabus ports within the RAPIDbus system. A memory reference request causes a read or write into memory mapped into the physical RAPIDbus address space. The multicasting reference allows a write into multiple physical RAPIDbus locations on different RAPIDbus host cards. The interrupt handler vector request specifies the routine that will satisfy the interrupter. Each kind of link has its own protocol lines that request the slave Ibus and get the attention of the interface and/or Versabus port resources. Each interface card functioning as a system slave terminates its virtual bus link with the master when the address strobe is withdrawn, completing a single data transfer operation. The master in contrast can request use of its Ibus for a block transfer, maintaining mastership of the Ibus until it is requested by another system master trying to gain access to resources on the Versabus card of the processor engaged in a block transfer. The Ibus and virtual bus assigned to each processor are key channels to support multiple processors involved in simultaneous data transfer operations.
7. System Support

7.1 System Timing

The bus window mechanism that is used to implement the virtual bus structure is, by nature, synchronous. Several timing sources based on a single oscillator radiate from the system's master clock control card. The master clock is the buffered output of the oscillator. This master clock is used to drive a counter on the master clock controller card. The lines out of this counter represent the window address lines that are driven on the backplane, designating the window address of the processor interface that owns the current bus window. The master clock is also divided down to generate the lower speed clocks that are supplied to the Versabus hosts. Several different phases of host clocks are generated in order to optimize the initiation of a data request by the host processor for a particular window address. (See figure 7-1.)

![Figure 7-1: All synchronous system timing is derived from a single time base](image)

7.1.1 The Master Clock

The master clock line on the RAPIDbus backplane is the buffered output of an oscillator on the master clock controller card. The rising edge of the master clock line on the RAPIDbus is timed to coincide with the edge transition of the window address, requiring a high slew rate buffer with a delay equal to the delay in the counter between the clock edge and the changes in the counter output.

The master clock line is used by all of the system interface cards to time the latching of the bus window into
the first level latch. This line should be seen by all interface cards to go high at the same time in order to maximize the bus window data transmission rate that can be accommodated. The length of the minimal bus window that can be reliably run is increased by the maximum possible skew master clock skew as seen by any two RAPIDbus interface cards. Thus the master clock driver must be chosen for high slew rate, and the backplane line that supports it should be ideally arranged in a star radiating from the master clock controller card.

The maximum clock rate that an implementation will support is limited by the maximal frequency at which bus windows can be run on the RAPIDbus. The minimum acceptable duration of a bus window is a function of the delay in the implementation required to drive the bus, propagate down the backplane, stabilize the bus, and reliably latch the data driven onto all interface cards at the first level. The time required to activate the drivers and latch the data includes an often considerable delay while the drivers are coming up to full current capability (turn-on) and the hold time during which the data must be stable after it has been "latched". The propagation time down the backplane and the required stabilization time are likely to be large factors in the choice of a minimum window width.

Two implementations are considered in companion reports, one in emitter-coupled logic (ECL), and the other in Advanced Schottky, a TTL subfamily. The implementation technology has a strong effect on the minimal propagation delay. The technology must either allow the bus to be critically dampened so that there is no ringing on the bus after the first edge transition which would be detected as a logical transition, or the bus must be allowed to settle until the ringing is no longer significant, and then latched. With ECL it is practical to drive and receive from the bus without diverging from the characteristic impedance of the line significantly, resulting in a negligible reflection coefficient. TTL drivers have a lower current capability and a higher output impedance, resulting in ringing that must be dampened by the bus termination so that the bus can be latched after an acceptable delay.

Once the minimal bus window length has been chosen there is a question as to how the resulting bandwidth is to be allocated. Will more processors be accommodated at a slower host clock speed? Will fewer processors be allowed to run at a higher host clock frequency? How often will the virtual bus link be updated; once per host clock cycle, every other cycle, or every fourth host clock cycle? Most high speed processors exhibit minimal performance degradation when the virtual bus link is updated on every other clock cycle, permitting the same bus bandwidth to support twice the number of processors. If bus windows can be reliably handled at 16 MHz (best case for TTL), then four 8 MHz processors can be supported. The ECL implementation may possibly handled windows at up to 64 MHz, allowing eight advanced 68000 architecture processors to run up to 16 MHz. Such high frequency bus windows in either technology pose a significant challenge in the implementation.

Thus the chosen clock frequency is highly implementation dependent and is best determined after a careful analysis of the implementation bus dynamics. The master clock synchronizes the RAPIDbus interface cards and is used to derive the host clocks appropriate to the interface address.
7.1.2 The Window Address System

The window address system is used to designate the interface which will send a bus window down the physical RAPIDbus backplane at a particular moment in time. The number of unique addresses is equal to the maximum number of processor hosts that an implementation can support.

![Diagram of Window Address System](image)

**Figure 7-2:** An eight processor system requires either a high bandwidth backplane or a low frequency processor clock

The anticipated TTL implementation will support four virtual buses corresponding to cycles of four bus windows before the first virtual bus link is updated again. An additional four slave-only cards are supported with interface addresses (where the most significant bit of the window address is one), but not assigned virtual buses. The ECL version is anticipated to support eight virtual buses and thus eight bus windows before the first virtual bus is again updated. In this larger version the fourth window address bit is one on another eight slave-only interface cards which are not assigned virtual buses. The timing of these systems are shown in figures 7-3 and 7-2 respectively.

The value of the window address lines is incremented such that the updated window address value reaches the RAPIDbus at the same time that the rising edge of the clock is reaches the RAPIDbus. In order to minimize skew in the master clock and window address lines, all must be delivered along equal length runs from the master clock card to all interface cards.
Window address lines form the basis for the RAPIDbus realization of a virtual bus structure. The dual latching level structure effectively separates a complex electro-magnetic transmission problem from the logical analysis of the bus window which determines the bus window’s applicability to a particular interface.

7.1.3 The Host Clocks

The host clocks are the clocks used by each of the interface hosts to regulate their operation. Generally these clocks operate at a lower frequency than the master clock and the window address lines. Since the host clock lines are not concerned with the synchronization of spatially distributed elements as the master clock and window address lines are, transmission along a distributed bus is generally a proper realization technique.

The multiple host clocks differ only in phase and not in frequency. The four processor system supports two
distinct phases, the eight processor system supports four phases. An example of the host processor clocks and their relation to the other system timing signals is shown in figures 7-2 and figure (timing.1). As a result of the implementation dependent delays in the interface and the variety of host timings, the correspondence between window address and clock phase that leads to optimal performance must be determined for a particular implementation. The pairing shown in figures 3-1 and 7-2 are only intended to be suggestive.

Thus the master clock controller card, situated in the physical center of the RAPIDbus backplane provides synchronization of the entire system coming from a single clock source. The window addresses and the host clocks are derived from this master clock in a manner prescribed by the implementation and the host processor in use.

7.2 Control Lines

The designers of Versabus recognized the need for a variety of utility lines to provide start-up, test configuration and synchronization to the AC power line. These lines are adapted by the RAPIDbus specification as lines global to all virtual buses. The ACCLK indicates zero crossings in the AC power. ACFAIL indicates that the AC power supply voltage has fallen below a preset value and is used to execute an orderly shut down of the system. System reset is used return the entire RAPIDbus system to an initialized configuration, either on power up or when directed to do so by the front panel hard reset switch. The two system test lines. TestO* and Testl* are used to indicate the kind of testing that each Versabus port will execute on reset

7.2.1 ACCLK

The AC clock is a nominally 60 hz square wave derived from the AC power line. The state of the clock line is based on the sign of the AC power line, changing clock state within 95 microseconds of the zero crossing of the AC power line. The AC clock is generated by the power supply module, and electrically isolated from the power line, feeding the RAPIDbus backplane either directly or through the master clock controller card. The RAPIDbus interface card transmits the AC clock to the Versabus port unaltered for optional use by the Versabus host. This clock provides a convenient time base for implementation of a time-of-day function or detection of power line frequency zero-point crossings.

7.2.2 Reset

The reset line is an open collector utility line on the RAPIDbus backplane with system-wide meaning. It is an indication that the system should return to an initialized hardware and software state.

Reset can be asserted in a multitude of ways. The user can initiate a reset via a front panel reset switch, or optionally via push buttons on any of the Versabus hosts that generate a global (as opposed to local) reset. The power supply can initiate a reset during the power-down sequence as a result of asserting AC failure. At least two milliseconds after AC failure has been asserted and fifty microseconds before the DC power falls out of specification, the reset line is to be asserted by the power failure monitor. This prevents random behavior as a result of uneven power-down sequencing. On power-up the reset line is to be asserted for at least 200 milliseconds after the DC power levels are in specification.
7.2.3 Test Configuration Lines

The test configuration lines indicate the routine that is to be executed at the conclusion of the reset and initialization sequence following the assertion of reset. Test0 and Test1 are driven by the master clock card indicating the test configuration. Four modes are available including an immediate monitor entrance mode (11), a debug mode (10), a long test followed by a return to the monitor (01), and a less than 2 second test followed by a vector to the monitor (00). As per the Versabus specification, the master clock control card must not allow either of the test configuration lines to change state while reset is being asserted.

7.2.4 ACFAIL

The AC failure line is asserted by the power supply system to indicate that the DC power is about to be removed. It must be asserted at least 4 milliseconds before the DC power falls out of specification. The line is routed either directly to the backplane or through the master clock controller card. The RAPIDbus interface then routes the AC failure line to the Versabus port without alteration. The master clock card is responsible for asserting the reset line at least 2 milliseconds after AC failure has been asserted by the power supply system and at least 50 microseconds before the DC power falls out of specification.

7.3 I/O Interface

RAPIDbus is intended to be a research tool, supporting application packages that are by nature constantly in flux, and I/O intensive. Thus the interface between the RAPIDbus system and the real world is a critical facet of the system. External interface occurs along four basic paths.

Very high speed input and output, such as bit mapped video, is intended to be handled using special I/O cards such as a frame grabber or video display card. Such cards may take the form of processor/memory hosts or solely a memory mapped host, depending on the host’s ability to initiate data transfers. Because of the special nature of such cards, this specification does not attempt to define such special cards except that the port to the RAPIDbus interface card must subscribe to the Versabus specification.

Lower speed parallel I/O can be accommodated by I/O buses local to a processor or processor/memory card, gated from the local processor bus. This specification details a port structure implemented by Motorola on their VM02 processor/memory cards. This bus provides 4K bytes of memory mapped I/O address space, four interrupt lines, and a free running 4 MHz clock. Physical mounting of the I/O controller is either piggy-back to the processor card or via ribbon cable from the host card to an external control package.

Serial communication with a local network or a terminal is specified to take place over one of two serial ports on each processor/memory or processor-only host. Port number one is configured to interact with a terminal. Port number two is configured to port to a local area network as a slave or to a modem. Both ports are memory mapped and support a variety of baud rates.

The lowest level of system I/O is used to confirm operation of each processor on reset. On reset a test of the core of each processor is performed, including testing of any on board RAM. When the test is initiated a red light on the processor card is to be activated. This light is cleared only if the test of each processor core is successfully executed. Additional indicator lights may be used on the processor card to facilitate system
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The protocol for executing such testing is implementation dependent, and can be found in the implementation manual for the host under consideration.

7.3.1 I/O Bus

RAPIDbus is targeted for applications which depend on quick, flexible, and reliable communication with the environment external to RAPIDbus. By using an I/O bus dedicated to each processor, simple I/O can be accomplished without the considerable complexity and expense of creating a slave I/O card with its own RAPIDbus port. However, restriction to the memory map of only one processor requires a predesignated processor to handle all I/O interactions with a particular device. Failure of this processor removes the I/O device from the RAPIDbus system. The choice between using a processor I/O bus and a slave interface card is a decision that must take into account the complexity of the controller, the ability to assign I/O interaction to a single processor, and the available packaging of OEM controllers.

Two implementations of the local I/O bus architecture are recommended for use on the Versabus processors used by the RAPIDbus system. The Motorola I/O bus is currently supported by the Motorola Versamodule computers. It is compact, easily riding piggyback on the processor card or connected by up to twelve feet of ribbon cable to the I/O controller. The STD bus has a similar, although slightly larger form factor, and a different edge connection scheme. Over seventy companies currently make a range of OEM boards for the standard bus in contrast to the single source supply of the Motorola bus. Due to the strong reliance on available OEM monoboard processor cards, the choice of an I/O bus implementation is largely determined by the available cards and not the relative merits of the bus.

Following is a description of the Motorola and STD bus architectures. Implementation details are contained in the Advance Schottky implementation manual for the Motorola I/O bus, which is used in the current implementation. For further details on the Motorola I/O bus, see Motorola document ES0073 [18]. For a description of the STD bus, see Digital Design, April 1982 [19].

The Motorola I/O bus

The Motorola I/O bus is characterized by a 12 bit address bus, an 8 bit bi-directional data bus, asynchronous protocol, 4 interrupt lines, an I/O system reset, and a 4 MHz free running clock. The interface host always acts as a master during data transfer operations with the I/O controller, initiating exchanges. The I/O bus is mapped into the address space of each processor between F80001 and F81FFF at odd addresses. The even addresses between F80000 and F81FFE are illegal.

A strobe and a data acknowledge line are used in the hardware protocol. To execute a write onto the I/O controller the interface host places the address and data on the bus, drives the write line low, and then drives the strobe line low. The I/O controller responds by recognizing its address, storing the data, and driving the transfer acknowledge line low. The processor detects the transfer acknowledge line going low, drives the strobe line high, and continues with the next instruction. The I/O controller detects the revocation of the strobe line and responds by revoking the acknowledge line.

A read cycle is only slightly more complicated. The interface host places the I/O address on the I/O bus, drives the write line high, and then the strobe line low. The I/O controller recognizes its address, places the
requested data on the I/O bus, and drives the acknowledge line low. The interface host receives the acknowledge, latches in the data, and drives the strobe line high. The I/O controller detects the revocation of the strobe line, stops driving the data bus, and removes the acknowledge line.

The Motorola bus is designed so that if a drop cable is used from the monoboard computer, several I/O cards can be chained off the I/O bus. Motorola I/O cards are expected to provide A/D and D/A converters, as well as a disk controller. The simplicity of the interface leads to the ready design of custom controllers.

The STD Bus

The STD or so called standard bus is a widely supported bus architecture for controller cards with an increase in flexibility over the Motorola bus. The STD bus is synchronous, with a 56 pin edge connector. It provides six unidirectional data lines, eight bidirectional data lines, sixteen address lines, and 22 control lines. Four power lines provide digital and analog voltages. It is widely assumed that a subset of the 56 lines will be selected for implementation with a particular microprocessor family. The STD bus currently supports peripherals for a large number of microprocessor architectures including the 8080, the 8085, the Z80, the 6502, the 6800, and the 68000. IEEE has authorized a group (P961) to draft an STD bus standard. The very strong support for this simple, sturdy controller bus should merit strong consideration for use in low speed I/O communication.

7.3.2 Serial Access

Multiprocessors have had a reputation among many potential users as being hard to program, difficult to debug, and nearly impossible to work with in an actual application environment where the multiprocessor should have been the tool and not the subject. Clearly a good user interface can improve the convenience of the man-machine interaction. Implementing this user interface within the RAPIDbus system would drain resources from the applications package. Thus it is an objective of the RAPIDbus system to condition the user interface through the use of a front panel processor. One possible connection arrangement is shown in figure 7-4.

Communication between RAPIDbus and the front panel processor occurs through two serial lines. The first line is configured with the RAPIDbus processor acting as "computer" and the front panel processor acting as "terminal". The second line puts the RAPIDbus processor on the "terminal" end running the "computer" end through a multiplexer controlled by the front panel processor, connecting finally with a local area network or external host.

Serial line one coming from each of the RAPIDbus processors must be monitored in preparation for receiving a message from each of the processors. These messages must be queued by the front panel processor, identified as to the originating processor, and then presented to the system terminal. Similarly the user must be able to send commands to a particular processor or subset of processors. It is the responsibility of the front panel processor to filter the communications so that they are of maximal communicative value to the user. The front panel processor should be capable of being configured so as to handle some kinds of requests from RAPIDbus processors internally.

The second serial line comes from each of the RAPIDbus processors, configured as terminals, and must be
Figure 7-4: The front panel processor simplifies interactions with multiple processors.

multiplexed so that one can be connected to a local area network at a time. This multiplexer is under the control of the front panel processor. If a processor is to be downloaded, either the RAPIDbus processor to be downloaded to or the system terminal must make a request for connection between processor and local area network through the multiplexer. When the use of the serial line is complete, the RAPIDbus processor must send a message to the front panel processor indicating that the line is available for reallocation.
The capability of any system element to fail requires the existence of good diagnostic features at all levels of both hardware and software to maximize the system uptime. Processor cards are specified to be able to execute functional tests on power-up or reset to verify that the core of each system is functioning correctly. Similarly the front panel processor must be designed for self testing to verify operation outside of the RAPIDbus system. The multiplexer must then be capable of connecting a terminal and/or host to each RAPIDbus processor under user control to execute direct diagnostic control over an independent processor/RAPIDbus interface system. It is only by being able to break the system in as many independently verifiable pieces as possible that acceptable mean-time-to-repair will be experienced.
8. Where Next?

RAPIDbus is intended as an experiment in multiprocessor interconnect structures. Its secondary function is as a research tool, supporting research in signal processing and system control. The preceding document, RAPIDbus: Architecture and Realization describes the framework for an experiment. Two following documents are intended to describe the implementation of the experiment, and to discuss the results in the form of both theoretical and run-time performance evaluation. The first of the implementation documents describes the Advanced Schottky implementation which is being both constructed and run. The second implementation document describes a higher performance emitted coupled logic implementation which is analyzed in terms of theoretical performance. These documents provide the results of the experiment. Perhaps it is only in these discussions that one has a right to find true conclusions...
# I. Connector CP1 Signals

<table>
<thead>
<tr>
<th>ODD CONNECTOR PINS</th>
<th>EVEN CONNECTOR PINS</th>
</tr>
</thead>
<tbody>
<tr>
<td>+5V</td>
<td>+5V</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>D00*</td>
<td>D01*</td>
</tr>
<tr>
<td>D02*</td>
<td>D03*</td>
</tr>
<tr>
<td>D04*</td>
<td>D05*</td>
</tr>
<tr>
<td>D06*</td>
<td>D07*</td>
</tr>
<tr>
<td>D08*</td>
<td>D09*</td>
</tr>
<tr>
<td>D10*</td>
<td>D11*</td>
</tr>
<tr>
<td>D12*</td>
<td>D13*</td>
</tr>
<tr>
<td>D14*</td>
<td>D15*</td>
</tr>
<tr>
<td>DPARITY0*</td>
<td>DPARITY1*</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>UDS*</td>
<td>LDS*</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>DTACK*</td>
<td>AS*</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>APARITY0*</td>
<td>WRITE*</td>
</tr>
<tr>
<td>LWORD*</td>
<td>A01*</td>
</tr>
<tr>
<td>A02*</td>
<td>A03*</td>
</tr>
<tr>
<td>A04*</td>
<td>A05*</td>
</tr>
<tr>
<td>A06*</td>
<td>A07*</td>
</tr>
<tr>
<td>A08*</td>
<td>A09*</td>
</tr>
<tr>
<td>A10*</td>
<td>A11*</td>
</tr>
<tr>
<td>A12*</td>
<td>A13*</td>
</tr>
<tr>
<td>A14*</td>
<td>A15*</td>
</tr>
<tr>
<td>A16*</td>
<td>A17*</td>
</tr>
<tr>
<td>A18*</td>
<td>A19*</td>
</tr>
<tr>
<td>A20*</td>
<td>A21*</td>
</tr>
<tr>
<td>A22*</td>
<td>A23*</td>
</tr>
<tr>
<td>AM4*</td>
<td>AM7*</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>AM3*</td>
<td>MAS*</td>
</tr>
<tr>
<td>TEST0*</td>
<td>RETRY*</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>ACCLK</td>
<td>INT.RTN</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>INT.BLOCK*</td>
<td>RESET*</td>
</tr>
<tr>
<td>MLT.BLOCK*</td>
<td>MLTBERR*</td>
</tr>
<tr>
<td>MLTDTACK</td>
<td>ACFAIL</td>
</tr>
<tr>
<td>TEST1*</td>
<td>NC</td>
</tr>
<tr>
<td>BERR*</td>
<td>MLTRETRY*</td>
</tr>
<tr>
<td>AM0*</td>
<td>AM1*</td>
</tr>
<tr>
<td>AM2*</td>
<td>85</td>
</tr>
<tr>
<td>------</td>
<td>-----</td>
</tr>
<tr>
<td>IRQ1*</td>
<td>87</td>
</tr>
<tr>
<td>IRQ3*</td>
<td>89</td>
</tr>
<tr>
<td>IRQ5*</td>
<td>91</td>
</tr>
<tr>
<td>IRQ7*</td>
<td>93</td>
</tr>
<tr>
<td>ACKIN*</td>
<td>95</td>
</tr>
<tr>
<td>+5</td>
<td>97</td>
</tr>
<tr>
<td>+5</td>
<td>99</td>
</tr>
<tr>
<td>+5</td>
<td>101</td>
</tr>
<tr>
<td>+5</td>
<td>103</td>
</tr>
<tr>
<td>+5</td>
<td>105</td>
</tr>
<tr>
<td>NC</td>
<td>107</td>
</tr>
<tr>
<td>NC</td>
<td>109</td>
</tr>
<tr>
<td>NC</td>
<td>111</td>
</tr>
<tr>
<td>NC</td>
<td>113</td>
</tr>
<tr>
<td>NC</td>
<td>115</td>
</tr>
<tr>
<td>NC</td>
<td>117</td>
</tr>
<tr>
<td>GND</td>
<td>119</td>
</tr>
<tr>
<td>-12V</td>
<td>121</td>
</tr>
<tr>
<td>GND</td>
<td>123</td>
</tr>
<tr>
<td>+ 12V</td>
<td>125</td>
</tr>
<tr>
<td>+ 12V</td>
<td>127</td>
</tr>
<tr>
<td>+ 5V</td>
<td>129</td>
</tr>
<tr>
<td>+5V</td>
<td>131</td>
</tr>
<tr>
<td>+ 5VSTBY</td>
<td>133</td>
</tr>
<tr>
<td>GND</td>
<td>135</td>
</tr>
<tr>
<td>GND</td>
<td>137</td>
</tr>
<tr>
<td>GND</td>
<td>139</td>
</tr>
</tbody>
</table>
# II. Connector CP2 Signals

<table>
<thead>
<tr>
<th>ODD CONNECTOR PINS</th>
<th>EVEN CONNECTOR PINS</th>
</tr>
</thead>
<tbody>
<tr>
<td>GND</td>
<td>1</td>
</tr>
<tr>
<td>GND</td>
<td>3</td>
</tr>
<tr>
<td>GND</td>
<td>5</td>
</tr>
<tr>
<td>+5V</td>
<td>7</td>
</tr>
<tr>
<td>+5V</td>
<td>9</td>
</tr>
<tr>
<td>+12V</td>
<td>11</td>
</tr>
<tr>
<td>NC</td>
<td>13</td>
</tr>
<tr>
<td>-12V</td>
<td>15</td>
</tr>
<tr>
<td>GND</td>
<td>17</td>
</tr>
<tr>
<td>ADDR1</td>
<td>19</td>
</tr>
<tr>
<td>GND</td>
<td>21</td>
</tr>
<tr>
<td>ADDR2</td>
<td>23</td>
</tr>
<tr>
<td>GND</td>
<td>25</td>
</tr>
<tr>
<td>GND</td>
<td>27</td>
</tr>
<tr>
<td>ADDR3</td>
<td>29</td>
</tr>
<tr>
<td>GND</td>
<td>31</td>
</tr>
<tr>
<td>MASTERCLOCK</td>
<td>33</td>
</tr>
<tr>
<td>GND</td>
<td>35</td>
</tr>
<tr>
<td>NC</td>
<td>37</td>
</tr>
<tr>
<td>NC</td>
<td>39</td>
</tr>
<tr>
<td>NC</td>
<td>41</td>
</tr>
<tr>
<td>NC</td>
<td>43</td>
</tr>
<tr>
<td>GND</td>
<td>45</td>
</tr>
<tr>
<td>NC</td>
<td>47</td>
</tr>
<tr>
<td>NC</td>
<td>49</td>
</tr>
<tr>
<td>NC</td>
<td>51</td>
</tr>
<tr>
<td>NC</td>
<td>53</td>
</tr>
<tr>
<td>RXD2</td>
<td>55</td>
</tr>
<tr>
<td>TXD2</td>
<td>57</td>
</tr>
<tr>
<td>GND2</td>
<td>59</td>
</tr>
<tr>
<td>RXD1</td>
<td>61</td>
</tr>
<tr>
<td>TXD1</td>
<td>63</td>
</tr>
<tr>
<td>GND1</td>
<td>65</td>
</tr>
<tr>
<td>-15</td>
<td>67</td>
</tr>
<tr>
<td>+15</td>
<td>69</td>
</tr>
<tr>
<td>GND</td>
<td>71</td>
</tr>
<tr>
<td>NC</td>
<td>73</td>
</tr>
<tr>
<td>NC</td>
<td>75</td>
</tr>
<tr>
<td>NC</td>
<td>77</td>
</tr>
<tr>
<td>HostCK1</td>
<td>79</td>
</tr>
<tr>
<td>HostCK2</td>
<td>81</td>
</tr>
<tr>
<td>GND</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>HostCK3</td>
<td>85</td>
</tr>
<tr>
<td>HostCk4</td>
<td>87</td>
</tr>
<tr>
<td>A24*</td>
<td>89</td>
</tr>
<tr>
<td>A26*</td>
<td>91</td>
</tr>
<tr>
<td>A28*</td>
<td>93</td>
</tr>
<tr>
<td>A20*</td>
<td>95</td>
</tr>
<tr>
<td>GND</td>
<td>97</td>
</tr>
<tr>
<td>NC</td>
<td>99</td>
</tr>
<tr>
<td>GND</td>
<td>101</td>
</tr>
<tr>
<td>DPARITY2*</td>
<td>103</td>
</tr>
<tr>
<td>D16*</td>
<td>105</td>
</tr>
<tr>
<td>D18*</td>
<td>107</td>
</tr>
<tr>
<td>D20*</td>
<td>109</td>
</tr>
<tr>
<td>D22*</td>
<td>111</td>
</tr>
<tr>
<td>D24*</td>
<td>113</td>
</tr>
<tr>
<td>D26*</td>
<td>115</td>
</tr>
<tr>
<td>D28*</td>
<td>117</td>
</tr>
<tr>
<td>D30*</td>
<td>119</td>
</tr>
</tbody>
</table>
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