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Abstract

Chip scale refrigeration system is critical for the development of electronics with the rapid increase of power consumption and substantial reduction of device size, resulting in an emergent demand on novel cooling technologies with a high efficiency for the thermal management. In this thesis, active refrigeration devices based on Stirling cycle and an electrocaloric material, are designed and investigated to achieve a high cooling performance.

Firstly, a new Stirling micro-refrigeration system composed of arrays of silicon MEMS cooling elements is designed and evaluated. The cooling elements are fabricated in a stacked array on a silicon wafer. A regenerator is placed between the compression (hot side) and expansion (cold side) diaphragms, which are driven electrostatically. Under operating conditions, the hot and cold diaphragms oscillate sinusoidally and out of phase such that heat is extracted to the expansion space and released from the compression space. A first-order of thermodynamic analysis is performed to study the effect of geometric parameters. Losses due to regenerator non-idealities and chamber heat transfer limitation are estimated. A multiphysics computational approach for analyzing the system performance that considers compressible flow and heat transfer with a large deformable mesh is demonstrated. The optimal regenerator porosity for the best system COP (coefficient of performance) is identified. To overcome the computational complexity brought about by the fine pillar structure in the regenerator, a porous medium model is used to allow for modeling of a full element. The analysis indicates the work recovery of the system and the diaphragm actuation are main challenges for this cooler design. The pressure drop and friction factor of gas flow across circular silicon micro pillar arrays fabricated by deep reactive ion etch (DRIE) process are investigated. A new correlation that considers the coupled effect of pillar spacing and aspect ratio, is proposed to predict the friction factor in a Reynolds
number range of 1-100. Silicon pillars with large artificial roughness amplitudes is also fabricated, and the effect of the roughness is studied in the laminar flow region. The significant reduction of pressure drop and friction factor indicates that a large artificial roughness could be built for pillar arrays in the regenerator to enhance the micro-cooler efficiency.

The second option is to develop a fluid-based refrigeration system using an electrocaloric material poly(vinylidene fluoride-trifluoroethylene-chlorofluoroethylene) [P(VDF-TrFE-CFE)] terpolymer. Each cooling element includes two diaphragm actuators fabricated in the plane of a silicon wafer, which drive a heat transfer fluid back and forth across terpolymer layers that are placed between them. Finite element simulations with an assumption of sinusoidal diaphragm motions are conducted to explore the system performance detailedly, including the effects of the applied electric field, geometric dimensions, operating frequency and externally-applied temperature span. Multiphysics modeling coupled with solid-fluid interaction, heat transfer, electrostatics, porous medium and moving mesh technique is successfully performed to verify the thermal modeling feasibility. The electrocaloric effect in thin films of P(VDF-TrFE-CFE) terpolymer is directly measured by infrared imaging at ambient conditions. At an electric field of 90 V/μm, an adiabatic temperature change of 5.2 °C is obtained and the material performance is stable over a long testing period. These results suggest that application of this terpolymer is promising for micro-scale refrigeration.
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Nomenclature

\[ A \quad \text{Convective heat transfer area in the chamber, m}^2 \]

\[ A_{\text{min}} \quad \text{Minimum cross-sectional area, m}^2 \]

\[ A_w \quad \text{Wetted area of the pillars, m}^2 \]

\[ C_1, C_2, C_3, C_4 \quad \text{Constants} \]

\[ COP \quad \text{Coefficient of performance} \]

\[ COP_C \quad \text{Carnot COP} \]

\[ D_h \quad \text{Hydraulic diameter, m} \]

\[ E \quad \text{Electric field, V/m} \]

\[ F \quad \text{Forchheimer coefficient} \]

\[ H \quad \text{Height, m} \]

\[ K \quad \text{Permeability, m}^4 \]

\[ L \quad \text{Length, m} \]

\[ M \quad \text{Amplitude of the mass flow rate, kg/s} \]

\[ MAE \quad \text{Mean absolute error} \]

\[ M_g \quad \text{Molar mass of the gas, kg/mol} \]

\[ N \quad \text{Number of row of pillars} \]

\[ NTU \quad \text{Number of transfer units} \]

\[ Nu \quad \text{Nusselt number} \]

\[ Pr \quad \text{Prandtl number} \]

\[ Q \quad \text{Heat extraction per cycle, J} \]

\[ \dot{Q} \quad \text{Heat source, W/m}^3 \]
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>Ideal gas constant, J/(mol·K)</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>S</td>
<td>Entropy, J/(kg·K)</td>
</tr>
<tr>
<td>S_L</td>
<td>Longitudinal pitch, m</td>
</tr>
<tr>
<td>S_T</td>
<td>Traverse pitch, m</td>
</tr>
<tr>
<td>T</td>
<td>Temperature, K</td>
</tr>
<tr>
<td>U</td>
<td>Average velocity, m/s</td>
</tr>
<tr>
<td>V</td>
<td>Volume, m³</td>
</tr>
<tr>
<td>W</td>
<td>Work, W</td>
</tr>
<tr>
<td>Z_max</td>
<td>Vibration amplitude of the diaphragm, m</td>
</tr>
<tr>
<td>ZT</td>
<td>Figure of merit</td>
</tr>
<tr>
<td>a_fs</td>
<td>Solid surface area per unit volume, 1/m</td>
</tr>
<tr>
<td>c_p</td>
<td>Specific heat, J/(kg·K)</td>
</tr>
<tr>
<td>d</td>
<td>Pillar diameter, m</td>
</tr>
<tr>
<td>e</td>
<td>Regenerator effectiveness</td>
</tr>
<tr>
<td>f</td>
<td>Friction factor</td>
</tr>
<tr>
<td>f_corr</td>
<td>Friction factor predicted from correlations</td>
</tr>
<tr>
<td>f_exp</td>
<td>Friction factor from experimental data</td>
</tr>
<tr>
<td>h</td>
<td>Convection coefficient, W/(m²·K)</td>
</tr>
<tr>
<td>k</td>
<td>Thermal conductivity, W/(m·K)</td>
</tr>
<tr>
<td>m</td>
<td>Mass, kg</td>
</tr>
<tr>
<td>ṁ</td>
<td>Gas mass flow rate, kg/s</td>
</tr>
<tr>
<td>n</td>
<td>Number of data points</td>
</tr>
</tbody>
</table>
\( p \)  \hspace{1cm} \text{Pressure, Pa} \\
\( q \)  \hspace{1cm} \text{Rate of heat transfer, W} \\
\( q_{cd} \)  \hspace{1cm} \text{Heat conduction loss across regenerator walls, W} \\
\( u \)  \hspace{1cm} \text{Velocity, m/s} \\
\( \bar{u} \)  \hspace{1cm} \text{Average velocity, m/s} \\
\( w \)  \hspace{1cm} \text{Total channel width, m} \\
\( \Delta p \)  \hspace{1cm} \text{Pressure drop through the regenerator, Pa} \\
\( \Delta t_1 \)  \hspace{1cm} \text{Transit time, s} \\
\( \Delta t_2 \)  \hspace{1cm} \text{Time lag between the electric field and the diaphragm motion, s} \\
\( \delta_t \)  \hspace{1cm} \text{Thermal penetration depth, m} \\
\( \varepsilon \)  \hspace{1cm} \text{Porosity} \\
\( \eta \)  \hspace{1cm} \text{Regenerator effectiveness} \\
\( \kappa \)  \hspace{1cm} \text{Swept volume ratio, } V_H/V_C \\
\( \mu \)  \hspace{1cm} \text{Dynamic viscosity, Pa\cdot s} \\
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Chapter 1 Introduction

1.1 Motivation

Micro-scale refrigeration systems have a wide range of potential applications, such as cooling for integrated circuits, MEMS sensors, radio-frequency electronics, and biomedical devices [1,2]. With the development of MEMS technologies and semiconductors, power consumption has increased significantly while device size has reduced substantially, resulting in an emergent demand on dissipating a high heat density. Novel cooling technologies with a high efficiency are attractive due to growing energy consumption and the requirement of thermal management. The coefficient of performance of the cooler ($COP$), is defined as the ratio of heat removal to the input work [3]. The Carnot coefficient of performance, $COP_C$, which represents the maximum theoretical efficiency possible between constant temperature hot ($T_H$) and cold ($T_C$) sources, can be found from

$$COP_C = \frac{T_C}{T_H - T_C}.$$  \hspace{1cm} (1.1)

In recent years, the Defense Advanced Research Projects Agency (DARPA) has invested extensively to improve the thermal management technologies (TMT) [4] and enhance the cooling capacity and efficiency for the electronics system.

As shown in Fig. 1.1 [4], DARPA TMT program (2008-2013) includes five subprograms: Microtechnologies for Air-Cooled Exchangers (MACE), Thermal Ground Plane (TGP), Nano-Thermal Interfaces (NTI), Near Junction Thermal Transport (NJTT) and Active Cooling Modules (ACM) [4]. Each subprogram is corresponding to a specific task area according to the thermal resistance chain in Fig. 1.1. The MACE program is to develop new technologies to improve the performance of heat sinks by decreasing the thermal resistance. The TGP program is
to achieve superior heat conduction (10 KW/(m·K)-20 KW/(m·K)) by incorporating nanostructured material for thin two-phase chambers at high g-loads (10 g-20 g) operational conditions, while replacing the traditional heat spreader. The goal of NTI program is to reduce the thermal resistance of the interface layers that exist in many places from the electronic device to air by using novel materials and nanostructures. The fourth program NJTT pursued a 3x enhancement in RF power output by providing localized thermal management within 100 μm of the electronic junction. The primary goal of ACM program is developing and demonstrating active cooling of electronics based on novel materials and thermodynamic cycles, to provide about 10 °C-25 °C of cooling with a cooling power density of 25 W/cm² and a coefficient of performance (COP) of 2 in the centimeter scale [4]. An efficient active cooling module with a high performance could enable low-temperature operation of the device, including operation below ambient temperature, and allow larger power utilization margins in electronic devices.

Figure 1.1 A schematic of TMT programs (MACE, TGP, ACM, NTI and NJTT) and the task areas in a representative device [4].

Thermoelectric coolers are a common active refrigeration device and have been scaled to the micro-domain [5-8]. The efficiency of thermoelectric energy conversion is determined by the
thermoelectric material’s figure of merit, $ZT$, which is defined by $ZT = S^2 \sigma T / k$, where $S$, $\sigma$ and $k$ are the Seebeck coefficient, electrical conductivity, and thermal conductivity [9]. The maximum $COP$ of a thermoelectric cooler is [5]

$$COP = \frac{T_C(\sqrt{1+ZT} - T_H/T_C)}{(T_H - T_C)(\sqrt{1+ZT} + 1)}$$ (1.2)

This maximum $COP$ is plotted as a function of the temperature difference $T_H - T_C$ in Fig. 1.2 for $ZT$ values of one and two (the latter is the maximum value currently available in bulk thermoelectric materials [5]). For a typical temperature difference of 25 K for cooling in ambient conditions, the maximum $COP$ of a realistic thermoelectric cooler is 2.6, which is 24% of the Carnot $COP$. While thermoelectric coolers are gaining traction in applications, significant challenges exist to increase $ZT$ beyond unity due to the difficulty of reducing the thermal conductivity while maintaining good electrical properties [10]. The low efficiency and challenges in material fabrication suggest that alternatives are needed.

Figure 1.2 Theoretical $COP$ as a function the temperature difference $T_H - T_C$ for a thermoelectric cooler.
In this work, alternative options, active refrigeration devices based on Stirling cycle and electrocaloric materials, are investigated to realize a high cooling performance in the centimeter scale. The design concept, the analysis methodology, testing approach and results provide a valuable view insight of these two active cooling technologies and build the foundations for the further explorations.

1.2 Stirling cooling

Micro-scale devices operating on the Stirling cycle, which was developed in 1816 [11], are an attractive potential alternative due to the high efficiencies realized for macro-scale Stirling machines [1]. The traditional mechanical Stirling cooler uses two pistons to transfer the working fluid back and forth between hot and cold chambers that are separated by a regenerator. The heat is released from the hot chamber during the compression process and absorbed from the cold chamber during the expansion process. Ceperley [12] recognized that sound waves can be used to replace the pistons or diaphragms for gas compression and displacement in the Stirling cooler. Thermoacoustic technology based on the Stirling cycle was thus developed. Reid et al. [13], Jin et al. [14], and Symko et al. [15] built thermoacoustic refrigeration systems and applied them in cryogenic cooling. Banjare et al. [16] and Zink et al. [17] performed CFD analysis to demonstrate the principle of the thermally-driven cooling. The temperature gradient achieved due to the thermoacoustic cooling, however, is limited by the critical temperature gradient [18].

Attempts to miniaturize Stirling coolers for application in electronics cooling have been scale-limited by the use of traditional components (e.g., pistons, linkages, and pressure vessels) [18,19]. The state-of-the-art in small, but conventionally manufactured, Stirling coolers is exemplified by an on-board system measuring $13 \times 25 \times 6$ cm$^3$ in the palm-size titanium infrared imagers made by FLIR [21]. Efforts on a prototype micro-scale Stirling cooler, which are
documented in a series of cryocooler patents [22,23], addressed frictional losses and leakage concerns by replacing the conventional pistons and the associated linkages with electrostatically-driven diaphragms. The Moran concept [23,24] used 1-2 cm diameter silicon diaphragms with vertical electrostatic comb drives to move the working gas through a layered metal/polymer regenerator, as illustrated in Fig. 1.3. The substantial heat loss from the hot side to the cold side is challenging to minimize.

Figure 1.3 The Moran concept [23,24] uses silicon diaphragms with vertical electrostatic comb drives to move the working gas through a regenerator vertically (i.e., perpendicular to the plane of the silicon wafer). Left: Micro-Stirling cooler assembly. Right: Regenerator design showing orthogonal flow between diaphragms.

1.3 Electrocaloric cooling

In recent years, novel solid-state cooling technologies, such as electrocaloric (EC) and magnetocaloric cooling, have attracted interest [25,26]. The electrocaloric effect is a phenomenon in which reversible, polarization-related temperature and entropy changes of material appear under the application and removal of an electric field. As shown in Fig. 1.4, applying the electric field orients the dipoles and reduces the entropy associated with the polarization. This process happens so fast (on the order of milliseconds [27]) that it can be
considered to be adiabatic. The temperature of the material therefore increases, as required by the entropy of material decrease. Reversely, removing the electric field disorders the dipoles, increases the entropy of material, and cools the material. The magnetocaloric effect is similar to the electrocaloric effect, with the use of a magnetic field instead of an electric field. While refrigeration based on the magnetocaloric effect can be employed to achieve extremely low temperatures, miniaturization of devices is challenging while maintaining a high cooling performance.

Figure 1.4 Conceptual demonstration of the mechanism of the electrocaloric effect. The material becomes polar-ordered under the electric field and the decreased material entropy increases temperature. When the electric field is removed, the material returns to a polar-disordered state, the material entropy increases, and the temperature drops.
Although the EC effect was first reported by Kobeco and Kurtschatov in 1930 [28], potential applications have been limited by the relatively low entropy and temperature changes for most ferroelectric materials. Recently, materials with a large EC effect have been discovered [29,30], suggesting practical applications in cooling devices.

Jia and Ju [31] proposed a design of a solid-state refrigeration system based on the EC effect where an EC material is dynamically moved by a motorized z-stage between a heat source and a heat sink, as shown in Fig. 1.5. 1 K temperature drop was observed in their experimental testing at a frequency of 0.3 Hz. Reduction of the thermal contact resistances at the interfaces between the EC material and the heat source/sink (which are periodically brought into and out of contact) is challenging in this design. The overall cooling performance is limited by the poor performance of the electrocaloric material BaTiO$_3$.

Figure 1.5 Design and setup of a solid-state refrigerator based on the electrocaloric effect (Jia and Ju [31]).
Gu et al. [32,33] reported a chip scale solid-state electrocaloric oscillatory refrigeration device based on the high energy electron irradiated poly (vinylidene fluoride-trifluoroethylene) 68/32 mol% (ei-copolymer), and the prototype cooling device achieved more than 6 K temperature span between the hot and cold sides, as shown in Fig. 1.6. However, the cyclic motion of regenerators in the refrigerator was realized by a step motor, which is not compact and does not satisfy the size requirement for the chip scale cooling. The cooler performance is also limited by the friction loss and the thermal conduction between EC modules and regenerators in this design.

Figure 1.6 Schematic of the prototype of a solid-state electrocaloric cooler (Gu et al. [32]), which includes two 0.25 mm thick 24-layer EC module and four 0.5 mm thick regenerators.
1.4 Thesis overview

This thesis is part of a collaborative work on a DARPA ACM program involving graduate students Jinsheng Gao (electrostatic pump modeling and fabrication) in Department of Electrical and Computer Engineering, and Ying-Ju Yu (EC material molecular dynamics modeling and fabrication, 3D box printing) in Department of Mechanical Engineering and Andrew Slippey (EC cooler performance testing) at Advanced Cooling Technologies, Inc. (ACT). Their contributions are indicated in the corresponding parts of this thesis.

The objective of this thesis is to develop a chip scale refrigeration system for cooling of electronic devices. Due to the high efficiency realized for the conventional scale Stirling cooler, miniaturization of Stirling cooler is presented in this work. In order to minimize the heat loss from the hot side to the cold side of the device, an in-plane design of the system is realized on a silicon wafer. The cooler thermal performance is investigated based on the thermodynamic analysis and finite element modeling. Another option is to develop the refrigeration system based on novel materials, and a fluid-based electrocaloric device is designed in this thesis, which also employs the concept of the in-plane flow. The detailed design and the system performance, including material performance, are explored.

The rest of the thesis is organized as follows. The scaled Stirling cooler was discussed in Chapters 2, 3 and 4. In Chapter 2, a new micro-scale Stirling cooler system, including two diaphragm actuators driven electrostatically and a regenerator on a silicon wafer, was designed [34]. The in-plane micro-scale implementation offers efficient thermal isolation between the hot and cold sides. To achieve a larger heat lift, a large number of cooler elements in this design can be assembled in parallel. A system-level thermodynamic analysis of the Stirling cooler element
was preformed, and sources of inefficiency and losses were analyzed and evaluated by using detailed fluid dynamics and heat transfer analyses.

In Chapter 3, a finite element modeling that incorporates compressible fluid flow, heat transfer, and solid mechanics was used to study the thermal performance of the full system [35]. Firstly the regenerator was isolated and its design was optimized. Then for the system-level estimation, a porous medium model was used to replace the fine pillar structures in the regenerator, allowing for a full-system finite element calculation. The proposed design can achieve a cooling power density of 4.2 W/cm² and a system COP of 2.93 with a temperature span of 25 K.

The pin fin structures employed by the current regenerator in the Stirling cooler have a significant effect on the cooler performance. The experimental investigation of gas laminar flow across a bank of pin fin arrays was conducted in Chapter 4. The experimental data for circular pin fins were compared with the data of conventional flows, and the existing correlations of friction factor. A new correlation, which considers the coupled effects of the pin fin aspect ratio and pillar spacing, was proposed for predicting the friction factor. The effect of circular pillars with artificial roughness on the friction factor was explored. The creation of roughness on pin fins, which is easily realized by the mask design in lithography process, can be used improve the efficiency of the micro regenerators, micro reactors or other related applications.

The study of fluid-based electrocaloric cooler was presented in Chapters 5 and 6. In Chapter 5, the detailed design of EC cooler was documented [36], which includes two diaphragm pumps and an EC module in between. A heat transfer fluid is sealed within the element and pumped back and forth with the carried heat between hot and cold chambers. Finite element modeling was conducted to evaluate the system thermal performance with an assumption of a
sinusoidal diaphragm motion. Then multiphysics simulations of the system coupled with thermal fluid modeling and modeling of the diaphragm driven by electrostatics were performed. A cooling power density of 3.65 W/cm² and a COP of 2.5 with a temperature span of 25 K could be achieved based on this novel design. (Jinsheng Gao: joint diaphragm modeling and multiphysics modeling with diaphragm deformations).

The characterization of electrocaloric effect for a thin film of P(VDF-TrFE-CFE) terpolymer was obtained in Chapter 6. The infrared imaging technique was demonstrated to be an effective and convenient method for the thin film measurement. A significant percentage of the adiabatic temperature change (about 50%) was realized, which is much larger than that obtained in other reported measurement techniques. A theoretical correction considering the convection heat transfer between the thin film and the environment was performed to quantify the adiabatic temperature change. The frequency dependence of the EC effect was investigated and the film stability was also studied. (Jinsheng Gao: joint EC material test bed setup, Ying-Ju Yu: EC film fabrication).

A summary of this thesis work and suggestions for future research was presented in Chapter 7.
Chapter 2 Design and thermodynamic analysis of a MEMS-based Stirling microcooler

2.1 Introduction

Micro-scale devices operating on the Stirling cycle are attractive based on the high efficiencies realized for macro-scale Stirling machines, which is about 15 to 25% of Carnot COP [37]. However, Stirling coolers have been impractical for most electronic packaging applications due to the use of traditional components (e.g., pistons, linkages, and pressure vessels) [38-41]. Recently, electrostatically-driven diaphragms are employed to replace conventional pistons to pump the gas in the micro-domain [22-24]. In this chapter, a new design of the micro-scale Stirling cooler system, which includes two diaphragms and a regenerator that separates the hot and cold chambers, is presented, as shown in Fig. 2.1. This in-plane micro-scale implementation offers efficient thermal isolation between the hot and cold sides by enabling a longer length regenerator than may be practical in a stacked assembly meant to support gas flow perpendicular to the wafer, as shown in Fig. 1.3.

Classical theories, such as an isothermal model or an adiabatic model, can be applied to analyze Stirling coolers [3]. The isothermal analysis is based on the Schmidt cycle with sinusoidal volume variations. Assumptions are required to obtain a closed form-analytical expression for the cooling power. Notably, the gas temperature in the hot (cold) side is assumed to be the constant and to take on the temperature of the heat sink (source) and the regenerator is assumed to be perfect. The adiabatic analysis is more realistic as the working spaces tend to be adiabatic rather than isothermal in real machines. The adiabatic analysis assumes that the hot and cold spaces are thermally-insulated and that all the heat input and output occur at the heat
exchangers. The gas flows out of the heat exchangers at the heat sink (source) temperature and then comes into the hot (cold) space. The regenerator is also assumed to be perfect.

Martini [42], Wale et al. [43], Lee et al. [44], and Shoureshi [45] included more realistic losses and inefficiencies in the isothermal or adiabatic models. The important losses and inefficiencies in the Stirling cooler devices include: 1) Parasitic regenerator heat conduction, whereby a heat flow develops along the device walls due to the temperature gradient between the hot and cold sides. 2) Due to the finite convection coefficient and limited heat capacity of the regenerator, when the gas flows from the hot side to the cold side, the output gas temperature is higher than the cold space temperature, thus reducing the maximum possible heat transfer. 3) The pressure drop when the gas flows through the regenerator. 4) The finite convection coefficients in the hot and cold exchangers. For different types of Stirling devices, losses and inefficiencies may also exist due to gas leakage, mechanical damping, and electrical effects [1].

In this study, the losses associated with the regenerator (parasitic heat flow, pressure drop, and insufficient heat transfer) and the finite heat transfer in the chambers are incorporated in a system-level model to evaluate the cooling performance of the device. The rest of the chapter is organized as follows. In Section 2.2, the detailed design concept of the new Stirling microcooler is discussed. A system-level thermodynamic analysis of the system is then presented in Section 2.3 and the effects of non-idealities on the cooler performance are quantified in Section 2.4 using detailed fluid dynamics and heat transfer analyses.
2.2 Design concept

2.2.1 Overall concept

The Stirling microcooler elements are each 5 mm-long, 2.5 mm-wide, have a thickness of 150 μm, and are fabricated on a silicon wafer, as illustrated in Fig. 2.2. The design minimizes conduction heat losses across a 0.5 mm-long regenerator by distancing the compressor and expander assemblies with a low thermal conductivity passage. The working fluid is dry air assumed to be the ideal gas in the later analysis, and pressurized at 2 bar. The compression and expansion processes are driven by 2.25 mm diameter circular diaphragms that are actuated electrostatically. The assembled structure is comprised of a pair of identical planar elements.
positioned face-to-face, as shown in Fig. 2.1, and has five parts: the diaphragm layer in the middle, the top and bottom chamber substrates, and two sealing layers. Each of these parts is attached with activated bonding of polydimethylsilicone (PDMS) to either silicon or silicon oxide layers. The cooling elements are designed to be arrayed along their width and thickness to create larger-area surfaces with cooling capacity that scales with their cross-section area. For example, the $2 \times 2 \text{ cm}^2$ cooling area shown in Fig. 2.3 is made by first arraying eight elements along their width and then stacking 114 of these $1 \times 8$ arrays. This active cooling module is reduced in volume by three orders of magnitude compared to a standard small-scale ($2000 \text{ cm}^3$) Stirling cooler.

Figure 2.2 Solid-model view of a Stirling microcooler element that is 5 mm-long, 2.5 mm-wide, has a thickness of 150 µm, and is fabricated on a silicon wafer. (Courtesy of Jinsheng Gao [34])
2.2.2 Hot and cold chambers

Under operating conditions, the hot and cold diaphragms oscillate sinusoidally and out of phase such that heat is extracted from the source (which is at a lower temperature than the sink) to the expansion space and released to the sink (typically the surroundings) from the compression space. The diaphragms are actuated electrostatically to drive the working fluid, which transfers heat between the two chambers. In this design, the bulk silicon substrate on which the device is grown is etched with zipper-shaped chambers under the diaphragms. The silicon substrate enables efficient heat transfer between the gas and heat source/sink and the zipper shape of the substrate reduces the pull-in voltage required to actuate the diaphragms. The addition of silicon pillars at the outlet of each chamber also enhances heat transport from the gas, as shown in Fig. 2.2.
2.2.3 Regenerator

The flow channels of the 0.5 mm-long regenerator are positioned along the wafer plane connecting the compression and expansion chambers. The top and bottom walls of the regenerator are made from thin-film silicon oxide and coated with PDMS. Both materials’ thermal conductivities are about one hundred times less than that of silicon. The sidewalls are made from SU-8 epoxy, which also has low thermal conductivity. As a result, the conductive heat leakage from the hot section to the cold section is small (see Section 2.4.2.2). A series of vertical silicon pillars (diameter 20 µm) are fabricated in the regenerator and serve as the thermal capacitor, which enables efficient heat transfer to/from the gas as it passes through.

2.2.4 High-frequency operation

The cooling capacity of a Stirling cooler is directly related to its operating frequency. Small thermal penetration depths make high frequency-regenerators impractical in large coolers. In microcoolers, however, high-frequency operation is possible, as the length scales of the components of the regenerator can be made comparable to the thermal penetration depth, $\delta_t$, which is given by [46],

$$\delta_t = \sqrt{\frac{k}{\pi f \rho c_p}}$$

(2.1)

where $k$ is the thermal conductivity of the silicon, $f$ is the operating frequency, $\rho$ is the silicon density and $c_p$ is the specific heat of the silicon. At an operating frequency of 2 kHz, the thermal penetration depth in silicon is 122 µm at a temperature of 20°C. Therefore, the diameters of the pillars in the regenerator should thus not exceed 122 µm. Much smaller feature sizes (down to about 20 µm) are accessible though micro-fabrication.
2.3 Thermodynamic analysis of the system

2.3.1 Stirling cycle

The basic Stirling cooling concept employs pumps (either pistons or diaphragms) to drive a working fluid between a cold region and a hot region across a regenerative heat exchanger (i.e., the regenerator). The operation of an ideal Stirling refrigeration cycle is illustrated in Fig. 2.4. Also shown are the corresponding pressure-volume and temperature-entropy diagrams. The ideal cycle starts with an isothermal compression of the working gas from states 1 to 2 that increases the pressure and decreases the gas volume, thereby sending heat to the surrounding chamber. The gas is then cooled in a constant volume process as it is forced through the regenerator into the expansion space (states 2 to 3) while dumping the heat to the regenerator. From states 3 to 4, the working gas is expanded in an isothermal process that decreases the pressure and increases the gas volume, thereby extracting heat from the surrounding chamber. The cycle returns to its original state (states 4 to 1) with the gas absorbing heat from the regenerator. During steady-state operation, this cycle produces a cold region by extracting heat in the expansion space for cooling and a hot region by releasing heat in the compression space. In reality, the Stirling refrigerator will not operate as an ideal cycle, but rather in a sinusoidal-like motion with a phase lag between the cold and hot sides.
2.3.2 Thermodynamic analysis of the Stirling cycle

Figure 2.4 The ideal Stirling refrigeration cycle includes four processes: isothermal compression (1-2), regenerative cooling (2-3), isothermal expansion (3-4) and regenerative heating (4-1).

![Diagram](image)

Figure 2.5 Geometric parameters for a microcooler element. The dead volume, \( V_D \), includes the regenerator volume, \( V_r \), and the non-swept volume between the regenerator and the chambers, \( V_{ns} \). \( V_C \) and \( V_H \) are the swept volume in the cold and hot chambers.
In a cooler driven by the Stirling cycle, the dead volume ratio and the swept volume ratio between the two chambers play an important role in determining the cooling capacity [3]. The dead volume, \( V_D \), includes the regenerator volume, \( V_r \), and the non-swept volume between the regenerator and the chambers, \( V_{ns} \). These volumes are shown in Fig. 2.5. \( V_C \) and \( V_H \), which are also shown in Fig. 2.5, are the swept volume of the cold and hot chambers. \( \kappa = V_H/V_C \), is the swept volume ratio, and \( \chi = V_D/V_C \) is the dead volume ratio. In order to understand the effects of these volume-related parameters on the Stirling cooler, its performance can be approximated with a first-order analysis without considering any losses in the system.

Several assumptions are made during this procedure. We assume that the regenerator is perfect, such that at the outlet of the regenerator, the gas temperature is the same as the chamber temperature (i.e., the regenerator effectiveness is unity). The pressure, \( p \), in the system at any point in time is uniform. The gas temperature in each chamber is uniform and constant, and the temperature profile in the dead space is linear. If the phase lag between the cold side and the hot side is \( \alpha \), then the volume variation of the cold space as a function of the phase angle \( \varphi \), is

\[
V_c = \frac{1}{2} V_C (1 + \cos \varphi),
\]  

(2.2)

and the volume variation of the hot space is

\[
V_h = \frac{1}{2} V_H [1 + \cos (\varphi - \alpha)].
\]  

(2.3)

The total mass of the working fluid in the system, \( m \), is constant, so that, using the ideal gas law,

\[
\frac{mR}{p} = \frac{V_c}{T_{g,C}} + \frac{V_h}{T_{g,H}} + \frac{V_D}{T_{g,D}},
\]  

(2.4)
where $T_{g,c}$ is the average cold gas temperature and $T_{g,h}$ is the average hot gas temperature. The mean temperature in the dead space, $T_{g,d}$, is

$$T_{g,d} = \frac{1}{2}(T_{g,h} + T_{g,c}).$$  \hspace{1cm} (2.5)

The expansion and compression processes take place isothermally, so that the heat released or absorbed in each chamber is equal to the work, such that

$$Q = \int p \, dv.$$  \hspace{1cm} (2.6)

Based on Eqs. (2.2)-(2.6), the variation of the system pressure as a function of the phase angle $\varphi$ is

$$p = \frac{p_{\text{max}}(1-\delta)}{1+\delta \cos(\varphi-\theta)}.$$  \hspace{1cm} (2.7)

Using Eqs. (2.6) and (2.7), the heat extracted by the gas in the cold chamber per cycle is then

$$Q_c = \frac{\pi \delta \sin \theta \sqrt{1-\delta}}{(1+k)\sqrt{1+\delta(1+\sqrt{1-\delta^2})}}p_{\text{max}}(V_C + V_H).$$  \hspace{1cm} (2.8)

The heat released by in the hot chamber per cycle is

$$Q_H = \tau Q_c.$$  \hspace{1cm} (2.9)

In Eqs. (2.7)-(2.9), $p_{\text{max}}$ is the maximum pressure, $\delta$ is an intermediate variable,

$$\delta = \frac{\sqrt{\tau^2+k^2+2\tau k \cos \alpha}}{\tau+k+2\varphi},$$  \hspace{1cm} (2.10)

where $\tau$ is the gas temperature ratio,
\[ \tau = \frac{T_{g,H}}{T_{g,C}}, \]  \hspace{1cm} (2.11)

and \( S \) is the reduced dead volume,

\[ S = \frac{2\tau \chi}{(1 + \tau)}. \]  \hspace{1cm} (2.12)

The variable

\[ \theta = \tan^{-1} \left( \frac{\kappa \sin \alpha}{\tau + \kappa \cos \alpha} \right), \]  \hspace{1cm} (2.13)

can be interpreted as the lead phase angle of the volume variation in the cold side to the pressure variation in the element. If the initial pressure in the system is \( p_0 \), then the maximum pressure in the system is obtained, based on Eq. (2.7), to be

\[ p_{\text{max}} = p_0 \frac{1 + \kappa + 2\chi}{1 + \kappa + 2\chi - \sin \alpha} \frac{1 - \delta \sin(\alpha - \theta)}{1 - \delta}. \]  \hspace{1cm} (2.14)

From Eqs. (2.8) and (2.14), the dimensionless heat extraction \( Q^*_C \) is

\[ Q^*_C = \frac{Q_C}{p_0(V_C + V_H)} = \frac{\pi \delta \sin \theta [1 - \delta \sin(\alpha - \theta)]}{(1 + \kappa \sqrt{1 - \delta^2}(1 + \sqrt{1 - \delta^2})} \frac{1 + \kappa + 2\chi}{1 + \kappa + 2\chi - \sin \alpha}. \]  \hspace{1cm} (2.15)

For a 25 K temperature lift, \( T_{g,H} = 313.15 \) K and \( T_{g,C} = 288.15 \) K, the dimensionless heat extraction per cycle is a function of the swept volume ratio \( \kappa \), the phase lag between the cold side and the hot side \( \alpha \), and the dead volume ratio \( \chi \). For the dead volume, we fix the regenerator volume and study the effect of varying the non-swept volume. Note that the non-swept volume ratio is

\[ \chi_{V_{ns}} = V_{ns}/V_C. \]  \hspace{1cm} (2.16)
Figure 2.6 (a) Dimensionless heat extraction as a function of swept volume ratio for different non-swept volume ratios. The lead phase angle of the cold side to the hot side is 90°. (b) Dimensionless heat extraction as a function of lead phase angle for different swept volume ratios. The non-swept volume ratio is 0.4.
In Fig. 2.6, the dimensionless heat extraction per cycle based on variation of $\kappa$, $\alpha$ and $\chi_{V_{ns}}$ is plotted. In Fig. 2.6(a), the effect of the swept volume ratio $\kappa$ on the dimensionless heat extraction at different non-swept volume ratios when the lead phase angle of the cold side to the hot side is $90^\circ$ is shown. The curves show that an optimum value of $\kappa$ can be found at which the dimensionless heat extraction is maximized. This optimum value of $\kappa$ is always unity for this concept, which corresponds to the cold side and hot side having the same swept volume. The same swept volumes maximize the heat extracted or released in the cold or hot chamber. The effect of the non-swept volume ratio is clear from Fig. 2.6(a): with an increase of $\chi_{V_{ns}}$, the dimensionless heat extraction decreases. This result indicates that the non-swept volume should, as expected, be as small as possible. In Fig. 2.6(b), the effect of lead phase angle $\alpha$ on the dimensionless heat extraction at different swept volume ratios when the non-swept volume ratio is 0.4 is plotted. From this figure, we can see that the dimensionless heat extraction varies by only $\pm10\%$ when the lead phase angle is in the range of $60^\circ$ to $110^\circ$.

2.4 System-level loss evaluation

2.4.1 Coefficient of performance

In Section 2.3, we assumed that the system was perfect and did not consider any losses. In the real system, however, non-idealities will be present and their effects are now considered. Note that in Section 2.3 we use $Q$ to represent the heat extraction per cycle. Here we use $q$ as the rate of the heat transfer. We start with the coefficient of performance (COP) of the cooler, which is the ratio of the heat removal to the input work,
\[ COP = \frac{q}{w}, \]  

(2.17)

The Carnot coefficient of performance \( COP_C \), which represents the maximum theoretical efficiency possible between constant temperature heat source \( T_C \) and heat sink \( T_H \), is defined as Eq. (1.1). For \( T_H =313.15 \text{ K} \) and \( T_C =288.15 \text{ K} \), \( COP_C \) is 11.5.

An estimate of the actual coefficient of performance requires knowledge of the real work input and the heat loss. In our design, the losses come from: (i) Convective heat transfer resistance between the silicon substrate and the gas in the chamber, (ii) Heat conduction along the regenerator walls, (iii) Insufficient heat transfer in the regenerator, and (iv) Pressure drop through the regenerator.

**2.4.2 Energy balance**

To estimate the actual cooling power \( q \) of the system, a simplified model is built and an energy balance is made. As shown in Fig. 2.7, the regenerator is not perfect, so the gas in the cold side not only absorbs heat from the heat source, but also gets some heat from the gas coming out of the regenerator, \( q_r \). Along the regenerator walls, there is heat conduction loss from the hot side to the cold side, \( q_{cd} \). Combining these losses, we obtain an energy balance for the cold chamber

\[ q_C = q + q_{cd} + q_r, \]  

(2.18)

where \( q_C \) is total heat absorbed by the cold gas when the cold gas space expands. It can be calculated from Eq. (2.8). Similarly, for the hot chamber,

\[ q_H = q_h + q_{cd} + q_r, \]  

(2.19)
where \( q_h \) is the actual heat rate coming out of the hot chamber and \( q_H \) is total heat rate released by the hot gas when the hot gas space is compressed. It can be calculated from Eq. (2.9).

2.4.2.1 Heat transfer in the chamber

The heat source temperature is \( T_C \), the heat sink temperature is \( T_H \), the convection coefficient between the cold/hot chamber and the heat source/sink is \( h \), and the surface area between them is \( A \). Due to the high thermal conductivity of silicon, we assume the substrate in each chamber is isothermal. Then, the actual cooling power for the system is

\[
q = hA(T_C - T_{g,C}). \tag{2.20}
\]

In the hot chamber, the heat coming out of the hot chamber is

\[
q_h = hA(T_{g,H} - T_H). \tag{2.21}
\]

\( T_{g,C} \) and \( T_{g,H} \) are the gas temperature in the cold and hot chambers. The convection coefficient in the chamber is obtained from the finite element simulation of the Stirling microcooler system [35]. The Nusselt number used for the calculation is
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In the range of the present operating frequency (100 Hz ~ 1000 Hz), the Reynolds number range is about 10 ~ 100. As the chamber structure is complex, here the hydraulic diameter is used for the Nusselt number and Reynolds number.

2.4.2.2 Regenerator heat conduction

The top and bottom walls of the regenerator are made from thin-film silicon oxide and coated with PDMS. The sidewalls are made from SU-8. All these materials have low thermal conductivity: \( k_{SiO_2} = 1.4 \text{ W/(m·K)} \), \( k_{SU-8} = 0.3 \text{ W/(m·K)} \) and \( k_{PDMS} = 0.2 \text{ W/(m·K)} \) at a temperature of 20˚C. The thicknesses of thin-film silicon oxide, SU-8, and PDMS are 2 µm, 50 µm and 12 µm. As a result, the heat conduction loss \( q_{cd} \) is

\[
q_{cd} = \sum_{i=1}^{3} k_i A_i \frac{T_{g,H} - T_{g,C}}{L_r},
\]

where \( i = 1, 2, 3 \) represent the three different materials, \( A_i \) is the cross-sectional area, which is the thickness multiplied by the width of the regenerator wall, and \( L_r \) is the regenerator length.

2.4.2.3 Regenerator ineffectiveness

As the regenerator is not perfect, the temperature of the gas leaving the regenerator will not be the chamber temperature. Thus, the heat required to raise the gas temperature is

\[
q_r = (1 - e)\dot{m} c_p (T_{g,H} - T_{g,C}),
\]

where \( \dot{m} \) is the average mass flow rate in the cooler and \( e \) is the regenerator effectiveness. As a first-order estimation, the NTU method is used here to estimate the regenerator effectiveness [47]. NTU, which is the number of transfer units, is a dimensionless parameter that is widely
used for heat exchanger analysis and it is defined as

\[ NTU = \frac{h_r A_w}{\dot{m}c_p}, \]  

(2.25)

where \( h_r \) is the convection coefficient in the regenerator, and \( A_w \) is the wetted area in the regenerator. From an energy balance (i.e., setting the change of the gas enthalpy equal to the heat transfer between the gas and the regenerator), we obtain the regenerator effectiveness to be [48]

\[ e = \frac{NTU}{1 + NTU}. \]  

(2.26)

The convection coefficient of the regenerator pillars with the gas can be estimated according to Zukauskas’s correlation which is widely recognized by the researchers [49],

\[ Nu_d = 0.9Re_d^{0.4}Pr^{0.36}, (10 < Re_d < 100). \]  

(2.27)

The Nusselt number and Reynolds number are defined as

\[ Nu_d = \frac{h_f s d}{k}, \]  

(2.28)

and

\[ Re_d = \frac{\rho u_{max} d}{\mu}, \]  

(2.29)

where \( u_{max} \) is the maximum velocity through the regenerator, \( \mu \) is the dynamics viscosity, and \( Pr \) is the Prandtl number. \( d \) is the pillar diameter, which is 20 \( \mu m \) in our design.

Predictions of the regenerator effectiveness from the \( NTU \) method and from finite element simulations [35] for regenerator porosities of 0.798, 0.864, and 0.916 are presented in Table 2.1. In the present regenerator, the Knudsen number is less than 0.01. The continuum theory is used for the FEA simulations. The maximum difference between the analytical model
and the detailed numerical calculations is less than 5%, justifying the NTU method as a simple and useful tool for predicting the regenerator effectiveness. From the result, we can see that the regenerator effectiveness decreases with an increase of the operating frequency and increases with a decrease of the porosity. At a high frequency, the heat transfer between the solid and the gas is limited due to the small interaction time. When the porosity is large, the solid-gas interface area is small and the regenerator effectiveness is poor.

Table 2.1 Comparison of the regenerator effectiveness at different operating frequencies from an analytical model [Eq. (2.26)] and finite element simulations [35]. When the porosity is 0.798, 0.864, or 0.916, the maximum difference between the two predictions is less than 5%, giving confidence to the use of the much simpler analytical model.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>FEA [35]</th>
<th>NTU [Eq. (2.26)]</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.908</td>
<td>0.941</td>
<td>3.6</td>
</tr>
<tr>
<td>200</td>
<td>0.900</td>
<td>0.914</td>
<td>1.6</td>
</tr>
<tr>
<td>400</td>
<td>0.895</td>
<td>0.875</td>
<td>2.2</td>
</tr>
<tr>
<td>800</td>
<td>0.854</td>
<td>0.822</td>
<td>3.7</td>
</tr>
<tr>
<td>1000</td>
<td>0.833</td>
<td>0.802</td>
<td>3.7</td>
</tr>
<tr>
<td>(\varepsilon=0.798)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.892</td>
<td>0.911</td>
<td>2.1</td>
</tr>
<tr>
<td>200</td>
<td>0.884</td>
<td>0.872</td>
<td>1.4</td>
</tr>
<tr>
<td>400</td>
<td>0.847</td>
<td>0.817</td>
<td>3.5</td>
</tr>
<tr>
<td>800</td>
<td>0.776</td>
<td>0.747</td>
<td>3.7</td>
</tr>
<tr>
<td>1000</td>
<td>0.746</td>
<td>0.721</td>
<td>3.4</td>
</tr>
<tr>
<td>(\varepsilon=0.864)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.871</td>
<td>0.857</td>
<td>1.6</td>
</tr>
<tr>
<td>200</td>
<td>0.833</td>
<td>0.800</td>
<td>4.0</td>
</tr>
<tr>
<td>400</td>
<td>0.760</td>
<td>0.732</td>
<td>3.7</td>
</tr>
<tr>
<td>800</td>
<td>0.657</td>
<td>0.632</td>
<td>3.8</td>
</tr>
<tr>
<td>1000</td>
<td>0.620</td>
<td>0.600</td>
<td>3.2</td>
</tr>
<tr>
<td>(\varepsilon=0.916)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.4.2.4 Regenerator pressure drop

The work loss due to the pressure drop across the regenerator, $W_{\text{loss}}$, is modeled as

$$W_{\text{loss}} = \Delta p f (V_c + V_H),$$

(2.30)

where $\Delta p$ is the pressure drop through the regenerator. To predict the pressure drop in the regenerator (which is a microchannel containing a pillar matrix), a porous medium model is used in a FEA simulation [35]. The relationship between the pressure drop and the gas velocity is then correlated by the permeability $K$ and Forchheimer coefficient $F$ [50-52]. The one-dimensional Darcy-Forchheimer equation is

$$\frac{\Delta p}{L} = \left(\frac{d^2}{K} + F \frac{Re_d}{d^2}\right) \frac{\mu U}{d^2},$$

(2.31)

where $U$ is the average velocity. Lee [53] proposed a correlation of the Darcy drag $\frac{d^2}{K}$ and the Forchheimer coefficient $F$ for a bank of the cylinders, given by

$$\frac{d^2}{K} = \frac{3 \left(1 - \varepsilon\right)^{1.3}}{\varepsilon^3 (\varepsilon - 0.2146)},$$

(2.32)

$$F = \frac{(1 - \varepsilon)^{1.4}}{\varepsilon^3 (\varepsilon - 0.2146)} \sum_{n=1}^{3} \sum_{m=1}^{3} \bar{a}_{mn} \varepsilon^{m-1} Re_d^{n-1},$$

(2.33)

where

$$\bar{a}_{mn} = \begin{bmatrix} 4.825 & -0.166 & 0.001777 \\ -17.754 & 0.5893 & -0.00616 \\ 15.911 & -0.4736 & 0.004836 \end{bmatrix},$$

(2.34)

and $\varepsilon$ is the regenerator porosity.
The predictions of the pressure drop from Lee’s correlation and from the FEA simulation [35] are shown in Table 2.2. The maximum difference is less than 15%, indicating that the correlation of Lee provides a good estimate to the full system behavior. The pressure drop increases with increasing frequency and decreasing porosity. The higher frequency makes the velocity higher and the pressure drop also increases. Decreasing porosity also increases the velocity and increase the contact area at the same time, leading to a higher pressure drop.

Table 2.2 Comparison of the pressure drop through the regenerator at different operating frequencies calculated from an analytical model [Eqs. (2.31)-(2.34)] and FEA simulations [35]. When the porosity is 0.798, 0.864, or 0.916, the maximum difference does not exceed 15%, giving confidence to the use of the much simpler analytical model.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>£$ $$ 0.798 £$ $$</th>
<th>FEA (Pa) [35]</th>
<th>Eqs. (2.31)-(2.34) (Pa)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>135.2</td>
<td>153.1</td>
<td>13.2</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>278.5</td>
<td>313.1</td>
<td>12.4</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>601.5</td>
<td>654.1</td>
<td>8.7</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>1375.1</td>
<td>1420.6</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>1816.9</td>
<td>1864.6</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>£$ $$ 0.864 £$ $$</td>
<td>100</td>
<td>58.4</td>
<td>62.6</td>
<td>7.2</td>
</tr>
<tr>
<td>200</td>
<td>122.7</td>
<td>130.3</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>269.9</td>
<td>280.2</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>619.9</td>
<td>634.7</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>820.9</td>
<td>837.5</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>£$ $$ 0.916 £$ $$</td>
<td>100</td>
<td>23.8</td>
<td>24.8</td>
<td>4.2</td>
</tr>
<tr>
<td>200</td>
<td>50.9</td>
<td>52.0</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>113.0</td>
<td>113.4</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>263.2</td>
<td>261.6</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>350.8</td>
<td>346.9</td>
<td>2.0</td>
<td></td>
</tr>
</tbody>
</table>
2.4.3 System evaluation

Using the results from Sections 2.4.2, the cold gas and the hot gas temperature can be obtained by an iterative calculation by combining Eqs. (2.8), (2.9) and (2.18)-(2.26). If the gas temperature is known, then the actual cooling power of the cooler is obtained from Eq.(2.20). The work loss is calculated from Eqs.(2.30)-(2.34). Then, the actual COP of the system can be estimated using Eq. (2.17). Here, our goal is to examine the effects of the regenerator porosity and the operating frequency on the system performance. The porosity of the non-swept space between the regenerator and the chamber space is fixed at 0.89. Based on the parametric study described in Section 2.3, the swept volume ratio is unity and the phase lag of the volume variations between the cold side and the hot side is set to 90°.

The system COP as a function of the regenerator porosity at different operating frequencies is plotted in Fig. 2.8(a). For a given frequency, an optimal porosity exists that maximizes the COP. This value is different at different frequencies. Generally, the porosity range of 0.8~0.9 gives the best efficiency for the micro-cooler. For the same porosity, the COP will always decrease with increasing frequency, as the heat transfer efficiency of the regenerator is reduced and the flow resistance through the regenerator increases. Both of these factors hurt the COP. When the operating frequency is 200 Hz, the COP of the system could be 6.27; however, the best COP is only 2.46 when the frequency is 1000 Hz. If the frequency is less than 600 Hz, then the best COP could be higher than 3, which is near to 30% percent of the Carnot COP.

Although the COP is low at a high frequency, with an increase of the frequency, the cooling capacity will increase. The system cooling capacity as a function of operating frequency at different regenerator porosities is shown in Fig. 2.8(b). The cooling capacity increases when
the porosity decreases. One reason for this trend is that the dead volume ratio decreases when the regenerator porosity decreases. Another reason is due to a decrease in the regenerator heat loss, as the regenerator effectiveness increases with decreasing the porosity.
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Figure 2.8 (a) System COP as a function of regenerator porosity at different operating frequencies. The swept volume ratio is unity for the two chambers and the phase lag of the volume variations between the cold and hot sides is 90°. (b) System cooling power density as a function of the operating frequency at different porosities. The swept volume ratio is unity for the two chambers and the phase lag of the volume variations between the cold and hot sides is 90°.

In Fig. 2.9, the system COP and cooling power density with different losses are plotted. As shown in (a) and (b), the regenerator porosity is 0.864. For the ideal system, the COP is a constant, 11.5, and the cooling power density is a linear profile with the increase of frequency. For “perfect chamber”, the heat transfer in the hot and cold chamber is assumed perfect, that means the heat transfer coefficient between the chamber and gas domain is infinite. Thus these results only consider the heat losses in the regenerator (including the heat conduction loss of regenerator walls) and the pressure loss of gas flows. Comparing the results with different losses, we found at low operating frequency, the effect of the chamber heat loss on COP is almost same.
with that of the regenerator loss. When the operating frequency is high, the regenerator loss effect on \(\text{COP}\) becomes more significant. This is due to the high friction loss at a high frequency.

![Figure 2.9](image)

Figure 2.9 System \(\text{COP}\) and cooling power density as a function of frequency with different losses. The swept volume ratio is unity for the two chambers and the phase lag of the volume variations between the cold and hot sides is \(90^\circ\). (a) \(\text{COP}\) (b) Cooling power density at \(\varepsilon = 0.864\).

### 2.5 Work recovery of the system

It is demonstrated that the Stirling machines operated on Stirling cycle have a high efficiency in the conventional scale. The reason of the realized high efficiency is that there is a hard connection (e.g. the crankshaft) between the hot and the cold actuators (e.g. pistons). Then the work in the cold side can be recovered to the hot side, and the net work of the Stirling cooler system is very small, which is far less than the work for each side. The thermal evaluation in the above analysis also assumed the cold side work is recovered. However, in the micro-scale system, such as the current cooler design, diaphragms (e.g. polymer membranes) are used to drive the gas. It is challenging to make a work recovery from the cold side to the hot side since the mechanical recovery is not favorable here. Some other technologies, such as resonance
phonomenon of diaphragms and energy harvesting circuits, have to be employed to recover this cold side work, or the Stirling micro-cooler efficiency will be low.

2.6 Summary

In this chapter, a new Stirling micro-scale cooler element has been designed and evaluated. The in-plane design, described in Section 2.2, separates the hot and cold chambers by a regenerator and the gas flow direction is within the plane of the wafer, which provides an excellent thermal isolation.

A thermodynamic analysis of the system and parametric studies of geometrical parameters were described in Section 2.3. As shown in Fig. 2.6, to improve the cooling power, the dead volume should be minimized, the swept volume ratio for the two chambers should be unity, and the phase lag of the volume variations between the cold side and the hot side should be 90°.

In Section 2.4, an analytic method was developed and applied to estimate the effects of system non-idealities (specifically related to the regenerator) on the coefficient of performance. The effects of the regenerator porosity and the operating frequency on the cooler performance were then studied. As shown in Figs. 2.8, increasing the frequency reduces the COP of the system while increases its cooling power density, and the optimal porosity for the COP is 0.8~0.9. The regenerator loss effect on system COP becomes more significant with the increase of the frequency.

In Section 2.5, it is indicated that the work recovery of the system is challenging to realize for the current cooler design.
Chapter 3 Multiphysics modeling of the micro Stirling refrigeration system

3.1 Introduction

In Chapter 2, the design of a new micro-scale Stirling cooler system, which includes two diaphragms and a regenerator that separates the hot and cold chambers, is presented. A first-order thermodynamic analysis was performed to evaluate the system performance. A parametric study showed the effects of diaphragm phase lag, swept volume ratio between the hot space and cold space, and dead volume ratio on the cooling performance. For the Stirling micro-cooler, modeling challenges arise mainly from the complicated geometrical structures, (e.g., the large number of pillars in the regenerator) and complex dynamics (e.g., the motion of the diaphragms). We herein address these issues.

In this chapter, the losses associated with the regenerator (parasitic heat flow, pressure drop, and insufficient heat transfer) are discussed and more detailed numerical modeling that incorporates compressible fluid flow, heat transfer, and solid mechanics in a system-level model to evaluate the cooling performance of the device. COMSOL [54], a multiphysics simulation software package, is used to perform the calculations.

The rest of this paper is organized as follows. In Section 3.2, the regenerator is isolated and its design is optimized, with a focus on sources of inefficiency and losses. The full system performance is then evaluated in Section 3.3.

3.2 Regenerator analysis

Estimating the $COP$ requires knowledge of the real work input and the heat transfer inefficiencies. In this design, inefficiencies come from the convective heat transfer resistance
between the silicon substrate and the gas in the chamber, the insufficient heat transfer in the regenerator (i.e., the regenerator effectiveness is not unity), and the extra work required to overcome the pressure drop through the regenerator. The regenerator is thus a critical component of the Stirling cooler. Before performing the system-level modeling, the regenerator is first modeled to determine how its complicated geometry can be optimized. In this part of the analysis, the gas temperatures in the chambers are assumed to be the same as the heat source/sink temperatures.

The purpose of the regenerator is to store and release heat from/to the gas during the cycling. The regenerator design has the following requirements [55]: 1) A maximum ratio of the regenerator heat capacity to the gas heat capacity. 2) A maximum heat transfer between the gas and the regenerator, requiring a large contact area. 3) A minimum pressure drop across the regenerator. 4) Complete penetration of the heat in the regenerator material when it is heated or cooled. This last requirement can be achieved by using a solid material with small characteristic dimensions. As discussed in Chapter 2, circular silicon pillars with a diameter of 20 µm are used for the regenerator solid structure due to the limitations of the heat penetration and available fabrication processes.

Finite element analysis of two-dimensional fluid flow is used to analyze the arrangement of the pillars in the regenerator (of particular interest is the porosity) in order to balance the effects of the pressure drop and heat transfer. If inefficiencies reduce the heat transfer by \( Q_{\text{loss}} \) and the work loss due to the pressure drop is \( W_{\text{loss}} \), combining the ideal system cooling power and the work calculated by the isothermal model leads to a system COP of

\[
COP = \frac{Q - Q_{\text{loss}}}{W + W_{\text{loss}}},
\]

(3.1)
The computational domain and boundary conditions are illustrated in Fig. 3.1. Taking advantage of symmetry, we only need to consider half of an array. The horizontal and vertical pitches are $S_L$ and $S_T$. The total length of the regenerator, $L_r$, is 0.5 mm. The width of the studied section is $S_T/2$, which corresponds to a slice of the much wider regenerator. The air flows back and forth between the hot and the cold sides. The mass flow rate at the hot-side surface is taken to be

$$\dot{m} = \dot{M} \sin(2\pi ft), \quad (3.2)$$

where

$$\dot{M} = \pi \rho f S_T V_H / 2 H_r. \quad (3.3)$$

$\dot{M}$ is the mass flow rate amplitude, $H_r$ is the regenerator height, and $V_H$ is the volume of the hot gas space, which is 0.48 $\text{mm}^3$. The volume of the chamber space is larger than the regenerator volume, which is 0.17 $\text{mm}^3$ when the porosity of the regenerator is unity. The no-slip condition is applied at the gas-solid interfaces. The hot-side surface temperature condition is

$$\begin{align*}
T_H &= 313.15 \text{ K if } u \cdot n < 0 \\
\nabla T \cdot n &= 0 \text{ if } u \cdot n \geq 0.
\end{align*} \quad (3.4)$$

The cold-side temperature condition is

$$\begin{align*}
T_C &= 288.15 \text{ K if } u \cdot n < 0 \\
\nabla T \cdot n &= 0 \text{ if } u \cdot n \geq 0.
\end{align*} \quad (3.5)$$
Here, \( \mathbf{u} \) is the velocity vector and \( \mathbf{n} \) is the unit vector normal to the boundary, as defined in Fig. 3.1. When the fluid flows out from the cold/hot side, the temperature is the heat source/sink temperature \( T_C / T_H \).
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Figure 3.1 Two-dimensional regenerator computational domain and boundary conditions for the porosity optimization study (see also Table 3.1). The horizontal pitch is \( S_L \) and the vertical pitch is \( S_T \). The regenerator length is \( L \).

Different porosities are obtained by adjusting the number of pillars, \( N \), and their pitch. To assess the sensitivity of the results to the geometry, two \( S_L \)/\( S_T \) ratios are considered, as shown in Table 3.1. \( \varepsilon \) is the regenerator porosity. The time-averaged pressure drop across the regenerator per cycle, \( \Delta \rho \), and the actual cold-side surface temperature, \( T_{out} \), are obtained from the simulation results. The effectiveness of the regenerator is calculated from

\[
\eta = (T_H - T_{out})/(T_H - T_C).
\] (3.6)
Table 3.1 Regenerator pillar configurations used in porosity optimization study.

<table>
<thead>
<tr>
<th>$S_L/S_T$</th>
<th>$N$</th>
<th>$S_T/2$ (μm)</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.289</td>
<td>13</td>
<td>65.7</td>
<td>0.938</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>56.3</td>
<td>0.916</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>49.3</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>43.8</td>
<td>0.864</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>39.4</td>
<td>0.833</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>35.8</td>
<td>0.798</td>
</tr>
<tr>
<td>0.866</td>
<td>8</td>
<td>37.5</td>
<td>0.933</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>32.8</td>
<td>0.914</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>29.2</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>26.3</td>
<td>0.868</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>23.9</td>
<td>0.842</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>21.9</td>
<td>0.813</td>
</tr>
</tbody>
</table>

3.2.1 Fluid compressibility

Due to the pressure variations in the Stirling cooler (1.5 - 2.8 bar), fluid compressibility effects may be important. Most of the air properties relevant to this study do not change significantly within this pressure range (e.g., specific heat, thermal conductivity, and dynamic viscosity [56]). Only the density change is significant. Before performing the regenerator optimization, it should be determined whether compressibility effects need to be included. For the compressible flow, the air is assumed to be ideal, and the equation of state of a classical ideal gas is used to calculate density. The gas pressure as a function of time is calculated based on the isothermal model and is in the range of 1.5 - 2.8 bar. For the incompressible flow, the gas pressure is set to 2 bar. The gas pressure is specified at the cold-side surface of the computation domain. The operating-frequency-dependent pressure drop through the regenerator and the
regenerator effectiveness are plotted in Figs. 3.2(a) and 3.2(b) for both the compressible and incompressible flows. From the results, the effect of compressibility on the flow and heat transfer in the regenerator is small. Therefore an incompressible flow computation for the optimization analysis of the regenerator was used.

![Graph of pressure drop and effectiveness vs. frequency](image)

Figure 3.2 Frequency-dependence of (a) time-averaged pressure drop across the regenerator and (b) regenerator effectiveness for $S_L / S_T = 0.289$ and $\varepsilon = 0.892$ and 0.833. The differences between considering compressible or incompressible flow are small.

**3.2.2 Porosity optimization**

With $T_H = 313.15$ K and $T_C = 288.15$ K, the Carnot $COP$ is 11.5. The regenerator pressure drop and effectiveness as a function of the porosity and operating frequency are plotted in Figs. 3.3(a) and 3.3(b).
Figure 3.3 Effect of operating frequency and porosity for $S_L / S_T = 0.289$ on (a) time-averaged pressure drop across the regenerator and (b) regenerator effectiveness.

The work loss per cycle is

$$W_{\text{loss}} = 2\Delta p \cdot V_c.$$  \hspace{1cm} (3.7)

The insufficient heat transfer loss per cycle is

$$Q_{\text{loss}} = (1 - \eta) \times (c_p m)_g \times (T_H - T_C).$$ \hspace{1cm} (3.8)

Here, $m$ is the maximum gas mass in the hot chamber. Using Eq. (3.1), the actual $COP$ is plotted in Figs. 3.4(a) and 3.4(b) for two different pitch ratios.
Figure 3.4 Predicted COP as a function of operating frequency and porosity for (a) $S_L/S_T = 0.289$ and (b) $S_L/S_T = 0.866$.

The results in Fig. 3.3 indicate that the pressure drop increases with decreasing porosity and increasing frequency, and that the heat transfer between the solid and the gas decreases with increasing porosity and frequency. An optimal porosity, as seen in Fig. 3.4, exists due to the large work loss at small porosities and the large heat transfer loss at high porosities. Even though the arrangements of the regenerator are significantly different ($S_L/S_T = 0.289$ and 0.866), the
optimal porosity is always near 0.9. Therefore, the key parameter in the regenerator that affects the system \( \text{COP} \) is the porosity. We note that the \( \text{COP} \) at \( S_L/S_T = 0.289 \) is slightly bigger than that at \( S_L/S_T = 0.866 \) at higher frequency. As the gas temperatures in the chambers are assumed to be the same as the heat source/sink temperatures, meaning that the convection coefficients in the chambers are taken to be infinite, the \( \text{COPs} \) obtained here are overestimated.

3.3 System evaluation

In the previous section, the micro-Stirling cooler regenerator was modeled and it was found that the optimal porosity is near 0.9. In this section, a porosity of 0.892 at \( S_L/S_T = 0.289 \) was chosen as a case study and the full system performance was evaluated. It is not computationally feasible to build a model that includes the full details of the regenerator geometry (i.e., all the pillars). To overcome the computational complexity brought about by the fine pillar structure in the regenerator and in the dead space, a porous medium model was used to replace the pillars, allowing for a full-system finite element calculation.

3.3.1 Porous medium governing equations

As the Stirling cooler works by gas expansion and compression processes, the main physics in the system are the compressible laminar flow and heat transfer. In the porous medium region, a non-equilibrium model is used [57]. The governing equations for the gas phase are

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,  \tag{3.9}
\]

\[
\frac{\rho}{\varepsilon} \left[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right] = -\nabla p - \frac{\nabla \cdot \mathbf{F}}{\varepsilon} - \left( \frac{\mu}{\kappa} + \beta_{\varepsilon} |\mathbf{u}| \right) \mathbf{u},  \tag{3.10}
\]
\[
\rho c_p \left[ \varepsilon \frac{\partial T}{\partial t} + (\mathbf{u} \cdot \nabla)T \right] = \nabla \cdot (k \nabla T) + \frac{\tau}{\varepsilon} + \varepsilon \frac{Dp}{Dt} + h_{fs} a_{fs} (T_s - T). \tag{3.11}
\]

Here \( p \) is the pressure, \( \mu \) is the dynamic viscosity, \( \kappa \) is the permeability, \( \beta_F \) is the Forchheimer coefficient, \( T_s \) is the solid temperature, \( h_{fs} \) is the convection coefficient between the solid and the fluid, and \( a_{fs} \) is the solid surface area per unit volume, and \( \tau \) is the viscous tensor,

\[
\tau = \mu [\nabla \mathbf{u} + (\nabla \mathbf{u})^T] - \frac{2}{3} \mu (\nabla \cdot \mathbf{u}). \tag{3.12}
\]

Assuming the gas to be ideal, the state equation is

\[
\rho = \frac{p M_g}{R T}, \tag{3.13}
\]

where \( R \) is the ideal gas constant and \( M_g \) is the molar mass.

In the solid phase, the energy equation is

\[
(1 - \varepsilon) \rho_s c_p \frac{\partial T_s}{\partial t} = \nabla \cdot (k_e \nabla T_s) - h_{fs} a_{fs} (T_s - T), \tag{3.14}
\]

where \( \rho_s \) and \( c_p \) are the density and specific heat of the solid. \( k_e \) is the effective thermal conductivity tensor of the solid phase in the porous medium.

### 3.3.2 Specifying the permeability and Forchheimer coefficient

The permeability \( \kappa \) and Forchheimer coefficient \( \beta_F \) can be obtained based on the one-dimensional Darcy-Forchheimer equation \([58]\), which is

\[
- \frac{\partial p}{\partial x} = \frac{\mu}{\kappa} u + \beta_F u^2. \tag{3.15}
\]
The relationship between the pressure drop and the velocity for the regenerator with pillars is obtained by steady-state simulation and is plotted in Fig. 3.5(a). The permeability and Forchheimer coefficient are then calculated by the least squares method according to Eq. (3.15), which is also plotted in Fig. 3.5(a). The best-fit permeability is $9.77 \times 10^{-11}$ m$^2$ and the best-fit Forchheimer coefficient is 9823 kg/m$^4$.
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Figure 3.5 (a) Pressure drop across the regenerator as a function of average fluid velocity between (i) the full pillars structure and (ii) the porous medium model. (b) Regenerator Nusselt number as a function of Reynolds number for the current calculations and from existing correlations [49, 59, 60]. The current simulation results are used for the system modeling.

### 3.3.3 Convection coefficient

The convection coefficient of the regenerator is also evaluated from steady-state simulations. The Nusselt number and Reynolds number are defined as

$$\text{Nu}_{D_h} = \frac{h_f s_D h}{k},$$  \hspace{1cm} (3.16)
\[ Re_{Dh} = \frac{\rho \bar{u} D_h}{\mu}, \]  
\[ (3.17) \]

where
\[ D_h = \frac{4 \varepsilon}{a_{fs}}. \]  
\[ (3.18) \]

\( D_h \) is the hydraulic diameter and \( \bar{u} \) is the average velocity through the regenerator. The flow in the system is laminar as the Reynolds number in the regenerator is smaller than 200. The Nusselt number is calculated using the log-mean temperature difference when a constant temperature is applied to the pillar walls and is plotted in Fig. 3.5(b). Fitting the raw data gives
\[ Nu_{Dh} = 13.389 Re_{Dh}^{0.1135}, \]  
\[ (3.19) \]

which is used for the system modeling. Some available experimental correlations [49,59,60] of the Nusselt number for a tube bank are plotted in Fig. 3.5(b). These correlations focus on the flow in a larger Reynolds number range \( (Re_{Dh} > 300 \) in the present study). The convection coefficient is also influenced by the arrangement of pillars in the regenerator. Thus, differences between the calculation results and correlations are observed.

### 3.3.4 Computational domain and boundary conditions

The computational domain for the full system model is shown in Fig. 3.6. The porous medium was used to replace the regenerator and the dead-space structure. For the solid phase of the porous medium in the dead space, an isotropic thermal conductivity \( (1 - \varepsilon) k_{silicon} \) is assumed. The thermal conductivity of the solid phase in the regenerator is anisotropic due to the vertical array of silicon pillars, as illustrated in Fig. 2.2. The out-of-plane thermal conductivity is the same as that of the porous medium of the dead space. The in-plane thermal conductivity is taken to be that of air.
As the diaphragms are driven electrostatically, their actual motions are complicated and require detailed study. To simplify the model and the analysis, a sinusoidal motion with a 90° phase lag is applied for the cold and hot diaphragms. The displacement of the cold diaphragm is

\[ z(x, y, t) = Z_{max}(x, y) \sin(2\pi ft). \quad (3.20) \]

The displacement of the hot diaphragm is

\[ z(x, y, t) = Z_{max}(x, y) \sin\left(2\pi ft - \frac{\pi}{2}\right), \quad (3.21) \]

where \( f \) is the operating frequency and \( Z_{max}(x, y) \) is the vibration amplitude of the diaphragm.

The gas space in the chamber is assumed to be a spherical cap. The cap base is a circle with a 2.25 mm diameter and the maximum height of the cap is 120 µm. So, \( Z_{max}(x, y) \) represents the
cap height at different positions. The hot and cold diaphragms prescribe the moving boundaries of the fluid flow. The arbitrary Lagrangian-Eulerian (ALE) moving-mesh method [61] was used to handle the gas domain where there is a mesh deformation. The no-slip condition is applied to the solid-gas interfaces. The initial pressure in the system is 2 bar. The temperature of the end surface of the cold side is constant and is \( T_C = 288.15 \text{ K} \). The end surface in the hot side has a constant temperature of \( T_H = 313.15 \text{ K} \). The remaining surfaces are thermally insulated. The initial temperature for the whole region is 293.15 K. The number of mesh elements for the system model is 347,773. Parallel computation was performed by using 4 nodes, each of which has 16 CPUs and 16 GB of memory. Each computation took about 20 hours. The solver used for the computation is MUMPS [62].

3.3.5 Results and discussions

The effect of the operating frequency on the cooling capacity and COP is now explored. The frequency range is 100 - 800 Hz. Steady-state is reached after four cycles of the diaphragm operation at a operating frequency of 100 Hz, as shown in Fig. 3.7.

![Figure 3.7](image)

Figure 3.7 Space-averaged cooling capacity as a function of time at an operating frequency of 100 Hz when the porosity is 0.892. Steady state is achieved after four cycles.
At steady-state, the temperature contours of the gas in the system and the silicon around the chamber at one quarter and three quarters of one cycle are shown in Figs. 3.8(a) and 3.8(b) when the frequency is 100 Hz. In Fig. 3.8(a), the cold diaphragm is completely compressed and the hot gas space has its highest temperature at this point in the cycle. During the compression process, the heat is released from the hot gas and transferred to the heat sink. In Fig. 3.8(b), the cold gas space is expanded. At this time, the cold gas space has its lowest temperature. This
process is an expansion in which the heat from the heat source is absorbed by the gas in the cold space. Through cyclings, the heat is transferred to the heat sink and absorbed from the heat source continually, as we require. The temperature contours at one quarter and three quarters of one cycle at a frequency of 800 Hz are shown in Figs. 3.8(c) and 3.8(d). The heat transfer process is similar compared to the results at 100 Hz. However, the maximum temperature in the hot gas space is much higher and the minimal temperature in the cold gas is much lower at 800 Hz.

The heat flux coming into the cold side from the end surface represents the cooling power density of the Stirling cooler. The time-dependent pressure and volume variations in the element are obtained from this simulation. The $PV$ work can be therefore be calculated and the $COP$ can be evaluated. The results of cooling power sensitivity is shown in Figs. 3.9(a). The analytical cooling power densities from Chapter 2 are also provided in Fig. 3.9(a). A good agreement between the analytical result and modeling result is observed. The cooling power density increases almost linearly from 0.7 to 5.1 W/cm$^2$ when the frequency increases from 100 Hz to 800 Hz. The $COP$ with respect to the cooling capacity is plotted in Fig. 3.9(b). The $COP$ decreases from 7.4 to 2.4 when the operating frequency and the cooling capacity increase. The reason is that even though the cooling power increases when the frequency increases, the thermodynamic work in the system increases more quickly, making the $COP$ lower. An appropriate frequency should be considered according to the requirement of the real situation. When the operating frequency is 600 Hz, the $COP$ is 2.93, which is about 25% of the Carnot $COP$, and the cooling capacity is 4.2 W/cm$^2$. In a standard design of a thermoelectric cooler (i.e., the material thickness is larger than 1 mm), the maximum cooling capacity is about 2 W/cm$^2$ and the best $COP$ is 2.85 when the $ZT$ of the material is 1 and the temperature difference is 15 K [5].
Figure 3.9 (a) System cooling power density as a function of the frequency from the multiphysics simulations and the analytical calculation from Chapter 2. With the increase of the operating frequency, the cooling capacity increases. (b) Multiphysics simulation prediction of the system COP and the analytical result as a function of the cooling power density. The theoretical COP is 11.5 With $T_H = 313.15$ K and $T_C = 288.15$ K.

### 3.4 Modeling of diaphragm actuation and thermal evaluation

In the previous sections, the thermal performance of the Stirling cooler was evaluated without considering the diaphragm actuation. In this section, the modeling of the diaphragm that is actuated electrostatically in each chamber will be discussed to identify the voltage requirement for the actuation. The chamber acting as the bottom electrodes is designed to be an axisymmetric spline cross-sectional shape. The electrodes gap between the diaphragm and chamber substrate near the anchored edge of the diaphragm is small, reducing the required pull-in voltage to initiate the actuation. With the applied voltage, the diaphragm moves down and contacts the substrate. The snap-in phenomenon occurs and moves towards the center. As the diaphragm pulls in, it follows the profile of the silicon chamber substrate. To acquire an accurate evaluation result, finite element analysis is performed to investigate the physics for large deformation of the diaphragm. This section is a joint work part with Jinsheng Gao.
The 2D axisymmetric model is shown in Fig. 3.10. The coupled multiphysics used in the modeling include the solid mechanics, electrostatic, and moving mesh technique. The gas pressure during the compression inside the chamber is estimated by adding the isothermal ideal gas. The contact force is calculated by adding a spring force on the diaphragm after contact. After contact, the distance of the gap becomes negative in the simulation, giving rise to a positive valued normal force acting on the diaphragm. The Hyperplastic Model (Mooney-Rivlin model) is used for simulating the deformation of the PDMS diaphragm. The detailed information about the contact model and Mooney-Rivlin model is shown in Section 5.4.

The simulation results for the pressure increase in the chamber as a function of applied voltage are shown in Fig. 3.11 (a) using the Mooney-Rivlin coefficients $C_1 = 6$ MPa, $C_2 = 0.5$ MPa for the diaphragm. From the figure, the differential pressure due to the compression at 100 V is only 340 Pa. At 200 V, the pressure increase is 1041 Pa. An optimization of diaphragm Young’s modulus for realizing larger pressure difference is conducted, and the result at 200 V is shown in Fig 3.11 (b). A peak of pressure difference is observed, and the maximum value is 1620 Pa when the effective Young’s modulus of the diaphragm is 280 MPa. The pressure difference obtained from the finite element analysis is much smaller than the required values (higher than 1 bar) from the thermodynamic analysis for maximizing the cooling performance.
Figure 3.11 (a) Pressure increase in the chamber vs. the applied voltage on the diaphragm. (b) Pressure increase in the chamber vs. effective Young’s Modulus of the diaphragm at 200V.

The thermodynamic performance of the Stirling cooler system is then evaluated based on the pressure difference calculated from the above diaphragm modeling result. Here it is assumed that no heat source is applied on the cold side, and only the heat conduction loss across the regenerator is included. The hot side temperature remains at room temperature, 293.15K, and the charge pressure is 1 bar. According to the thermal analysis in Chapter 2, the temperature drop in the cold side as a function of the maximum pressure difference in the system with different chamber volume ($V_0 = 0.14 \text{ mm}^3$, $2V_0$, and $4V_0$) is obtained and shown in Fig. 3.12. In this analysis, the dead volume is equal to the chamber volume. The no-load heat transfer is less than 0.1W, and maximal temperature drop is less than 2 K employing the nominal chamber volume, $V_0$, at the pressure of 1600 Pa. The temperature drop has a large nonlinear dependence on the pressure differential. For example, if micro-actuation methods could achieve 5000 Pa differential pressure, then the temperature drop becomes 12 K in the no-load scenario with the nominal chamber volume.
Figure 3.12 Temperature drop vs. pressure differential. The maximum pressure of 1600 Pa is indicated by vertical black dotted line.

3.5 Summary

In this chapter, the new Stirling micro-scale cooler has been modeled and simulated. The computations of multiphysics processes, incorporating compressible fluid flow, heat transfer, porous medium, solid mechanics, and moving mesh, have been successfully implemented.

The regenerator performance in the Stirling cooler was studied and the effects of pressure drop and heat transfer were analyzed. Optimizations indicated that the optimal porosity of the regenerator is near 0.9. The complete system modeling predicted the system-level thermal performance. Parametric studies of the design demonstrated the effect of the operating frequency on the cooling capacity and the $COP$ of the system. When the system is operated at 600 Hz, the cooling capacity is 4.2 W/cm$^2$ and the system $COP$ is 2.93 when the temperatures of the heat sink and heat source are 313.15 K and 288.15 K.

The diaphragm modeling results indicated that the electrostatic force is not large enough to compress the gas for achieving the desired cooler performance. Other actuation technologies may be considered for the further development of the micro Stirling refrigeration system.
Chapter 4 Experimental investigation of laminar flow across short micro pin fin arrays

4.1 Introduction

Recently the fluid flow across a bank of micro pillars has been demonstrated to be essential for many MEMS devices and systems, such as micro-scale heat exchangers, micro heat sinks, micro chemical reactors, micro bio-MEMS devices and also the micro regenerator in the refrigeration system [63-65]. Therefore the knowledge of the flow characteristic across a bank of micro pillars under various hydrodynamic conditions is critical for optimally designing these systems.

Over the last century, experimental estimations for the fluid flow across tube bundles at the conventional scale have been studied extensively in numerous literatures, and many correlations for predicting the friction factor have been established. Chilton and Generaux [66] summarized a general correlation to predict the friction factor when the air flows across long tube bundles in laminar and turbulent flow regions for both inline and staggered configurations. Based on the previous experimental data, Gaddis and Gnielski [67] suggested a new correlation for long tubes bundles considering the different configurations and various geometrical tube parameters. Intermediate size pin fins, which have a height-to-diameter (H/d) of 0.5 - 4, are commonly used for turbine blade internal cooling. Damerow [68] studied the turbulent flow for the short tubes (2< H/d<4), and found that the friction factor does not dependent on tube aspect ratio. The end wall effect is negligible in the turbulent flow regime. Morres and Joshi [69] measured the pressure drop of water across short staggered tubes (0.5<H/d<1.1) when the traverse pitch-to-diameter ratio (S_T/d) is 1.3-1.36. It is shown that the end wall effect is dominated at 100<Re<1000, and the effect starts to diminish when Re exceeds 1000. Short et al.
investigated the laminar flow across the circular staggered tubes bundles when the $H/d$ is in a range of 1.88 - 7.25 and $S_T/d$ is 2-6.4, and they indicated the end wall effect plays a critical role for the intermediate size tubes.

Recently experimental studies on the fluid flow in micro scale devices have attracted interest. Vanapalli et al. [71] experimentally examined the friction factors for gas flow across long pillar matrices (the aspect ratio is 10) with various shapes in the Reynolds number between 50 and 500, and no significant microfluidic effects were presented. Typically intermediate size pin fins ($0.5 < H/d < 4$) are employed in MEMS devices [72], and the Reynolds number in these devices can be smaller than 100, which is much lower than the Reynolds number range in the conventional scale. In such a low Reynolds number range, the end wall effect is expected to be more significant compared with the flow at a high Reynolds number due to the strong pillar-wall interaction. Thus the conventional friction factor correlation may not be able to predict the data in the micro-scale device accurately. Kosar [73] conducted the experiments for the pin fins with $1 < H/d < 2$, and proposed a correlation considering the end wall effect at $Re < 100$. However, only 4 samples were tested in the paper to obtain their correlation, and the limited experimental database may affect the applicability of the correlation [74]. In addition, most of the studies focus on the flow in the dense pillar array. However, the sparse pillar array is frequently applied for the regenerator in the micro refrigeration system [1,34,35]. The pin fin spacing effect on the friction factor at the micro scale is to be determined.

Many researchers have performed a large number of modeling and experiments to quantify the roughness effect on the fluid flow in the micro-channel [75-79]. However, the roughness effect of micro pillar in the low Reynolds number flow is rarely found in the literature, especially for the large artificial roughness. Gao et al. [80] presented a fabrication process to
build micro pillar array for the regenerator in a Stirling micro-cooler. In their work, the ratio of the roughness amplitude to the pillar diameter is more than 0.1, due to the existence of the oxide mesh on top of the regenerator as shown in Fig. 4.1. It is unknown that how the large roughness affects the fluid flow and the regenerator performance. In some other applications, such as micro-reactors, the solid-fluid interface area is essential for the mixing and catalytic chemical reactions [64]. The existence of the artificial roughness may increase the interface area and enhance the thermal and mass transfer characteristics. Hence, there is a strong need to conduct experimental studies to establish the fundamental knowledge of the large artificial roughness effect of the pillar arrays in micro fluid systems.

Figure 4.1 SEM of a fabricated regenerator with rough pillars [80]. The silicon oxide mesh layer is on the top.

In this chapter, a comprehensive experimental investigation on gas flow across circular pillar arrays with different pitch-to-diameter ratios and height-to-diameter aspect ratios for Re<100 were performed. Various artificial pillar roughness was created for the circular pillars and the frictional effect was investigated to compare with the results for circular pillar array. Unlike the scattered database of different experiments of various researchers at the conventional scale, large number of test devices were fabricated on the same silicon wafer and operated at the
same flow condition to conduct systematical measurements by taking advantage of the flexibility and low cost of micro-fabrication techniques.

The rest of the chapter is organized as follows. In Section 4.2, the preparation of devices and the experimental details are described. The geometric parameters and dimensionless variables are defined. In Section 4.3, the results are presented. The current data for circular pin fins are compared with the data of conventional flows, and the existing correlations of friction factor are compared. A new correlation, considering the coupled effects of the pin fin aspect ratio and pillar spacing, is proposed for predicting the friction factor. Finally, the comparison between the circular pillars and various pillars with artificial roughness is shown.

4.2 Experimental details

4.2.1 Device description

The top view of a sample device is shown schematically in Fig. 4.2 (a), and the fabricated contour is in 4.2 (b). A 2 mm wide channel containing a staggered micro-pillar array is fabricated on a 300 µm thick silicon wafer. Nitrogen gas is fed into the channel from the inlet and passes through the micro pin fin array. Two pressure ports are created at proper positions near the inlet and outlet of the pillar array. A 3 mm thick layer of polydimethylsiloxane (PDMS) is bonded with the silicon wafer device containing the channel after oxygen plasma treatments of both surfaces of the PDMS layer and the device. Holes in the PDMS layer are punched through by needles for tubing connection, and silicone rubber is used to seal between the tubing and the hole.

The geometric dimensions of the staggered pin fin array are shown in Fig. 4.2(c). The longitudinal spacing \( S_L \) is equal to the transverse spacing \( S_T \). The diameter of the circular silicon pillar is \( d \), and the height of the pillar is \( H \), which is not shown in the figure. Circular
micro silicon pin fin arrays with different diameters, transverse spacing, and heights are etched by the deep reactive ion etch (DRIE) process. Complex pillar structures with different artificial roughness are also fabricated on the same wafer by DRIE based on various mask designs. As shown in Fig. 4.2(d), two types of rough pillars (Type I: coarse roughness with 6 teeth and II: fine roughness with 8 teeth) are designed and manufactured in this study. Rough pillars with less than 6 teeth lead to rather irregular shape, and it appears not much different when artificial roughness has more than 8 teeth. The outer diameter of the rough pillar is $d$ and the amplitude of the roughness is $\delta$.

Figure 4.2 (a) Top view of a sample device including micro pin fin array, pressure ports, inlet and outlet. (b) View of one device under microscope. (c) Geometrical dimensions of the micro-pillar array. (d) Types of the rough pillar. Type I: coarse roughness with 6 teeth and II: fine roughness with 8 teeth.
The range of the diameters of the micro pillars are 50 µm, 75 µm and 100 µm, and the pitch-to-diameter ratios are 1.5 and 2.3. Total two wafers are fabricated, with different heights of 48 µm and 114 µm for each micro-channel. Typical SEM images of the micro pin fin array with or without artificial roughness are shown in Fig. 4.3 at various scales. The geometric parameters for all the test devices are summarized in Table 4.1. \( N \) is the number of the pillar rows along the stream, and \( \delta / d \) is the roughness amplitude to diameter ratio. For the tests of small pitch-to-diameter ratio, \( S_{y}/d = 1.5 \), the number of the pillar row is 25. For the large pitch-to-diameter ratio
of $S_T/d=2.3$, the pressure drop is smaller. To increase the pressure drop and reduce the data error at small Reynolds numbers, the number of the pillar rows is set to be 101. Totally, 22 devices were fabricated for the pressure drop measurements.

Table 4.1 A summary of the geometric parameters of test devices

<table>
<thead>
<tr>
<th>Device</th>
<th>$d$ (µm)</th>
<th>$S_T/d$</th>
<th>$H/d$</th>
<th>$\delta/d$</th>
<th>$N$</th>
<th>Pillar Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>1.5</td>
<td>2.28</td>
<td>-</td>
<td>25</td>
<td>Circular</td>
</tr>
<tr>
<td>2</td>
<td>75</td>
<td>1.5</td>
<td>1.52</td>
<td>-</td>
<td>25</td>
<td>Circular</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>1.5</td>
<td>1.14</td>
<td>-</td>
<td>25</td>
<td>Circular</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>1.5</td>
<td>0.96</td>
<td>-</td>
<td>25</td>
<td>Circular</td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>1.5</td>
<td>0.64</td>
<td>-</td>
<td>25</td>
<td>Circular</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>1.5</td>
<td>0.48</td>
<td>-</td>
<td>25</td>
<td>Circular</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>2.3</td>
<td>2.28</td>
<td>-</td>
<td>101</td>
<td>Circular</td>
</tr>
<tr>
<td>8</td>
<td>75</td>
<td>2.3</td>
<td>1.52</td>
<td>-</td>
<td>101</td>
<td>Circular</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>2.3</td>
<td>1.14</td>
<td>-</td>
<td>101</td>
<td>Circular</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>2.3</td>
<td>0.96</td>
<td>-</td>
<td>101</td>
<td>Circular</td>
</tr>
<tr>
<td>11</td>
<td>75</td>
<td>2.3</td>
<td>0.64</td>
<td>-</td>
<td>101</td>
<td>Circular</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>2.3</td>
<td>0.48</td>
<td>-</td>
<td>101</td>
<td>Circular</td>
</tr>
<tr>
<td>13</td>
<td>75</td>
<td>1.5</td>
<td>1.52</td>
<td>0.1</td>
<td>25</td>
<td>I: coarse roughness</td>
</tr>
<tr>
<td>14</td>
<td>75</td>
<td>1.5</td>
<td>1.52</td>
<td>0.15</td>
<td>25</td>
<td>I: coarse roughness</td>
</tr>
<tr>
<td>15</td>
<td>75</td>
<td>1.5</td>
<td>1.52</td>
<td>0.2</td>
<td>25</td>
<td>I: coarse roughness</td>
</tr>
<tr>
<td>16</td>
<td>75</td>
<td>1.5</td>
<td>1.52</td>
<td>0.1</td>
<td>25</td>
<td>II: fine roughness</td>
</tr>
<tr>
<td>17</td>
<td>75</td>
<td>1.5</td>
<td>1.52</td>
<td>0.15</td>
<td>25</td>
<td>II: fine roughness</td>
</tr>
<tr>
<td>18</td>
<td>75</td>
<td>1.5</td>
<td>1.52</td>
<td>0.2</td>
<td>25</td>
<td>II: fine roughness</td>
</tr>
<tr>
<td>19</td>
<td>100</td>
<td>1.5</td>
<td>0.48</td>
<td>0.2</td>
<td>25</td>
<td>I: coarse roughness</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>1.5</td>
<td>0.48</td>
<td>0.2</td>
<td>25</td>
<td>II: fine roughness</td>
</tr>
<tr>
<td>21</td>
<td>75</td>
<td>2.3</td>
<td>1.52</td>
<td>0.2</td>
<td>101</td>
<td>I: coarse roughness</td>
</tr>
<tr>
<td>22</td>
<td>75</td>
<td>2.3</td>
<td>1.52</td>
<td>0.2</td>
<td>101</td>
<td>II: fine roughness</td>
</tr>
</tbody>
</table>
All the in-plane geometric dimensions are determined using a calibrated optical microscope for accurate determinations of the Reynolds numbers and friction factors. The pillar diameter uncertainty is less than 2%. The pillar height is evaluated by a white light interferometer Wyko NT3300, as shown in Fig. 4.4, and the height variation for different pin fin structures is less than 5%. The gas supply is a nitrogen gas tank with a pressure regulator and the gas flow rate is controlled by a mass flow-meters and controller (FMA-A2403, Omega Engineering), which has a flow range of 0-100 cc/min and an accuracy of ±1%. A differential pressure transducer (MMDDU001V10K2A0T1A1CE, Omega Engineering), which has a maximum pressure response of 7000 Pa at 10 V with an accuracy of ±0.05%, is used to measure the pressure drop between the inlet and the outlet of the pressure ports on the device.

Figure 4.4 Wyko images for quantifying the height of micro silicon pillars.
4.2.2 Data reduction

There are several types of definitions of experimental correlation of pressure drop for the flow across tube bundle. The most commonly used friction factor is defined by Zukauskas and Ulinskas [81]

\[ f = \frac{\Delta p}{\frac{1}{2} N \rho u_{max}^2} \]  \hspace{1cm} (4.1)

where \( N \) is the row number along the stream, and \( u_{max} \) is the maximum velocity in the pillar array, which is

\[ u_{max} = \frac{Q}{A_{min}} \]  \hspace{1cm} (4.2)

Here \( \Delta p \) is the pressure drop across the pin fin array, \( \rho \) is the density of the gas, \( Q \) is the volume flow rate, \( A_{min} \) is the minimum cross-sectional area, and is expressed as

\[ A_{min} = wH(S_T - d)/S_T \]  \hspace{1cm} (4.3)

where \( w \) is the total width of the flow channel.

The Reynolds number is defined as

\[ Re = \rho u_{max} d_h / \mu \]  \hspace{1cm} (4.4)

where \( \mu \) is the viscosity of the gas, and \( d_h \) is the hydraulic diameter of the fin, which is equal to the diameter for the circular pillars. The outer diameter of the pillar is used in Eq. (4.4) for the pillar with artificial roughness.
4.3 Results and discussions

As mentioned in Section 4.1, the friction factor across the pillar array is affected by the pillar aspect ratio and spacing significantly for short pin fins in the laminar flow region. The detailed test results for pin fin arrays with various types of artificial roughness are given below.

4.3.1 Coupled effect of height-to-diameter ratio and pitch-to-diameter ratio

It has been reported that the height-to-diameter ratio of the short pin fin strongly affects the friction factor of the pillar array in the laminar flow region [73]. In this study, a detailed examination of this phenomenon is conducted and it is found that the effect of height-to-diameter ratio on the friction factor is different when the pin fin spacing varies. The friction factors at different height-to-diameter ratios are plotted in Fig. 4.5 when the Re is less than 100. The results of pitch-to-diameter ratio at 1.5 are in Fig. 4.5(a) and 2.3 in Fig. 4.5(b). The friction factor for the infinite long pin fin array is obtained from a 2D numerical modeling computation. Generally a larger friction factor is observed for a smaller $H/d$ ratio. Compared to the friction factor for the infinite long pillar, the end wall effect diminishes when $H/d$ is larger than 0.64 at $S_T/d = 1.5$. However, at $S_T/d = 2.3$, the end wall effect is still not negligible even at $H/d=2.28$. When $H/d$ is varied from 0.48 to 2.28, the friction factor difference is about 5 times at $S_T/d = 2.3$. In a sparse pillar array ($S_T/d = 2.3$), the pressure drop contribution due to the hydraulic boundary layer effect induced by end walls is larger than that in a dense pin fin array ($S_T/d = 1.5$). Thus, the $H/d$ effect is more significant at sparse pillar array ($S_T/d = 2.3$) than that at a dense array ($S_T/d = 1.5$).
Conversely, the pin fin spacing effect on the friction factor also depends on \( H/d \). As shown in Fig. 4.6, dense pillar arrangement results in higher friction factor when \( H/d \) is 0.96 and 2.28. However, at \( H/d=0.48 \), the end wall effect is so strong that there is almost no difference for the friction factor even though the pitch-to-diameter ratio changes from 1.5 to 2.3.

Figure 4.5 Friction factors as a function of \( Re \) for the circular staggered pillar array with different height-to-diameter ratios (a) \( S_T/d=1.5 \) (b) \( S_T/d=2.3 \). The result for infinite long pillar is from numerical simulation.
Several correlations for friction factors have been developed from the experimental data for the flow across staggered circular pin fin array. The correlations of Chilton & Generaux [66], Gaddis & Gnielski [67], and Sparrow & Grannis [82] are well known and are used to predict the friction factor for long tubes at the conventional scale. The correlation from Short et al. [70] and Moores & Joshi [69] address the end wall effect. The mean absolute error (MAE) of the friction factor between the current experimental data and the predictions from a correlation is defined as

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{f_{\text{exp}} - f_{\text{correlation}}}{f_{\text{exp}}} \right| \times 100%.
\]  

Figure 4.6 Friction factors for the circular staggered pillar array with different pitch-to-diameter ratios \((S_T/d=1.5 \text{ and } 2.3)\) when \(H/d\) is 0.48, 0.96, and 2.28.

The mean absolute error (MAE) of the friction factor between the current experimental data and the predictions from a correlation is defined as

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{f_{\text{exp}} - f_{\text{correlation}}}{f_{\text{exp}}} \right| \times 100%.
\]  

where \(n\) is the number of data points. The results of MAE of present data and those established correlations are presented in Table 4.2.
The current experimental data agrees well with conventional correlations of Chilton & Generaux, Gaddis & Gnielski, and Sparrow & Grannis, for the dense pillar array ($S_T/d = 1.5$) when $H/d$ is 2.28 (the maximum MAE of these three correlations is less than 10%). At $S_T/d = 1.5$, with the decrease of $H/d$, MAE becomes larger as these correlations do not consider the effect of

<table>
<thead>
<tr>
<th>Devices</th>
<th>$S_T/d$</th>
<th>$H/d$</th>
<th>MAE (%)</th>
<th>Chilton &amp; Generaux</th>
<th>Gaddis &amp; Gnielski</th>
<th>Sparrow &amp; Grannis</th>
<th>Short et al.</th>
<th>Moores &amp; Joshi</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5</td>
<td>2.28</td>
<td>9.85</td>
<td>8.11</td>
<td>3.08</td>
<td>33.4</td>
<td>63.4</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>1.52</td>
<td>12.9</td>
<td>15.4</td>
<td>15.1</td>
<td>36.6</td>
<td>52.2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>1.14</td>
<td>20.9</td>
<td>23.2</td>
<td>18.5</td>
<td>47.8</td>
<td>40.3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.5</td>
<td>0.96</td>
<td>9.77</td>
<td>12.4</td>
<td>14.2</td>
<td>109</td>
<td>25.7</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.5</td>
<td>0.64</td>
<td>24.0</td>
<td>26.2</td>
<td>21.4</td>
<td>108</td>
<td>25.5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.5</td>
<td>0.48</td>
<td>49.2</td>
<td>50.7</td>
<td>44.4</td>
<td>76.0</td>
<td>15.2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.3</td>
<td>2.28</td>
<td>188</td>
<td>42.2</td>
<td>155</td>
<td>20.9</td>
<td>26.2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.3</td>
<td>1.52</td>
<td>113</td>
<td>56.7</td>
<td>92.0</td>
<td>24.4</td>
<td>34.9</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2.3</td>
<td>1.14</td>
<td>43.4</td>
<td>70.9</td>
<td>35.5</td>
<td>21.2</td>
<td>32.2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.3</td>
<td>0.96</td>
<td>52.4</td>
<td>69.1</td>
<td>34.2</td>
<td>16.3</td>
<td>27.4</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>2.3</td>
<td>0.64</td>
<td>14.4</td>
<td>82.6</td>
<td>23.8</td>
<td>38.0</td>
<td>41.6</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>2.3</td>
<td>0.48</td>
<td>43.6</td>
<td>88.6</td>
<td>47.3</td>
<td>40.7</td>
<td>35.2</td>
<td></td>
</tr>
</tbody>
</table>
end walls. Generally, MAE is less than 25% when $H/d$ exceeds 0.64 by using these correlations to predict the friction factor. However, the MAEs of these correlations are 49.2%, 50.7% and 44.4% at $H/d=0.48$, respectively. For the sparse pillar array ($S_T/d = 2.3$), the existing correlations poorly predict the friction factor. As mentioned above, the correlations from Short et al. and Moores & Joshi include the end wall effect of pillar array. However, the overall MAE between the present data and their correlations for all the devices exceeds 30% and a large deviation of these correlations is also reported by other researchers [73,74]. In general, these existing correlations are applicable for long tubes and the dense pin fin array. However, a new correlation which considers the end wall and pillar spacing effects is necessary to be proposed for the evaluation of laminar flow across short pin fin array.

From the experimental data shown in Fig. 4.5, the effects of the end wall and the pillar spacing are coupled. Thus a term which includes this coupled effect should be included in the new correlation for a reasonable prediction. The correlation proposed in this paper has a form as follows,

$$f = C_1 Re^{C_2} \left( \frac{S_T}{d} - 1 \right)^{C_3} \left[ \frac{(H/d)}{(H/d)+1} \right]^{C_4(S_T/d-1)}, \quad (4.6)$$

where $C_1$, $C_2$, $C_3$, $C_4$ are constants, and determined by the least square fit method. Their values are found to be $C_1=24.1$, $C_2=-0.906$, $C_3=-1.40$, $C_4=-1.50$. Then the final correlation is

$$f = 24.1 Re^{-0.906} \left( \frac{S_T}{d} - 1 \right)^{-1.40} \left[ \frac{(H/d)}{(H/d)+1} \right]^{-1.50(S_T/d-1)}, \quad (1 < Re < 100). \quad (4.7)$$

In the correlation, the term $\left( \frac{H/d}{H/d+1} \right)^{C_4(S_T/d-1)}$ describes the coupled effect of pillar spacing and end walls. For a very long pillar, the effect of this term diminishes, and the results converge to the
conventional long tube correlations at $Re < 100$. This is an empirical correlation obtained from experimental data and other kinds of forms of correlations may also exist. Table 4.3 lists the MAE of the new correlation of this paper. The maximum MAE is 17% and the average MAE for all the devices is 7.80%. The comparison between the present experimental data and the friction factor predicted by the new correlation is displayed in Fig. 4.7, and 97% of the data fall within ±20% of the new correlation as shown.

<table>
<thead>
<tr>
<th>Device</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE (%)</td>
<td>8.09</td>
<td>5.24</td>
<td>6.27</td>
<td>9.91</td>
<td>5.42</td>
<td>7.24</td>
<td>3.55</td>
<td>7.69</td>
<td>5.03</td>
<td>17.0</td>
<td>10.9</td>
<td>7.24</td>
<td>7.80</td>
</tr>
</tbody>
</table>

Figure 4.7 Friction factor comparison between experimental data and values calculated from the new correlation.

4.3.2 Effect of artificial roughness

In this section, the various artificial roughness of the pin fin, as shown in Fig. 4.2 and Table 4.1, is considered to explore their effects on friction factors. The friction factor as a function of Reynolds number for Devices 13-18 with different roughness amplitudes ($\delta/d$) are
plotted in Fig. 4.8, where the pitch-diameter-ratio is 1.5 and the height-diameter-ratio is 1.52. The results for pillars with coarse roughness (6 teeth) are in Fig. 4.8(a) and the fine roughness (8 teeth) results are shown in Fig. 4.8(b).

For both types of roughness, the friction factor demonstrates a same trend of decreasing from the circular pillar array in a Reynolds number range of 1-100. With the increase of the roughness amplitude, the reduction of the friction factor is growing. For example, when the Reynolds number is 1.35, the friction factors of circular pillar, coarse roughness pillar with $\delta / d$
= 0.1, 0.2, and fine roughness pillar with $\delta / d = 0.1$, 0.2 are 80.8, 50.2, 39.1, and 51.3, 41.2 respectively. More than 50% reduction of the friction factor is observed for the rough pillar at $\delta / d = 0.2$. At higher Reynolds numbers, such as at $Re = 66$, friction factors of circular pillar, coarse roughness pillar with $\delta / d = 0.2$, and fine roughness pillar with $\delta / d = 0.2$ are 2.30, 1.34 and 1.41 respectively. About 40% of the friction factor decrease is presented.

In Fig. 4.9, the effect of the height-to-diameter ratio is demonstrated for different types of roughness at $\delta / d = 0.2$. Due to the strong wall-pillar interaction at a low aspect ratio, the roughness effect tends to diminish as the end wall effect becomes dominate. In addition, comparing the friction factors between the coarse roughness and fine roughness, the friction factor of coarse roughness shows more reduction; however, it is only about 10% lower than that of fine roughness.

![Graph showing friction factor of rough pillars for different roughness types (coarse roughness and fine roughness). The pitch-to-diameter ratio is 1.5 and the roughness amplitude ratio is 0.2.](image)

Figure 4.9 Friction factor of rough pillars for different roughness types (coarse roughness and fine roughness). The pitch-to-diameter ratio is 1.5 and the roughness amplitude ratio is 0.2.
The roughness effect with different pitch-to-diameter ratios is also investigated and the results are plotted in Fig. 4.10. For example, at \( S_T / d = 2.3 \), friction factor is \( f = 25.3 \) at \( Re = 1.75 \) for circular pillar, and \( f = 19.8 \) at \( Re = 1.81 \) for coarse roughness pillar with \( \delta / d = 0.2 \). The friction factor difference between the circular pillar and coarse roughness pillar is only about 20%, which is much less than the difference for the dense pillar array (\( S_T / d = 1.5 \)) as shown in Fig. 4.10. Thus, the roughness effect is much less important for the sparse pillar array (\( S_T / d = 2.3 \)) compared with the effect on the dense pillar array (\( S_T / d = 1.5 \)).

![Figure 4.10 Friction factor comparisons of circular and rough pillar arrays with different pitch-to-diameter ratios (1.5 and 2.3). The height-to-diameter ratio is 1.52 and the roughness amplitude ratio is 0.2.](image)

From the above discussions, when a large artificial roughness is created while maintaining the outer diameter same as the circular pillar diameter, the maximum fluid velocity across rough pillars becomes smaller as the effective minimum cross section area increases. Thus the pressure drop and the friction factor will reduce compared to the flow across circular pillars.
This effect is relatively stronger when the pillar spacing is smaller as shown in Fig. 4.10. Therefore, the existence of the pillar roughness can reduce the pressure drop of the pin fin array significantly. This could be an effective method, which is easily realized by the mask design in lithography process, to improve the efficiency of the micro regenerators, micro reactors or other related applications.

4.4 Summary

In this chapter, experimental investigations of the friction factors for gas flow across staggered circular and rough pin fin arrays have been performed in the range of Reynolds number between 1 and 100. Friction factor comparisons between the present experimental data and values from existing correlations were performed. A new correlation, Eq. (4.7), was proposed to predict the friction factor for the circular pin fin array, including the coupled effect of height-to-diameter ratio ($0.48 < H / d < 2.28$) and pitch-to-diameter ratio ($1.5 < S_T / d < 2.3$). The main conclusions are summarized as follows:

The existing conventional correlations predict the friction factor of dense ($S_T / d = 1.5$) and relatively long ($H / d = 2.24$) pin fin arrays well in the laminar flow region. However, for the sparse and short pin fin array, large deviations between the experimental data and correlation values are observed. The application of those existing correlations in many micro-scale devices needs special caution.

The pin fin spacing and pillar aspect ratio have a significant effect on the friction factor, and their effects are coupled. The pillar aspect ratio effect is more essential for a sparse pillar array.

The new correlation, considering the coupled pin fin spacing and pillar aspect ratio, for
the circular pillar array predicts the friction factor more accurately, and the average MAE of the correlation is 7.80%.

The rough pillar array leads to smaller friction factors than a corresponding circular pillar array, and larger artificial roughness amplitude results in smaller friction factors. The reduction of the friction factor could exceed 50% compared with the circular pillar array when the artificial roughness amplitude to the pillar diameter ratio is 0.2, which demonstrates the potential of this structure in the application of micro-regenerators, micro-reactors or other related MEMS devices for improving the efficiency.

The difference between the coarse and fine roughness is negligible and the roughness effect is more pronounced for the dense pillar array.
Chapter 5 Design and modeling of a fluid-based electrocaloric refrigeration system

5.1 Introduction

Stirling cooler is operated based on a thermodynamic cycle. In recent years, some other new cooling technologies that take advantage of magnetocaloric [83] and electrocaloric (EC) [31-33] effects also have attracted interest. The electrocaloric (EC) effect is a phenomenon in which reversible temperature and entropy changes appear in certain materials under the application and removal of an electric field. Applying the electric field orients the dipoles and reduces the entropy associated with the polarization. This process happens so fast (on the order of milliseconds [27]) that it can be considered to be adiabatic. The temperature of the material therefore increases, as required by the entropy decrease. Reversely, removing the electric field disorders the dipoles, increases the entropy, and cools the material. The main advantage of EC cooling over magnetocaloric cooling (which operates on an analogous principle) is that the high electric field required for the process is much easier and less expensive to generate than the high magnetic field required for magnetocaloric cooling [26].

EC effect was first reported by Kobeco and Kurtschatov in 1930 [28], potential applications have been limited by the relatively low entropy and temperature changes for most ferroelectric materials [the highest value reported before 2006 was 2.6 K at an electric field of 3 V/μm and a temperature of 434 K for bulk Pb0.99Nb0.02(Zr0.75Sn0.20Ti0.05)0.98O3 [84]]. Recently, materials with a large EC effect have been discovered [29,30], suggesting practical applications in cooling devices. Some EC materials and their performances are listed in Table 5.1. Among these materials, a P(VDF-TrFE-CFE) terpolymer, poly(vinylidene fluoride-trifluoroethylene-
chlorofluoroethylene), demonstrates an adiabatic temperature change of 15.7 K under an electric field of 150 V/μm over temperatures between 270 K and 320 K [85].

Table 5.1 Summary of EC materials and their performances

<table>
<thead>
<tr>
<th>Year</th>
<th>Material</th>
<th>Reference temperature (˚C)</th>
<th>Electric field (V/µm)</th>
<th>∆T (K)</th>
<th>∆T/∆E [(K·µm)/V]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1963</td>
<td>Rochelle Salt</td>
<td>22.2</td>
<td>0.14</td>
<td>0.0036</td>
<td>0.0257</td>
</tr>
<tr>
<td>1977</td>
<td>SrTiO₃</td>
<td>269</td>
<td>0.542</td>
<td>1</td>
<td>1.85</td>
</tr>
<tr>
<td>1981</td>
<td>Pb₀.₉₉Nb₀.₀₂(Zr₀.₇₅Sn₀.₂₀Ti₀.₀₅)O₃</td>
<td>161</td>
<td>3</td>
<td>2.6</td>
<td>0.867</td>
</tr>
<tr>
<td>2006</td>
<td>PbZr₀.₉₅Ti₀.₀₅O₃</td>
<td>226</td>
<td>48</td>
<td>12</td>
<td>0.25</td>
</tr>
<tr>
<td>2010</td>
<td>P(VDF-TrFE)</td>
<td>80</td>
<td>209</td>
<td>12</td>
<td>0.0574</td>
</tr>
<tr>
<td>2011</td>
<td>P(VDF-TrFE-CFE)</td>
<td>30</td>
<td>150</td>
<td>15.7</td>
<td>0.105</td>
</tr>
</tbody>
</table>

In this chapter, a refrigeration system based on the EC effect of the P(VDF-TrFE-CFE) terpolymer is designed that uses a dielectric fluid to transfer the heat between the EC material and the heat sink/source, as shown in Fig. 5.1. In the design, each cooling element includes two diaphragm actuators fabricated on a silicon wafer. A set of five terpolymer layers are placed between the two diaphragm chambers. Each element is designed such that the fluid flow direction is within the plane of the wafer.

The remainder of this chapter is organized as follows. In Section 5.2, the design concept of the fluid-based EC micro-scale cooler is presented. In Section 5.3, finite element modeling is used to evaluate the full system thermal performance with an assumption of a sinusoidal diaphragm motion. The design philosophy is discussed in detail. In Section 5.4, multiphysics simulations of the system coupled thermal modeling and modeling of the diaphragm driven by electrostatics are performed and the results are compared with that in Section 5.3.
5.2 Design concept

5.2.1 Overall design

The cooling element includes two chambers made of cavities and diaphragms that are fabricated on a silicon wafer, as shown in Fig. 5.1. Several terpolymer layers (20 μm thickness for the middle layers and 10 μm thickness for the top and bottom layers) are located between the two chambers. The diaphragms have a diameter of 2 mm, are made of a polydimethylsiloxane (PDMS) layer embedded with electrodes, and are driven electro-statically. Spacers made of SU-8 photodefiable epoxy (MicroChem Corp., 2000 series) are placed between the terpolymer layers.
to form channels for the fluid flow. The working fluid is HT-70, which is a heat transfer liquid and an electrical insulator. It does not chemically react with the PDMS or the terpolymer.

As illustrated schematically in Fig. 5.2, the EC-based thermodynamic refrigeration process in our cooler design includes four steps: A. Heat absorption: the fluid absorbs heat from the cold side (heat source); B. Polarization: the hot diaphragm moves up and the cold diaphragm moves down, the EC material is heated by applying the electric field and the fluid absorbs the heat from the EC material as it flows from the cold side to the hot side; C. Heat rejection: the heat carried by the fluid is rejected to the hot side (heat sink) while the electric field is on; D. Depolarization: the cold diaphragm moves up and the hot diaphragm moves down, then the fluid moves from the hot side to the cold side and releases heat to the EC material when the electric field is turned off. Through periodic cycling, heat is extracted from the cold fluid chamber and released to the hot chamber, and the fluid reaches its lowest temperature in the cold side.

Figure 5.2 The thermodynamic refrigeration cycle of a fluid element based on the EC effect. The process includes four steps: (A) heat absorption, (B) polarization, (C) heat rejection, and (D) depolarization.
5.2.2 Hot and cold chambers

The in-plane design offers efficient thermal isolation by enabling the EC module between the two diaphragm actuators. The diaphragms are actuated electro-statically in the hot and cold chambers to drive the working fluid, which transfers heat between the two chambers. In this design, the bulk silicon substrate on which the device is grown is etched with “zipping” shaped chambers under the diaphragms. The silicon enables efficient heat transfer between the fluid and the heat source/sink to improve the performance of the cooling element. The “zipping” shaped substrate reduces the pull-in voltage required to actuate the diaphragms. Fins are built at the outlet of the chambers to guide the fluid and improve the heat transfer between the fluid and heat sink/source, as shown in Fig. 5.1.

5.2.3 Working fluid and thermal penetration

The relevant properties of the working fluid HT-70 are provided in Table 5.2.

<table>
<thead>
<tr>
<th>Material</th>
<th>( \rho ) (kg/m(^3))</th>
<th>( \mu ) (Pa·s)</th>
<th>( k ) (W/(m·K))</th>
<th>( c ) (J/(kg·K))</th>
</tr>
</thead>
<tbody>
<tr>
<td>HT-70 [89]</td>
<td>1680</td>
<td>8.4×10(^{-4})</td>
<td>0.065</td>
<td>970</td>
</tr>
<tr>
<td>P(VDF-TrFE-CFE) terpolymer [90]</td>
<td>1800</td>
<td>-</td>
<td>0.2</td>
<td>1500</td>
</tr>
</tbody>
</table>

The height of the channels between the EC polymer layers and the space between the fins at the outlet of the chambers are determined according to the thermal penetration depth, which is defined by Eq. (2.1). For HT-70, the thermal penetration depth at a temperature of 298 K is 25 \( \mu \)m at an operating frequency of 20 Hz, which is near the maximum practical operating frequency of the device. The channel height and fin space are therefore chosen to be 50 \( \mu \)m for the design. The properties of the terpolymer are also listed in Table 5.2. The maximum thickness
of the terpolymer layer is 20 µm, which is smaller than its thermal penetration depth of 34 µm at an operating frequency of 20 Hz and a temperature of 298 K.

5.3 Thermal evaluation of the system

5.3.1 Governing equations

The fluid flow is incompressible and described by the Navier-Stokes equations. The energy equation within the EC material is

\[ \rho c \frac{\partial T}{\partial t} = k \nabla^2 T - \dot{Q}, \]  

(5.1)

where \( T \) is the temperature and \( t \) is time. \( \dot{Q} \) is the heat source term due to the EC effect of the material, which is described by

\[ \dot{Q} = \rho T \left( \frac{\partial S}{\partial E} \right)_T \frac{\partial E}{\partial t}, \]  

(5.2)

where \( S \) is the entropy and \( E \) is the applied electric field [91]. The relationship between the entropy change and the electric field is obtained from experimental data [85]. For the P(VDF-TrFE-CFE) terpolymer, the entropy in Eq. (5.2) can be modeled as

\[ S = C_1 E^2 + C_2 E, \]  

(5.3)

where \( C_1 = -2.71 \times 10^{-15} \text{ Jm}^2/(\text{kg} \cdot \text{K} \cdot \text{V}^2) \) and \( C_2 = -6.85 \times 10^{-8} \text{ Jm}/(\text{kg} \cdot \text{K} \cdot \text{V}) \). While the relationship between entropy and electric field is generally temperature-dependent, the EC effect of this terpolymer does not demonstrate a large deviation when the temperature changes from 270 K to 320 K [85]. Therefore, the entropy change is assumed to be temperature independent for simplicity within this temperature range. We note that the reported dielectric loss of the terpolymer is small and is ignored in the modeling. At 150 V/µm, the input electric energy
density calculated from the electric displacement - electric field hysteresis loop is $3 \text{ J/cm}^3$ [92], which is less than 7% of the material cooling energy density ($43.2 \text{ J/cm}^3$).

### 5.3.2 Computational setup

The computational region is shown in Fig. 5.3. By taking advantage of symmetry, only a single slice of the device is modeled. The temperature at the hot end of the element is constant and is $T_H = 300.15$ K. The cold end also has a constant temperature. The remaining surfaces are thermally insulated. The initial temperature for the whole system is a linear profile in the $x$-direction (see Fig. 5.3). The no-slip condition is applied to the solid-liquid interfaces. As the diaphragms are driven electro-statically, their actual motions are complicated and are discussed in Section 5.4. In this section, to simplify the model and the analysis, a sinusoidal motion with a $180^\circ$ phase lag is applied for the cold and hot diaphragms. The displacement of the cold diaphragm is $z(x, y, t) = Z_{max}(x, y) \sin(2\pi ft)$. The hot diaphragm and the cold diaphragm oscillate $180^\circ$ out of phase but with the same amplitude. Here, $Z_{max}(x, y)$ is the amplitude of the diaphragm vibration. The substrate shape is a cubic curve, and the maximum height is $150 \mu$m. So, $Z_{max}(x, y)$ represents the height between the diaphragm and the substrate at different positions. The hot and cold diaphragms prescribe the moving boundaries of the fluid flow. The arbitrary Lagrangian-Eulerian (ALE) moving-mesh method is used to handle the gas domain where there is a mesh deformation. The maximum electric field applied to the material is limited by the breakdown of the film, which occurs at fields larger than $400 \text{ V/\mu m}$ [93]. The maximum amplitude of the electric field here is $150 \text{ V/\mu m}$, which reduces the chance of the film’s breakdown due to the existence of defects. The detailed effect of the electric field on the system performance is discussed in the following section.
5.3.3 Results and discussions

In this section, the effects of the electric field applied to the EC module, the operating frequency, and the temperature span are investigated. The geometry design is also discussed for improving the cooling capacity of the cooler.

For the electric field, a smooth trapezoidal waveform is used, as shown in Fig. 5.4. Two parameters are important: (i) $\Delta t_1$ is the transit time when the electric field rises from zero to $E_{\text{max}}$ or drops from $E_{\text{max}}$ to zero. (ii) $\Delta t_2$ is the time lag between the diaphragm motion and the electric field applied to the EC material.

![Diagram of Computational region of the EC cooling device.](image)

Figure 5.3 Computational region of the EC cooling device.
The cooling power density of the EC element is the space-averaged heat flux coming into the cold side from the cold end of the system. One example of the cooling power density as a function of time is shown in Fig. 5.5. Steady state is reached after 7 cycles when the operating frequency is 10 Hz, heat source temperature $T_C = 295.15$ K, $\Delta t_1 = 0.02$ s, and $\Delta t_2 = 0.025$ s. The temperature contours at two different times in the tenth cycle are shown in Fig. 5.6. The results when the time is $0.925$ s ($9.25\tau$, where $\tau$ is the period of the cycle), are shown in Figs. 5.6(a) and the results at $t = 0.975$ s ($9.75\tau$) are shown in Figs. 5.6 (b). At $t = 0.925$ s, the hot diaphragm achieves the minimum displacement and the cold diaphragm moves to the top position. The electric field applied to the terpolymer is turning on, the temperature of the terpolymer is increasing, and heat is being transferred to the fluid from the terpolymer. At $t = 0.975$ s, the diaphragm positions are reversed, and the electric field applied to the terpolymer is turning off. Thus, the temperature of the polymer is dropping, and the heat is being transferred to the polymer from the fluid.

Figure 5.4 The smooth trapezoidal waveform of electric field applied to the EC module and the motion of the center point for the hot diaphragm. $\tau$ is the period of a cycle. $E_{\text{max}}$ is the amplitude of the electric field. $Z_{\text{max}}$ is the maximum amplitude of the hot diaphragm motion. $\Delta t_1$ is the transit time when when the electric field rises drops. $\Delta t_2$ is the time lag between the diaphragm motion and the electric field in the EC module.
Figure 5.5 Cooling power density, which is space-averaged on the cold end surface of the element, versus time. The operating frequency is 10 Hz, heat source temperature $T_C$ is 295.15 K, $\Delta t_1$ is 0.02 s, and $\Delta t_2$ is 0.025 s. The heat flux is positive, which indicates the heat flow direction is from the cold side to the hot side.

Figure 5.6 Distributions of temperature in the $x$ direction in the element: (a) $t = 0.925$ s; (b) $t = 0.975$ s. At $t = 0.925$ s, the hot diaphragm is at the minimum displacement, and the cold diaphragm is at the maximum displacement. At $t = 0.975$ s, the diaphragm positions are reversed. The operating frequency is 10 Hz, heat source temperature $T_C$ is 295.15 K, $\Delta t_1$ is 0.02 s, and $\Delta t_2$ is 0.025 s.
5.3.3.1 Effect of the applied electric field

It is found that reducing the transit time $\Delta t_1$ increases the cooling power, as shown in Fig. 5.7 (a). At $T_C = 295.15$ K, when $\Delta t_1$ is reduced from 0.3 $\tau$ to 0.1 $\tau$ and $\Delta t_2$ is 0.25 $\tau$, the cooling power density increases from 0.3 W/cm$^2$ to 0.36 W/cm$^2$ at 1 Hz, and increases from 3.22 W/cm$^2$ to 3.61 W/cm$^2$ at 20 Hz. In Fig. 5.7 (b), the effect of the time lag between the diaphragm motion and the electric field applied to the EC module is shown. When $\Delta t_2$ changes from 0.15 $\tau$ to 0.35 $\tau$, a maximum value of the cooling power density is found to be 0.34 W/cm$^2$ at $\Delta t_2 = 0.25$ $\tau$ for a 1 Hz operating frequency. At 20 Hz, the maximum cooling power density is 3.48 W/cm$^2$ and still occurs at $\Delta t_2 = 0.25$ $\tau$. A 90° phase lag between the diaphragm motion and the electric field gives the best cooling power of the system. The reason is that at a 90° phase shift, when the flow direction starts to change, the electric field applied to the EC material is turning on/off at the same time. The temperature of the EC material changes simultaneously and thus the fluid transfers the heat with the EC material more effectively, achieving a larger cooling power.

![Figure 5.7](image)

Figure 5.7 Time-averaged cooling power densities due to the change of (a) transit time ($\Delta t_1$) (b) time lag between the diaphragm and the electric field ($\Delta t_2$). The operating frequency is 1 Hz or 20 Hz. $T_C$ is 295.15 K.
5.3.3.2 Geometric design

- **EC material thickness**

  The EC terpolymer layer thickness is optimized in this part to achieve a large cooling power. The EC channel height is 40 μm, the EC length is 2 mm, the fin width is 25 μm and the channel width at outlet of chambers is 50 μm. Five EC channels and six EC polymer layers are placed in the EC module. The ratio of chamber depth to EC module height is fixed to be 0.577, as shown in Table 5.3.

Table 5.3 The chamber depths and EC module heights with different EC polymer thickness

<table>
<thead>
<tr>
<th>EC polymer thickness (μm)</th>
<th>Chamber depth (μm)</th>
<th>EC module height (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>150</td>
<td>260</td>
</tr>
<tr>
<td>20</td>
<td>185</td>
<td>320</td>
</tr>
<tr>
<td>30</td>
<td>219</td>
<td>380</td>
</tr>
<tr>
<td>40</td>
<td>254</td>
<td>440</td>
</tr>
</tbody>
</table>

Figure 5.8 (a) The cooling power density and (b) pressure drop with different EC layer thickness at a frequency of 10 Hz.
The cooling power densities and pressure drop with different EC layer thickness at a frequency of 10 Hz are plotted in Fig. 5.8(a) and (b). With the increase of the EC polymer thickness, the pressure drop is increasing, while the cooling power has an optimal value. In this design, a 20 µm thick terpolymer is chosen for the EC module.

- **EC module length**

Cooling power densities and pressure drop with different EC module lengths are plotted in Fig. 5.9 (a) and (b). With the increase the EC module, the cooling power and pressure drop are increased. However, the cooling power comes to saturate when the EC module length exceeds 2.5 mm.

![Graph](image)

**Figure 5.9** (a) The cooling power density and (b) pressure drop with different EC module lengths at a frequency of 10 Hz. The EC channel height is 50 µm, the fin width is 50 µm and the channel width at outlet of chambers is 50 µm. Four EC channels and five EC polymer layers are placed in the EC module. The middle layer thickness of EC material is 20 µm and the top and bottom layers thickness are 10 µm.

- **Widths of fins and channels at the outlet of chambers**

Channels are openned at the outlet of chambers for allowing the fluid to pass. The fins between channels are connected to the silicon substrate to provide a sufficient heat transfer
between hot/cold chambers and the pumped fluid. The widths of fins and channels are critical to affect the cooler performance, including the thermal performance and electrostatic pump behavior. As shown in Fig. 5.10 (a), the cooling power densities with fin and channel widths of 40 - 60 μm at a frequency of 10 Hz are shown. The channel width effect on the cooling power density in this range is small. However, from Fig. 5.10 (b), the pressure drop at a channel width of 40 μm is much higher.

![Graphs showing cooling power density and pressure drop vs fin width for different channel widths.](image)

Figure 5.10 (a) Cooling power density (b) Pressure drop vs width of fins at outlet of chambers with different channel widths. The frequency is 10 Hz. Temperature span is 5 K. EC module length is 2.5 mm. EC channel height is 50 μm.

- **EC channel height**

  Two designs with different EC channel heights are compared. For the EC channel height of 50 μm, the number of EC channels is 4 and the number of EC polymer layers is 5. The middle layer thickness of EC material is 20 μm and the top and bottom layers thickness are 10 μm. The total height of EC module is 280 μm. For the channel height of 40 μm, the number of EC channels is 5 and the number of EC polymer layers is 6. The total height of EC module is 300 μm. For both cases, the fin width is 50 μm and the channel width at outlet of chambers is also 50
μm. The EC module length is 2.5 mm. The cooling power densities for 40 and 50 μm EC channel heights at a frequency of 10 Hz are 3.10 W/cm² and 2.83 W/cm². The pressure drops are 1270 Pa and 990 Pa, respectively. When the EC channel height is reduced from 50 μm to 40 μm, the cooling power increases about 9.5%, while the pressure drop increases about 28.3%. The EC channel of 50 μm is chosen for the later analysis.

5.3.3.3 Effect of the operating frequency

The effect of the operating frequency on the cooling power density is shown in Fig. 5.11 (a). The transit time $\Delta t_1$ is 0.2τ, the time lag $\Delta t_2$ is 0.25τ, and $T_C$ is 295.15 K. From this figure, we can see that the cooling power density increases from 0.34 W/cm² to 3.48 W/cm² when the operating frequency increases from 1 Hz to 20 Hz. After 20 Hz, the cooling power tends to decrease. The system COP is defined by

$$COP = \frac{Q_C}{Q_H - Q_C}$$

(5.4)

where $Q_H$ and $Q_C$ are the heat fluxes at the hot and cold ends. The variation of COP with operating frequency is plotted in Fig. 5.11 (b). The COP first increases and then drops when the operating frequency is increased from 1 Hz to 30 Hz. When the frequency is higher than 10 Hz, the cooling power tends to saturate, as shown in Fig. 5.11(a), which hurts the COP. The maximum COP is 4.6 and occurs around a frequency of 10 Hz.

The main input work from the diaphragm actuators is to overcome the fluid pressure drop in the system. The maximum pressure drop is 990, 2000, and 3040 Pa when the operating frequency is 10, 20, and 30 Hz. Below 30 Hz, the work loss caused by the pressure drop is small, thus the pressure drop does not affect the COP of the system much (less than 1%). However,
when the pressure drop is higher, the voltage required to drive the diaphragms is larger. When
the operating frequency is more than 10 Hz, the benefit of further increase to the cooling power
is small and the penalty of the pressure drop is large.

![Figure 5.11](image)

Figure 5.11 (a) Time-averaged cooling power density (b) COP as a function of operating frequency. The
transit time $\Delta t_1$ is 0.2$\tau$, the time lag $\Delta t_2$ is 0.25$\tau$, and $T_C$ is 295.15 K.

### 5.3.3.4 Effect of the temperature span and the electric field amplitude

From the previous section, the maximum cooling power of the system comes to
saturation around a frequency of 20 Hz and the maximum $COP$ occurs at 10 Hz. In this section,
the effect of the temperature span (i.e., the externally-imposed temperature difference between
the heat sink and the heat source) is studied. We consider different electric field amplitudes when
the heat sink temperature is fixed at 300.15 K and the operating frequency is 10 Hz, which is
near the frequency where the maximum cooling power and $COP$ occur. In addition, the operating
frequency is directly related with the voltage to drive the diaphragm, and the driven voltage can
not exceed the breakdown voltage of PDMS. According to the analysis of diaphragm modeling
in the next section, the operating frequency is designed to be 10 Hz.
Figure 5.12 (a) Time-averaged cooling power density, (b) system COP and (c) percent of Carnot COP: \( \text{COP}/\text{COP}_C \) vs. the temperature span between the heat sink and the heat source at different electric field amplitudes. The transit time \( \Delta t_1 \) is 0.2\( \tau \) and the time lag \( \Delta t_2 \) is 0.25\( \tau \). The operating frequency is 10 Hz.

The results for the cooling power density, \( \text{COP} \), and the percent of Carnot \( \text{COP} \) are plotted in Fig. 5.12. As the temperature span increases for a given electric field amplitude, the cooling power and \( \text{COP} \) decrease, and the percent of Carnot \( \text{COP} \) has a peak value. As the electric field amplitude increases, the percent of Carnot \( \text{COP} \) increases and the maximum occurs...
at a larger temperature span. With an increase of the electric field, the cooling power and \( \textit{COP} \) increase. At 100 V/\( \mu \text{m} \), the maximum percent of Carnot \( \textit{COP} \) is 15.4% for a temperature span of 15 K. There is no cooling load when the temperature span exceeds around 25 K. If the electric field is 150 V/\( \mu \text{m} \), a \( \textit{COP} \) of 3.65 and a cooling power density of 4.95 W/cm\(^2\) are achieved for a temperature span of 15 K. Generally, the efficiency loss is mainly due to the thermal resistance from the heat source/sink to the chamber region, as shown in the temperature distribution in Figs. 5.6. For comparison, in a standard design of a thermoelectric cooler (i.e., the material thickness is larger than 1 mm), the cooling power density is 4 W/cm\(^2\) and the best \( \textit{COP} \) is 2.85 when the \( ZT \) of the material is unity and the temperature difference is 15 K [5].

5.4 Diaphragm modeling and multiphysics simulation

In the previous section, the diaphragm motion is assumed to be sinusoidal for the thermal system modeling. However, in this design, the diaphragm is made of PDMS membrane embedded with electrodes, and is driven by electrostatic force. Thus, the detailed motion of diaphragm is investigated here and the effect of the diaphragm motion on the system performance is explored by finite element simulations. This part is a joint work with Jinsheng Gao.

5.4.1 PDMS Diaphragm modeling

5.4.1.1 Mooney Rivlin model

In the linear elastic model, a linear relationship between the stress and strain is assumed. PDMS is a rubber-like material and can not be described by linear elastic models. For this material, which is defined as a hyperelastic material [94], the stress-strain relationship is non-linear and incompressible, and it is derived from a strain energy density function,
where $W$ is the strain energy density function, $S$ is the second Piola–Kirchhoff stress, and $E$ is the Lagrangian Green strain.

Mooney Rivlin model [95,96] is a recognized hyperelastic model to describe the strain-stress behavior of a rubber material, such as PDMS. The comparison between the linear elastic model result, Mooney Rivlin model result, and the experimental result [97] for a PDMS membrane is shown in Fig. 5.13 (a). Displacement vs pressure relationship is obtained when a uniform pressure is applied to a circular PDMS membrane. The membrane diameter is 286 µm, and the thickness is 10 µm. For the linear elastic model, the Young’s modulus is 0.5 MPa, and the Poisson’s ratio is 0.5. The material constants used for the Mooney Rivlin model are $C_1 = 75.5$ kPa, $C_2 = 5.7$ kPa [97,98]. From the figure, the result based on the Mooney Rivlin model agrees...
well with the experimental data. However, the result from the linear elastic model has a large
deviation. The PDMS membrane deformed shapes between the finite element simulation based
on Mooney Rivlin model and the experimental result are similar, as shown in Fig. 5.13 (b).
Therefore, the Mooney Rivlin model is used to describe the behavior of PDMS membrane in this
work.

5.4.1.2 Contact model

The substrate in hot and cold chambers are curved shapes. When the PDMS membrane is
driven by electrostatic force, the PDMS membrane is going to snap in from the edge to the
center. This means the PDMS membrane will contact the substrate gradually. Thus for this
diaphragm modeling, a contact force model is added to act against the diaphragm after contact
phenomenon. This contact force is defined by a spring force,

\[ F_c = -k_c g, \text{ if } g < 0, \]  

(5.6)

where \( F_c \) is the contact force, \( k_c \) is the spring constant, and \( g \) is the gap between the diaphragm
and substrate. The spring constant is determined by the diaphragm Young’s modules and the
insulating layer thickness between the electrode and the diaphragm contact surface.

5.4.2 Porous medium model

For simplifying the multiphysics simulation of the system coupled the thermal modeling
and the diaphragm modeling with the electrostatics and the contact models, a 2D model is
feasible. For capturing the features of channels at the outlet of chambers, a porous medium
model is employed in this modeling. The detailed information about the porous medium model
has been discussed in Section 3.4. In this design, both the widths of fins and channels are 50 \( \mu \text{m} \),
and the porosity is 0.5. The key parameters for the fluid flow and heat transfer are two parameters, permeability $\kappa$ and convection coefficient $h_{fc}$. Based on the simulation results for fins and channels, the permeability in this design is $1.87 \times 10^{-10} \text{ m}^2$, and the convection coefficient is determined by

$$Nu_{Dh} = 3.18 \, Re_{Dh}^{0.127}. \quad (5.7)$$

The definition of variables are shown in Section 3.4.

5.4.3 Multiphysics modeling

5.4.3.1 Computational setup

The computational region is shown in Fig. 5.14. The multiphysics modeling is coupled with electrostatics, solid mechanics (Mooney Rivlin model), contact model, fluid-solid interaction, porous medium, heat transfer models and moving mesh technique. The substrate shape is a cubic curve, and the maximum height is 150 µm. The diaphragm diameter is 2 mm, and the thickness is 13 µm. The material constants used for the present Mooney Rivlin model of PDMS membrane are $C_1 = 321 \text{ kPa}$, $C_2 = 0 \text{ kPa}$, and the Young’s modulus is 1.93 MPa [99]. The diaphragms are driven electrostatically. The insulating layer thickness between the electrodes and the diaphragm contact surface is 2 µm. The EC module length is 2.5 mm, including 5 layers of terpolymer. For the middle terpolymers, the thickness is 20 µm. The thickness of top and bottom layers is 10 µm. The channel width between EC layers is 50 µm. The electric field amplitude applied to the EC material is 100 V/µm. The thermal boundary conditions are similar to the thermal modeling in Section 5.3. The temperature at the hot end of the element is constant and is $T_H = 300.15 \text{ K}$. The cold end has a constant temperature of $T_C = 295.15 \text{ K}$. The remaining surfaces are thermally insulated. The initial temperature for the whole system is a linear profile in the x-direction (see Fig. 5.3). The no-slip condition is applied to the solid-liquid interfaces.
5.4.3.2 Results and discussions

When the voltage is applied to PDMS membrane, the membrane starts to snap in. The fluid in the chamber is pumped out and passes the EC channels. One example of the temperature distributions of the system is shown in Fig. 5.15. The diaphragm motion and deformation are also displayed in these figures.

Figure 5.14 2D computational region of the EC cooling device coupled with multiple physics phenomena.

Figure 5.15 Temperature contours at different time when the diaphragm is driven electrostatically at an operating frequency of 5 Hz. (a) \( t = 1 \) s (b) \( t = 1.05 \) s (c) \( t = 1.1 \) s (d) \( t = 1.15 \) s.
The voltage applied to PDMS membrane in this case is 170 V and the operating frequency is 5 Hz. The spring constant $k_c$ for the contact force is $5 \times 10^{10}$ Pa/m. The volume variations of hot and cold chambers and the electric field applied to EC materials are plotted in Fig. 5.16. A 90° phase lag is maintained between the chamber volume variations and the EC electric field, which is consistent with the condition set in Section 5.4.2. The volume variations of hot and cold chambers, corresponding to the driven voltage of hot and cold diaphragms, are plotted in Fig. 5.17. A phase lag of 270° is observed between them.

![Figure 5.16](image)

Figure 5.16 The volume variations of hot and cold chambers and the electric field applied to EC materials.

The cooling power densities and the maximum pressure drop in the element in a frequency range of 1 to 10 Hz are plotted in Fig. 18 (a) and (b). A comparison between the current data and the thermal modeling data in Section 5.4.2 is also displayed and a good agreement is indicated between them. This means the diaphragm deformation and displacement do not have a significant effect on the thermal performance of electrocaloric cooler. The reason is that the fluid in the element is not compressed and the main function of the fluid is to transfer the heat between the heat source/sink and EC materials. Thus the thermal modeling modeling results
in Section 5.4.2 are reasonable even the diaphragm motion is assumed.

Figure 5.17 The volume variations of hot and cold chambers, corresponding to the driven voltage of hot and cold diaphragms.

Figure 5.18 Comparisons of (a) the cooling power density and (b) pressure drop in a frequency range of 1 to 10 Hz between the thermal modeling results and multiphysics modeling results.
5.5 Summary

In this chapter, a new micro-scale refrigeration system based on EC effect has been designed. Finite element simulations were used to evaluate the system thermal performance that assumes that the hot and cold diaphragms have a sinusoidal motion with a 180° out of phase. The effect of the applied electric field was studied. The transit time over which the electric field changes has a small effect on system cooling power, while the time lag between the electric field and the diaphragm motion is found to play an important role. The geometric dimensions of EC module were studied to improve the cooling power of the system. The maximum cooling power density tends to saturate above an operating frequency of 20 Hz and the best \( \text{COP} \) occurs at 10 Hz. The results of effects of temperature span and electric field amplitude applied to EC materials, indicates that a cooling power density of 4.95 W/cm\(^2\) and a \( \text{COP} \) of 3.65 are achieved when the system is operated at a temperature span of 15 K. Larger temperature difference between the heat sink and heat source or higher cooling power density could be achieved by increasing the magnitude of the electric field applied to the EC material. The multiphysics modeling that considers the PDMS diaphragm deformation and displacement was successfully performed to validate the thermal modeling results. It is demonstrated that the system performance is not influenced by the diaphragm local behaviors.
Chapter 6 Electrocaloric characterization of P(VDF-TrFE-CFE) terpolymer

6.1 Introduction

Recently, a large EC effect was discovered in thin films of PbZr$_{0.95}$Ti$_{0.05}$O$_3$ [29], a poly(vinylidene fluoride-trifluoroethylene) [P(VDF-TrFE)] copolymer [30], and a P(VDF-TrFE-chlorofluoroethylene) [P(VDF-TrFE-CFE)] terpolymer [30]. The P(VDF-TrFE-CFE) terpolymer demonstrates an adiabatic temperature change of 7 K at an electric field of 100 V/µm near room temperature [85] and is easily and economically fabricated, making it favorable for mass production [90]. These findings point to the potential of applying EC cooling in micro-devices using polymer thin films.

Direct and indirect techniques can be applied to measure the EC effect. In the indirect measurement, a differential scanning calorimeter is used to measure the heat flow under a high electric field and isothermal conditions [100,101]. This technique is best suited to bulk materials as the output heat flow signal for a thin film sample is very small. Jia and Ju [102] reported an approach for characterizing the EC effect in a thin film sitting on an insulating substrate. In this approach, the temperature response of a resistance thermometer deposited on the bottom of the EC film is monitored as an electric field is turned on and off. In the reported measurements, the temperature change is less than 10% of that expected because the heat loss from the EC film to the substrate is large. Lu et al. [88] employed a specially-designed calorimeter to measure the EC effect in a thin film. In this approach, the heat generated in the EC film is compared with the heat generated from a standard reference resistor. More recently, an infrared camera [90] was used to measure the temperature change in a 50 µm thick polymer film under the direct application of an electric field.
In this chapter, the infrared imaging technique is used to directly measure the transient temperature response of thin films of a P(VDF-TrFE-CFE) terpolymer (11-12 µm thick) under varying electric fields near ambient conditions. For such a thin film, the convection heat transfer between the thin film sample and the air is not negligible and must be included in the analysis. A significant percentage of the adiabatic temperature change (about 50%) is still realized, however, which is much larger than that obtained in other techniques [100-102]. The ramp time of the applied voltage is varied to quantify the heat transfer between the sample and the ambient environment and to obtain the adiabatic temperature change. The frequency dependence of the EC effect is investigated and the film stability is also explored.

6.2 Experimental details

Film samples from (i) Piezotech [France, P(VDF-TrFE-CFE): 62.6/29.4/8 mol.%, 11 µm thick] and Carnegie Mellon University (CMU, same composition as Piezotech samples, 12 µm thick) were tested. The CMU films were fabricated by Ying-Ju Yu in ACM group based on a solution-cast method following instructions from Piezotech. The polymer powder was first completely dissolved into methyl ethyl ketone and then the solution was cast on a silicon wafer and baked at a temperature of 50°C overnight to evaporate the solvent. After drying, the film was immersed in water for two hours and then peeled off the wafer. The film was then suspended and annealed at a temperature of 100 °C for seven hours to improve crystallinity and remove residual solvent [85,90]. A 5 mm diameter circle of gold with a thickness of 100 nm was sputtered on both sides of the sample to act as the electrode, as shown in Fig. 6.1. To obtain the temperature map accurately, a 2 mm diameter circular area at the center of the electrode surface was coated with a 5 µm layer of carbon ink with to increase its emissivity to 0.7.
The test bed setup is shown in Fig. 6.2. To measure the EC effect, the film was suspended 1 mm above a thermal stage in air. Voltage pulses were supplied by a function generator (HP 33120a) and amplified by a high-voltage amplifier (Trek 2210). The current and voltage were measured by a source meter (Keithley 2400) and a multimeter (Agilent 34401a), and were collected by LabVIEW. The temperature images were recorded by a QFI InfraScope II system, which has a sample rate of 14 frames per second. The temperature error of infrared camera is ± 0.1 °C. The reported temperature is averaged over the ink-coated area.
6.3 Experimental results

6.3.1 Measured results and the adiabatic temperature change

Three Piezotech samples and three CMU samples were tested at a stage temperature of 25 °C for maximum electric fields between 40 and 90 V/µm. For each test, three consecutive trapezoidal pulses with a period of 30 s were applied to check for repeatability. The ramp time of the voltage pulse was varied (0.8, 1.2, and 1.6 s) to quantify the heat transfer between the sample...
and the air environment. A typical result of the current and temperature responses are shown in Figs. 6.3(a)-(b) and show a similar behavior. The current leakage for all samples is very small (10 ~ 30 nA when the voltage is applied for 15 s). Joule heating in the film is thus negligible, consistent with the temperature data ($T_3 = T_f$) in Fig. 6.3(b).

Figure 6.3 (a) Example of a trapezoidal electric field applied to the EC sample and the measured current. The ramp time of the electric field is 1.2 s and its maximum amplitude is 67 V/µm. (b) Infrascope-measured temperature images at different time in a cycle and the temperature as a function of time. The temperature changes abruptly when the electric field is ramping up and down (2 and 4).
The temperature response induced by the electric field change happens very fast (~milliseconds) [27]. The sample temperature thus immediately rises when the electric field is turned on [1 to 2 in Figs. 6.3(a) and 1(b)]. With the electric field still on, the temperature decreases exponentially back to the initial temperature due to the heat exchange between the air and the sample (2 to 3). When the electric field is turned off, the temperature quickly decreases below the initial temperature (3 to 4) and then rises exponentially back to the initial temperature (4 to 5).

![Figure 6.4 Measured cooling temperature for CMU and Piezotech samples as a function of the electric field at different voltage ramp times. The stage temperature is 25 °C for all measurements.](image)

The measured cooling temperature induced by the EC effect at different ramp time of the voltages is plotted in Fig. 6.4. Consistent results are observed for the Piezotech and CMU samples from the figure. When the ramp time of the electric field is reduced, the cooling temperature increases as the heat loss due to the air is less in a shorter ramp time. The adiabatic temperature change of the terpolymer was calculated by estimating the heat transfer between the sample and the air. The computational process is describes as follows:

The governing equation when the electric field is changing is

106
\[
ct \frac{\partial \tau}{\partial t} = h A (T_f - T) + m_p T \frac{\Delta S}{\Delta t}, (t \leq \Delta t)
\]  \hspace{1cm} (6.1)

When \(t > \Delta t\),
\[
\ct \frac{\partial \tau}{\partial t} = h A (T_f - T),
\]  \hspace{1cm} (6.2)

where \(T_f\) is the air temperature, \(\Delta S\) is the entropy change of the electrocaloric material, \(\Delta t\) is the ramp time of the voltage applied to the electrocaloric material, \(h\) is the effective heat transfer coefficient between the sample and the air. \(A\), \(m\), and \(m_p\) are the surface area, the total mass of the ink-coated part of the sample, and the mass of polymer coated with ink. \(c\) is the effective specific heat of the ink-coated part of the sample. If the thickness of the sample film, the thickness of the ink, the specific heat of the film, the specific heat of the ink, the density of the film, and the density of the ink are \(th_p\), \(th_i\), \(c_p\), \(c_i\), \(\rho_p\), and \(\rho_i\), then the effective specific heat here is
\[
c = \frac{c_p \rho_p th_p + c_i \rho_i th_i}{\rho_p th_p + \rho_i th_i}.
\]  \hspace{1cm} (6.3)

The effective heat transfer coefficient \(h\) was determined using the thermal time constant \(\tau\), which is expressed as
\[
\tau = \frac{cm}{hA},
\]  \hspace{1cm} (6.4)

based on Eq. (6.2). The thermal time constant was obtained from the measured temperature profile, as shown in Fig. 6.5.
Figure 6.5 Measured temperature profile indicating the thermal time constant and the temperature variation when the electric field changes.

Solving the Eq. (6.1), the temperature of the sample is obtained by

\[
\Delta T = \frac{hAT_f}{(\frac{m_p\Delta S}{\Delta t} - hA)} \left( e^{\frac{(m_p\Delta S - hA)t}{cm}} - 1 \right).
\]  

(6.5)

At \( t = \Delta t \), the temperature change \( \Delta T_m \) is

\[
\Delta T_m = \frac{hAT_f}{(\frac{m_p\Delta S}{\Delta t} - hA)} (e^{(m_p\Delta S - hA\Delta t)/cm} - 1).
\]  

(6.6)

From Eq. (6.6), the entropy change \( \Delta S \) was calculated. One example of the comparison between the measured data and the computational results is plotted in Fig. 6.6. Then the adiabatic temperature change was obtained and is plotted in Fig. 6.7 along with literature results. We found that the adiabatic temperature change over the electric field agrees well with that from Li et al. [85], Jia and Ju [102]. However, obvious deviations are observed with the data from Sebald et al. [90] when the electric field exceeds 70 V/µm.
Figure 6.6 The comparison between the measured data and the computational result at an electric field of 90 V/µm.

Figure 6.7 Adiabatic temperature change vs. electric field and comparison to literature results.
6.3.2 Effect of stage temperature and operating frequency

The temperature dependence of the EC effect of the P(VDF-TrFE-CFE) terpolymer is plotted in Fig. 6.8 for stage temperatures between 20 and 30˚C. The EC effect is increased by 10 ~ 20% at a temperature of 30˚C, which consistent with the results reported in Ref. [85].

![Figure 6.8 Measured cooling temperature at different stage temperatures. The ramp time of the voltage is 0.8 s.](image)

The effect of the electric field frequency on the temperature change is shown in Figs. 6.9(a) and 6.9(b) for frequencies between 0.03 and 0.3 Hz. As shown in Fig. 6.9(a), the minimum temperature (i.e., location 4 in Fig. 6.3) increases with increasing frequency as the thermal time constant (~1 s) becomes larger than the period of the operating frequencies. The inset in Fig. 6.9(b) shows the temperature-time history for a frequency of 0.3 Hz. Note that the temperature does not return to the initial value during the air cooling/heating stages and that an offset average temperature is realized. Thus, the maximum and the minimum temperatures decrease compared to lower-frequency operation. The measured cooling temperature (ΔT) induced by EC effect when switching the electric field off is indicated in the inset figure, and this temperature change
as a function of the frequency is plotted in Fig. 6.9(b). We find that the measured temperature change does not change in the operating frequency range of 0.03 ~ 0.3 Hz, demonstrating that the EC effect in the P(VDF-TrFE-CFE) terpolymer is frequency-independent. The current result is promising, in that a practical device will operate in a frequency range of 1 - 10 Hz. For example, Gu et al. [32] fabricated a solid-state chip-scale electrocaloric cooler using a P(VDF-TrFE) polymer and tested it at 1 Hz.

Figure 6.9 (a) Measured minimum temperature as a function of the operating frequency. (b) Measured temperature change when switching off the electric field with the operating frequency. A ramp time of 0.8 s is fixed at different frequencies for a fair comparison. The stage temperature is 25 °C. The inset is a plot of measured temperature when the operating frequency is 0.3 Hz and the electric field amplitude is 73 V/μm. ΔT is the temperature change when switching off the electric field.
6.3.3 P(VDF-TrFE-CFE) terpolymer thin film stability

The stability of the material was then assessed by conducting a 30 minute test of a sample. The operating frequency was 0.2 Hz and the amplitude of the electric field was 54 V/μm. The temperature history is plotted in Fig. 6.10. The temperature data was not measured continuously due to the limitation of the infrascope. The time spacing between adjacent data collection periods is 2 minutes. No failure was observed within 30 minutes. The maximum and the minimum temperature measured by the infrared camera are 25.6 °C and 23.7 °C. The performance is stable and demonstrates the potential of applying the P(VDF-TrFE-CFE) polymer in a microcooler application.

Figure 6.10 Temperature history of a sample for 30 minutes at a stage temperature of 25 °C. The ramp time of the voltage is 0.8 s. The frequency is 0.2 Hz and the electric field amplitude is 54 V/μm. Gaps in the data are due to limitations of the infrascope, the electric field was modulated at all times.
6.4 Summary

In conclusion, the EC effect of a P(VDF-TrFE-CFE) terpolymer was characterized by infrared imaging, which can be conducted conveniently and economically. The heat dissipation of the sample in the air was modeled and used to estimate the adiabatic temperature change at different electric field magnitudes. At an electric field of 90 V/μm, an adiabatic temperature change of 5.2 °C is obtained in this work. In an operating frequency range of 0.03 ~ 0.3 Hz, the EC effect was observed to be independent of frequency. The stability of the material was validated by a long time testing. All results suggest that this polymer is a promising material for micro-scale cooling application.
Chapter 7 Summary of thesis work and future research

7.1 Summary of thesis work

The thesis focuses on the development of chip scale refrigeration system. Two different mechanisms are employed and discussed in this work: one is Stirling cooler based on the thermodynamic cycle, the other one is a cooling device using an electrocaloric material. The main conclusions and contributions of this thesis are summarized here.

- Stirling cooler

A new MEMS-based Stirling cooling element was designed. The in-plane design separated the hot and cold chambers by a regenerator, which provides an excellent thermal isolation. A thermodynamic analysis of the system and parametric studies of geometrical parameters demonstrated that the dead volume should be minimized, and the phase lag of the volume variations between the cold side and the hot side should be near 90°. An analytic method by using energy balance was developed and applied to estimate the effects of system non-idealities on the coefficient of performance. Increasing the frequency reduces the COP of the system while increases its cooling power density, and the optimal porosity for the COP is 0.8~0.9.

The finite element modeling of the new Stirling micro-scale cooler was built and the system performance was evaluated. The computations of multiphysics processes, incorporating compressible fluid flow, heat transfer, porous medium, solid mechanics, and moving mesh, have been successfully implemented. Optimizations of the regenerator indicated that the optimal porosity of the regenerator is near 0.9. Parametric studies of the design demonstrated the effect of the operating frequency on the cooling capacity and the COP of the system. When the system
is operated at 600 Hz, the cooling power density is 4.2 W/cm² and the system COP is 2.93 when the temperatures of the heat sink and heat source are 313.15 K and 288.15 K.

The disadvantages of this Stirling cooler design are mainly from two aspects: the first one is that it is challenging to recover the cold side work and make a high efficiency cooler; the other one that is the electrostatics force is not large enough to compress the gas in the Stirling cooler elements, and some other actuation technologies have to be used to realize the gas compression.

Experimental investigations of the friction factors for gas flow across staggered circular and rough pin fin arrays have been performed in the range of Reynolds number between 1 and 100. The existing conventional correlations predict the friction factor of dense ($S_T / d = 1.5$) and relatively long ($H / d = 2.24$) pin fin arrays well in the laminar flow region. However, for the sparse and short pin fin array, large deviations between the experimental data and correlation values are observed. A new correlation was proposed to predict the friction factor for the circular pin fin array, including the coupled effect of height-to-diameter ratio ($0.48 < H / d < 2.28$) and pitch-to-diameter ratio ($1.5 < S_T / d < 2.3$). The average MAE of the new correlation is 7.80%. The rough pillar array leads to smaller friction factors than a corresponding circular pillar array, and larger artificial roughness amplitude results in smaller friction factors. The reduction of the friction factor could exceed 50% compared with the circular pillar array when the artificial roughness amplitude to the pillar diameter ratio is 0.2, which demonstrates the potential of this structure in the application of micro-regenerators, micro-reactors or other related MEMS devices for improving the efficiency.

- Electrocaloric cooler

A new chip scale refrigeration system based on EC effect was designed. Finite element simulations with an assumption of sinusoidal diaphragm motions were used to evaluate the
system thermal performance. The effect of the applied electric field was studied. The transit time over which the electric field changes has a small effect on system cooling power, while the time lag between the electric field and the diaphragm motion is found to play an important role. The maximum cooling power density tends to saturate above an operating frequency of 20 Hz and the best COP occurs at 10 Hz. A cooling power density of 4.95 W/cm² and a COP of 3.65 are achieved when the system is operated at a temperature span of 15 K. Multiphysics modeling (joint work with Jinsheng Gao) coupled with Mooney Rivlin hyperplastic model, fluid-solid interaction, heat transfer, porous medium, contact model, electrostatics, and moving mesh technique, is conducted to include the diaphragm deformation and displacement, and validate the results from the thermal modeling.

The EC effect of a P(VDF-TrFE-CFE) terpolymer was characterized by infrared imaging, which can be conducted conveniently and economically. The heat dissipation of the sample in the air was modeled and used to estimate the adiabatic temperature change at different electric field magnitudes. At an electric field of 90 V/µm, an adiabatic temperature change of 5.2 °C was obtained. In an operating frequency range of 0.03 ~ 0.3 Hz, the EC effect was observed to be independent of frequency. The stability of the material was validated by a long time testing. All results suggest that this polymer is a promising material for micro-scale cooling application.

7.2 Future research

- Micro-pump fabrication and characterization

The fluid pump is an essential component for both the Stirling micro cooler and electrocaloric cooler. The fabrication and characterization of the fluid pump are to be accomplished in future. In the design of this thesis, the pump includes a PDMS diaphragm with embedded electrodes and a curve-shaped silicon substrate, and the PDMS membrane is driven
electrostatically. The figures of the PDMS membrane with electrodes and the silicon chamber, which were fabricated by Jinsheng Gao in the ACM group, are shown in Fig. 7.1. After fabrication of the pump, the demonstration of the micro-pump functionality should be verified by the actuation test. The micro-pump performance should be quantified by a series of static and dynamic tests.

- Electrocaloric cooler assembly and testing

  The electrostatic fluid pump and the electrocaloric module will be assembled in a 3D printed box, as shown in Fig. 7.2. Dual chambers will be placed face-to-face and PDMS layers are used to seal the device. A preliminary testing will be performed first to characterize the cooler functionality. The test bed is shown in Fig. 7.3. Mechanical pumps are employed to pump
the fluid in the elements back and forth. Then the electrostatic pump will be driven to pump the fluid to measure the cooler performance.

![Diagram of electrocaloric cooler components](image)

**Figure 7.2** Solidworks model for electrocaloric cooler and components for assembly. (Courtesy of Andrew Slippey)

![Diagram of test bed](image)

**Figure 7.3** Solidworks model of test bed for the electrocaloric cooler. (Courtesy of Andrew Slippey)
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Appendices
Appendix A

Publication list

**Journal papers:**


**Conference papers:**


Appendix B

Fabrication process of silicon pillars

- **Wafer cleaning**
  Acetone, isopropyl alcohol are used to clean the wafer first, then rinse it by DI water.

- **Spin coat photoresist**
  Photoresist AZ 4210, thickness 2.1μm.
  Spin HMDS twice first:
  Spread 6 s @ 600 rpm, then spin 30 s @ 3000 rpm
  Spin AZ 4210:
  Spread 8 s @ 600 rpm, then spin 30 s @ 4000 rpm
  After spinning, use cotton tip to clean the photoresist left on edge of the wafer.

- **Softbake**
  Bake for 1 mins @ 95 °C

- **Expose by Karl Suss MA6 contact aligner at Contact Mode (5 mW/cm²)**
  Exposure time 150 s.

- **Develop**
  AZ 400K developer (1:4), time 2 mins
  After developing, rinse in DI water, then put sample in Spin Rinse/Dryer

- **1 min oxygen plasma to clean @ 100 W.**

- **DRIE for 50 μm depth etching.**
  Process time: 22 mins (66 cycles)
  Recipe: stdaniso
  Etch:
  SF6 flow 130 sccm, O2 flow 13 sccm
  Cycle time: 12 s,  Coil power 600 W
  Passivation:
  C4F8 flow 85 sccm, Cycle time 8 s,  Coil power 600 W

- **After DRIE, remove residual photoresist by acetone.**
Appendix C

Equipment for pressure measurements

Mass flow-meters and controller
FMA-A2403, Omega Engineering

Differential pressure transducer
MMDDU001V10K2A0T1A1CE, Omega Engineering
Appendix D

Infrascope system calibration

Radiance calibration target  Uniformity calibration target

- **Radiance calibration**
  - High temperature ranges of 3 and 4 should not be calibrated. A high temperature source is needed for calibration.
  - Before calibration, back up the old calibrations files. “C:\Program files\QFI\Thermal Map\Parms”
  - Use radiance calibration target for calibration and a thin layer of thermal grease should be placed to achieve a good thermal contact between the thermal stage and the target.
  - Use the hole for calibration and focus on the edge of the hole.
From the software menu, choose “Calibrate System Radiance -Single Lens / Range” for one lens calibration. Then press “Start” to begin the calibration process.

- **Uniformity calibration**
  
  - Use uniformity calibration target for calibration and a thin layer of thermal grease should be placed to achieve a good thermal contact between the thermal stage and the target.
  
  - Focus on the black surface of the target with the help of a thin object placed on top of target. Choose a perfectly uniform area for calibration.
  
  - From the software menu, choose “Calibrate System uniformity” for one lens calibration. Use the default values for the calibration. Then press “Start” to begin the calibration process.
Appendix E

LabVIEW program for data collection

- *Keithley 2400*
Appendix F

Setting of modeling of Stirling cooler by COMSOL 4.2

• **Parameters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>2250[µm]</td>
</tr>
<tr>
<td>H</td>
<td>150[µm]</td>
</tr>
<tr>
<td>h1</td>
<td>10[µm]</td>
</tr>
<tr>
<td>h2</td>
<td>20[µm]</td>
</tr>
<tr>
<td>h3</td>
<td>H-h1-h2</td>
</tr>
<tr>
<td>Lr</td>
<td>500[µm]</td>
</tr>
<tr>
<td>R</td>
<td>h3/2+L*L/8/h3</td>
</tr>
<tr>
<td>M_air</td>
<td>29[g/mol]</td>
</tr>
<tr>
<td>f</td>
<td>100[Hz]</td>
</tr>
<tr>
<td>thick</td>
<td>50[µm]</td>
</tr>
<tr>
<td>A_wet</td>
<td>(π<em>20</em>8.5/500/500)</td>
</tr>
<tr>
<td>LL</td>
<td>2250[µm]</td>
</tr>
<tr>
<td>k_si</td>
<td>163[W/m/K]</td>
</tr>
<tr>
<td>HHH</td>
<td>1e30[W/K/m^3]</td>
</tr>
</tbody>
</table>

• **Variables**

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>D_h</td>
<td>2*(htuxx)^2/d(htuxx)^2+dt(htuy, y)+d(htuz, z)/3+d(htux, y)+d(htuy, x))^2+dt(htux, y)+d(htux, z)</td>
</tr>
<tr>
<td>h3-R+sqrt(R^2-(x-LL/2)^2-(y-L/2)^2)</td>
<td></td>
</tr>
<tr>
<td>1.0+sqrt(R^2-(x-LL/2-Lr-LL)^2-(y-L/2)^2)</td>
<td></td>
</tr>
<tr>
<td>Max_zdisc</td>
<td>h3-R+sqrt(R^2-(x-LL/2-Lr-LL)^2-(y-L/2)^2)</td>
</tr>
<tr>
<td>Max_zdish</td>
<td>-Max_zdisc<em>sin(2</em>pi*ft)</td>
</tr>
<tr>
<td>Zdisc</td>
<td>Max_zdisc<em>sin(2</em>pi*ft)</td>
</tr>
<tr>
<td>Zdish</td>
<td>.Max_zdisc<em>sin(2</em>pi*ft)</td>
</tr>
<tr>
<td>Q_visc</td>
<td>fp.mu^2*(d(htuxx)^2*(d(htux, y) + d(htuy, y) + d(htuz, z)))/3 + d(htux, y) + d(htuy, x))^2 + d(htux, y) + d(htux, z) +</td>
</tr>
<tr>
<td>Q_pressure</td>
<td>d(htux, y) + d(htux, z)</td>
</tr>
<tr>
<td>Re_d</td>
<td>abs(Den_air^2*(abs(u)+1e-30)^20[µm])/(fp.mu)</td>
</tr>
<tr>
<td>Nu_d</td>
<td>2.066*Re_d^0.1135</td>
</tr>
<tr>
<td>hfs</td>
<td>abs(Nu_d*ht.uxx/20[µm])</td>
</tr>
</tbody>
</table>
• **Geometry**

![Geometry Diagram]

• **Physics**

- Free and Porous Media Flow (fp)
- Heat Transfer (ht)
- Solid Mechanics (solid)
- Moving Mesh (ale)
- Heat Transfer 2 (ht2)

- Free and Porous Media Flow (fp)
  - Fluid Properties 1
  - Wall 1
  - Initial Values 1
  - Wall 2
  - Wall 3

- Porous Matrix Properties
  - Porous material: Air [mat1]
  - Porosity: User defined
  - Permeability: 0.8915

- Temperature
  - Temperature: User defined
  - Temperature 1
  - Heat Source 1
  - Heat Source 2
  - Heat Transfer in Solids 1
  - Heat Transfer in Fluids 1
  - Temperature 2
  - Temperature 3

- Heat Source
  - General source
    - User defined
Appendix G

Setting of multiphysics modeling of electrocaloric cooler by COMSOL 4.3 b

- **Parameters**

<table>
<thead>
<tr>
<th>var</th>
<th>unit</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>Hz</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Vin0</td>
<td>V</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>cfc</td>
<td>Pa/m</td>
<td>5e10</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>um</td>
<td>280</td>
<td></td>
</tr>
<tr>
<td>H_c</td>
<td>um</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>H_ch</td>
<td>um</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>H_g</td>
<td>um</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>H_b</td>
<td>um</td>
<td>H-H_ch</td>
<td></td>
</tr>
<tr>
<td>L_ec</td>
<td>um</td>
<td>2500</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>um</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>L_L</td>
<td>um</td>
<td>2500</td>
<td></td>
</tr>
<tr>
<td>H_d</td>
<td>um</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>n_ec</td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>H_i</td>
<td>um</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>M_H_g</td>
<td></td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>M_L</td>
<td></td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>M_H_j</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>M_H_d</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>M_L_r</td>
<td></td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>M_H_r</td>
<td></td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>M_ch_e</td>
<td></td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>kPa</td>
<td>321</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>kPa</td>
<td>32100</td>
<td></td>
</tr>
<tr>
<td>L_d</td>
<td>m</td>
<td>L/2</td>
<td></td>
</tr>
<tr>
<td>L_ch_e</td>
<td></td>
<td>(L-L/2)</td>
<td></td>
</tr>
<tr>
<td>den_70</td>
<td></td>
<td>1680</td>
<td>(kg/m^3)</td>
</tr>
<tr>
<td>vis_70</td>
<td></td>
<td>0.00084</td>
<td>(Pa*s)</td>
</tr>
<tr>
<td>por_70</td>
<td></td>
<td>0.66666</td>
<td></td>
</tr>
<tr>
<td>per_70</td>
<td></td>
<td>3.5e-11</td>
<td>(m^2)</td>
</tr>
<tr>
<td>t_ec</td>
<td>um</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>h_ch</td>
<td>um</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>k_70</td>
<td>W/mK</td>
<td>0.065</td>
<td></td>
</tr>
<tr>
<td>cp_70</td>
<td></td>
<td>970</td>
<td></td>
</tr>
<tr>
<td>E0</td>
<td>MV/m</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>den_ec</td>
<td></td>
<td>1800</td>
<td></td>
</tr>
<tr>
<td>epss</td>
<td></td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>h_fs</td>
<td>W/(m^2*K)</td>
<td>5349.5</td>
<td></td>
</tr>
<tr>
<td>A_wet</td>
<td></td>
<td>1/2</td>
<td></td>
</tr>
<tr>
<td>w_ch</td>
<td>um</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>k_si</td>
<td>W/(m*K)</td>
<td>163</td>
<td></td>
</tr>
</tbody>
</table>
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• **Variables**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>gap1</td>
<td>$H_{ch}^<em>3^</em>((x-L_{ch _e})/L_{d})^2-2^*((x-L_{ch _e})/L_{d})^3)+v_{\text{solid}}$</td>
</tr>
<tr>
<td>gap2</td>
<td>$H_{ch}^<em>(1-3^</em>((x-LL)/L_{d})^2+2^*((x-LL)/L_{d})^3)+v_{\text{solid}}$</td>
</tr>
<tr>
<td>gap3</td>
<td>$H_{ch}^<em>3^</em>((x-L_{ch _e-LL-LL _ec})/L_{d})^2-2^*((x-L_{ch _e-LL-LL _ec})/L_{d})^3)+v_{\text{solid}}$</td>
</tr>
<tr>
<td>gap4</td>
<td>$H_{ch}^<em>(1-3^</em>((x-LL/2-LL-LL _ec)/L_{d})^2+2^*((x-LL/2-LL-LL _ec)/L_{d})^3)+v_{\text{solid}}$</td>
</tr>
<tr>
<td>Vin1e</td>
<td>$2^*\text{Vin0}+1[V]$</td>
</tr>
<tr>
<td>Vin2e</td>
<td>$1[V]$</td>
</tr>
<tr>
<td>Fc1</td>
<td>$(\text{gap1}&lt;0^<em>\text{-cfc})^</em>\text{gap1}$</td>
</tr>
<tr>
<td>Fc2</td>
<td>$(\text{gap2}&lt;0^<em>\text{-cfc})^</em>\text{gap2}$</td>
</tr>
<tr>
<td>Fc3</td>
<td>$(\text{gap3}&lt;0^<em>\text{-cfc})^</em>\text{gap3}$</td>
</tr>
<tr>
<td>Fc4</td>
<td>$(\text{gap4}&lt;0^<em>\text{-cfc})^</em>\text{gap4}$</td>
</tr>
<tr>
<td>Vin1o</td>
<td>$\text{Vin0}^*\text{vv1}(t)+\text{Vin0}+1[V]$</td>
</tr>
<tr>
<td>Vin2</td>
<td>$(t&lt;0.2/f)^<em>1[V]+(t&gt;=0.2/f)^</em>{(\text{Vin0}^*\text{vv2}(t)+\text{Vin0}+1[V])$</td>
</tr>
<tr>
<td>Vin1c</td>
<td>$(t&lt;0.3/f)^<em>{(\text{Vin0}^</em>\text{vv1}(t)+\text{Vin0}+1[V])+(t&gt;=0.3/f)^<em>{(2^</em>\text{Vin0}+1[V])$</td>
</tr>
<tr>
<td>Vin1</td>
<td>$(t&lt;0.2/f)^<em>(2^</em>\text{Vin0}^<em>\text{vv1}(t)+1[V])+(t&gt;=0.2/f)^</em>(2^<em>\text{Vin0}^</em>\text{vv1}(t)+\text{Vin0}+1[V]$</td>
</tr>
<tr>
<td>dsde</td>
<td>$(-6.85e-8-2^*2.71e-15)^*V_{\text{ec}}$</td>
</tr>
<tr>
<td>V_ec</td>
<td>$E_0^*(\text{vv1}(t+0.5/f)+1)/2$</td>
</tr>
</tbody>
</table>

• **Geometry & Materials**

- Bézier Polygon 1 (b1)
- Rectangle 1 (r1)
- Copy 1 (copy1)
- Difference 1 (diff1)
- Bézier Polygon 2 (b2)
- Rectangle 2 (r2)
- Rectangle 3 (r3)
- Rectangle 4 (r4)
- Mirror 1 (mir1)
- Rectangle 5 (r5)
- Rectangle 6 (r6)
- Array 1 (arr1)
- Rectangle 7 (r7)
- Form Union (fin)

- **Materials**
  - HT0 (mat1)
  - PDMS (mat3)
  - Material 4 (mat4)
  - Silicon (mat5)
  - P(VDF-TrFE-CFE)
Physics

- Fluid-Structure Interaction (fsi)
- Electrostatics (es)
- Heat Transfer in Fluids (ht)
- Free and Porous Media Flow (fp)
- Heat Transfer in Solids (h2)

Fluid-Structure Interaction (fsi)

- Fluid Properties 1
- Free Deformation 1
- Wall 1
- Prescribed Mesh Displacement
- Free 2
- Fluid-Solid Interface Boundary
- Initial Values 1
- Linear Elastic Material 1
- Hyperelastic Material 1
- Fixed Mesh 1
- Fixed Constraint 2
- Boundary Load 1
- Boundary Load 2
- Boundary Load 3
- Boundary Load 4
- Outlet 1
- Outlet 2

Boundary load 1

Forces

Load type:

- Load defined as force per unit area

Load:

- User defined

<table>
<thead>
<tr>
<th>Load</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>es.dnTex</td>
<td>x</td>
</tr>
<tr>
<td>es.dnTey+Fc2</td>
<td>y</td>
</tr>
</tbody>
</table>

BL 2

BL 3

BL 4
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Free and Porous Media Flow (fp)

- Fluid Properties 1
- Wall 1
- Initial Values 1
- Porous Matrix Properties 1
- Inlet 1
- Inlet 2
- Outlet 1
- Outlet 2

### Porous Matrix Properties

**Porous material:**

**Domain material**

**Porosity:**

- \( c_p \) User defined
- \( \epsilon_{ss} \)

**Permeability:**

- \( \chi_{br} \) User defined
- 1.87e-10

### Boundary Condition

**Boundary condition:**

- Velocity
- Normal outflow velocity
- Velocity field

| u fluid | x | m/s |
| v fluid | y |      |

### Boundary Condition

**Boundary condition:**

- Velocity
- Normal outflow velocity
- Velocity field

| u fluid | x | m/s |
| v fluid | y |      |
**Heat Flux**

- **General inward heat flux**
  \[ q_0 = h \cdot (T_{\text{ext}} - T_2) \]

- **Inward heat flux**
  \[ q_0 = h \cdot (T_{\text{ext}} - T_2) \]

- **Total heat flux**

**Heat Source**

- **General source**
  \[ Q = q_0 \cdot T_2 \]

- **Linear source**
  \[ Q = q_0 \cdot T_2 \]

- **Total power**
  \[ Q = \frac{\dot{E}_{\text{tot}}}{V} \]
Mesh

Study

- Study 1
  - Time Dependent
  - Solver Configurations
    - Compile Equations: Time Dep
    - Dependent Variables 1
    - Time-Dependent Solver 1
      - Advanced
      - Direct 1
    - Fully Coupled 1

- General
  - Linear solver: Direct 1

- Method and Termination
  - Nonlinear method: Automatic (Newton)
  - Initial damping factor: 1
  - Minimum damping factor: 1e-4
  - Restriction for step-size update: 10
  - Use recovery damping factor: Automatic
  - Recovery damping factor: 0.75

- Results While Solving
  - Termination technique: Tolerance
  - Maximum number of iterations: 10
  - Tolerance factor: 1
Appendix H

Pictures of P(VDF-TrFE-CFE) film

SEM picture of CMU film with gold, before test

SEM picture of CMU film with gold, after test
SEM picture of Piezotech film with gold, before test

SEM picture of Piezotech film with gold, after test
Pits on the film with gold, which may cause breakdown of the film when a high voltage is applied.