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Abstract

The increasing production and usage of engineered nanoparticles has raised concerns about potential ecological and human exposures and the risks these novel materials may pose. Nanoparticles are often manufactured with an organic macromolecular coating, and they will attain further coatings of adsorbed natural organic matter (NOM) in the environment. The overall objective of this thesis is to improve our ability to quantify the effects of adsorbed coatings on nanoparticle fate in the environment. The physicochemical properties of the coating or the adsorbing macromolecule are expected to strongly mediate the surface interactions, and hence the environmental fate, of coated nanoparticles. To this end, this research focuses on assessing a coating characterization method and applying extensive characterization of NOM coatings to enable the development of correlations to predict nanoparticle deposition onto model environmental surfaces and aggregation.

The first objective is to assess the applicability of a soft particle electrokinetic modeling approach to characterize adsorbed layer thickness, which contributes to repulsive steric forces that will affect nanoparticle deposition. A statistical analysis determined that high uncertainty in fitted layer thicknesses will limit this approach to thin, low-charged coatings (for which it may be advantageous to typical sizing methods such as dynamic light scattering). Application of this method in experimental studies further confirmed the model limitations in estimating layer thicknesses and the inability of this measurement (and other commonly measured properties) to fully explain nanoparticle deposition behavior. These results demonstrated the need for improved detail and accuracy in coating characterization.

The second objective is to correlate the properties of NOM to its effects on gold nanoparticle aggregation, with particular focus on the role of heterogeneity or polydispersity of
the NOM molecular weight. Multiple types of NOM collected from representative water bodies and soils were used, both in whole and separated into molecular weight (MW) fractions, and characterized for chemical composition and MW distribution. While average MW of the NOM provided good correlation with aggregation rate, the highest MW components were found to contribute disproportionately in stabilizing nanoparticles against aggregation, highlighting the importance of measuring and accounting for high MW components to explain nanoparticle aggregation. However, an outlier from the MW trend was identified, emphasizing the need for additional characterization (e.g. of reduced sulfur content or the conformation of the adsorbed NOM) to fully explain the effects of NOM on nanoparticle aggregation. Altogether, this research provides novel knowledge that will guide future application of characterization methods to predict attachment processes for coated nanoparticles in the environment.
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Chapter 1. Introduction

The increasing production of nanomaterials and their use in commercial products have led to concerns over the potential release of these materials into the natural environment (e.g., via release from products into waste or disposal streams) and the environmental, health, and safety risks that these materials may pose.\(^1,2\) Nanoparticles are of particular interest compared to their bulk analogs because novel properties, such as increased reactivity, can exist at the nanoscale, resulting in distinct impacts on ecological or biological systems.

Novel nanomaterials with no prior natural analog will require new risk assessments. Even for nanomaterials with conventional analogs (i.e., bulk solids or dissolved materials), the environmental transport behavior and biouptake of nanoparticles can differ from that of the conventional material, resulting in differences in their mobility and distribution among environmental and biological compartments. If the nanoparticle persists in its nanoscale form or otherwise exhibits different physical, chemical, or biological behavior compared to its conventional natural analog, new environmental fate and transport models and risk assessments will be required to predict the distribution of nanomaterials released into the environment and their exposure and hazard risks.

Although significant progress has been accomplished over the past ten years to assess nanoparticle transport behavior in environmental media and toxic effects in various model organisms and model ecosystems, overarching models to assess nanoparticle risk are not yet available. To develop these models, challenges must be overcome in the characterization of nanoparticles and correlation of these properties to their fate and transport behavior of nanoparticles. These challenges are first summarized broadly for nanoparticles in comparison to
conventional organic chemicals. Then, research priorities are introduced more specifically for macromolecule-coated nanoparticles, which are the focus of this thesis.

1.1 Challenges in risk assessments for nanoparticles

Prediction of the behavior of nanoparticles will be more difficult than for dissolved chemicals because of the added physical complexity of the nanoparticle; that is, important particle-specific parameters are introduced that are not relevant or defined for bulk or dissolved species. These parameters include the properties of the nanoparticle core (e.g., size and crystallinity), as well as surface features such as roughness, surface charge, and the adsorption of small organic molecules or large macromolecules that will affect the interactions of a nanoparticle with its surrounding environment. Furthermore, nanoparticle behavior is sensitive to variability in system properties, such as pH and ionic strength, within the typical range of natural environmental systems, whereas dissolved, nonionic organic molecules are typically less sensitive to these properties. Fate and effects models for nanoparticles must be able to accommodate these system properties. Finally, nanoparticles are likely to undergo physicochemical transformations in environmental and biological systems, such as oxidation-reduction reactions or adsorption of organic matter. These transformations may only partially transform the surface of the nanoparticle, resulting in significant modification of its behavior without complete removal or degradation of the nanoparticle. Therefore, these transformations cannot be disregarded when assessing the risks of engineered nanoparticles released into natural environments.

This thesis focuses on elucidating and predicting the effects of adsorbed macromolecular coatings on nanoparticle fate and transport. Adsorbed macromolecules will be ubiquitous on
nanoparticle surfaces. Organic coatings are often applied during the manufacture of nanoparticles to provide various functions (e.g., colloidal stability or biocompatibility); furthermore, incidental coatings of natural organic matter (NOM) and proteins or other biological materials will be attained in the natural environment or upon interaction with an organism.\textsuperscript{4,5,7,9-11} Many studies have qualitatively demonstrated that adsorbed coatings significantly change the transport, biouptake, and toxicity of nanoparticles. However, the behavior of macromolecule-coated nanoparticles is currently poorly predictable compared to that of uncoated nanoparticles, both because of the additional complexity imparted by the adsorbed layer, as well as the wide variety of macromolecules that can be encountered and must be accommodated.

1.2 Research priorities for risk assessment of macromolecule-coated nanoparticles

Recent review articles and research strategies published under the National Nanotechnology Initiative and the National Research Council\textsuperscript{1,2} have emphasized the assessment of the transformations of nanoparticles (including interactions with macromolecules) and the effects of these transformations on nanoparticle risk as a salient research priority. The existing knowledge gap is attributable in part to the need for better methods to measure fundamental properties of the adsorbed layer. From colloid theory, the physicochemical properties of the adsorbed layer, such as layer thickness, charge, and the volume fraction or adsorbed mass of macromolecule around the nanoparticle, are expected to significantly affect the behavior of the coated nanoparticle.\textsuperscript{12,13} A recent correlation of nanoparticle deposition behavior has confirmed the need to include adsorbed layer properties to accurately predict the environmental transport of nanoparticles.\textsuperscript{14} However, environmental studies assessing coated nanoparticles often lack
sufficient characterization to fully describe the adsorbed layer (e.g., its layer thickness) because simple and reliable characterization methods are not available. These characterization data will be essential to parameterize models of coated nanoparticle behavior.

A second research priority is the need for thorough and systematic studies that are designed to correlate the properties of the adsorbed macromolecular layer to the behavior of the coated nanoparticle. To establish quantitative correlations, studies that cover a broader data set (e.g., assessing more than two or three common coating types) are required. Further challenges are introduced when the nanoparticle encounters a complex mixture of macromolecules, as is present in natural organic matter or in biological media. Recent studies have demonstrated that specific proteins can adsorb preferentially to a nanoparticle from a complex serum mixture, and that the type of protein adsorbed will determine the pharmacokinetic behavior of the coated nanoparticle.10,11 Similar studies are required to assess the interactions of specific components of natural organic matter with nanoparticles and their effects on nanoparticle behavior.

1.3 Objectives and overview of this thesis

The overarching motivation of this thesis is to further our knowledge of the effects of adsorbed macromolecules on nanoparticle fate and transport in the environment and our ability to measure the adsorbed layer properties contributing to these effects. This thesis encompasses two major projects that contribute to addressing the research needs for risk assessment of coated nanoparticles introduced in Section 1.2.
1.3.1 Part 1: Assessment of soft particle electrokinetic modeling approaches to characterize adsorbed layers on nanoparticles

The first part of this thesis (Chapters 3 and 4) addresses the need for new or improved methods to characterize adsorbed macromolecules on nanoparticles. The main objective of this research is to assess and apply an electrokinetic modeling method to estimate the physical properties of the adsorbed layer on nanoparticles. Specifically, this study (1) determines the types of coated nanoparticles for which this method can be applied to obtain layer properties with good confidence; (2) identifies feasible methods for uncertainty analysis and demonstrates their application for the electrokinetic modeling method; and (3) assesses the application of the method to explain nanoparticle transport behavior. This research identifies advantages and limitations in the electrokinetic modeling approach and future needs for characterization methods that will enable the prediction of the environmental transport behavior of coated NPs. This work has resulted in peer-reviewed publications in *Langmuir* (first author S. Louie)\(^{15}\) and *Environmental Chemistry* (co-author S. Louie, first author E. Hotze).\(^{16}\)

1.3.2 Part 2: Effects of the heterogeneity and variability of natural organic matter on nanoparticle aggregation

The second project (Chapters 5, 6, and 7) addresses the need for a more thorough and mechanistic understanding of the effects of NOM on nanoparticle fate and transport. The main objectives are to assess the impact of the heterogeneity and physicochemical properties of natural organic matter on gold nanoparticle of aggregation, and to correlate these properties to aggregation across several NOM samples. In particular, the role of the heterogeneity and polydispersity of the NOM is investigated by fractionating the NOM, characterizing these
fractions, and assessing how specific components of NOM interact with nanoparticles. Then, important properties of the NOM that correlate to its effects on nanoparticle aggregation behavior are identified across fractionated and unfractionated samples of several NOM sources. This research provides a more detailed and mechanistic basis for understanding the interactions between NPs and NOM, which will inform broader assessments of NP fate and transport behavior in environmental systems. This work has resulted in one published article in *Environmental Science & Technology* (first author S. Louie)\(^7\) and a second article (first author S. Louie) to be submitted shortly after submission of this thesis.

**References for Chapter 1**


Chapter 2. Background

Elucidating the interactions of engineered nanomaterials (ENMs) with macromolecules is fundamental to understanding their fate and effects. Many ENMs are designed with macromolecular coatings, such as polymers, proteins, and DNA, that will determine their environmental behavior and fate. All ENMs, coated or uncoated, will also interact with natural macromolecules, such as natural organic matter, proteins, or biological exudates, when introduced into a natural aqueous environment or an organism.1-10 Myriad studies have demonstrated the often dramatic effects of macromolecular coatings on aggregation, deposition, removal in water and wastewater treatment plants, and reactivity.1-6,11-14 The important role of macromolecular coatings on the biological uptake, pharmacokinetics, and toxicity potential is well-recognized, and reviews of these effects have been published in the biomedical literature,7-10,15 as well as the ecotoxicological literature for silver nanoparticles.16 To our knowledge, there has not yet been a review of the environmental fate literature that synthesizes the breadth of mechanisms by which macromolecules affect the environmental fate of ENMs. Here, we review the relevant literature from a broad range of systems that have been studied, and determine trends, and well as inconsistencies, in the available data. We place these recent results in the context of what is already known in this area from decades of colloid science research.

This chapter will (1) review relevant theory from related fields (colloid science) that can be used to describe ENM environmental behaviors (Section 2.1); (2) introduce classes of macromolecules of interest in the field of environmental nanotechnology (Section 2.2); (3) describe methods to characterize adsorbed macromolecules on ENMs and their limitations (Section 2.3); (4) review the current state of knowledge regarding the effects of attached organic macromolecules, both engineered and incidental, on the environmental fate and potential
environmental effects of ENMs (Section 2.4); and (5) identify the fundamental gaps in understanding and metrology that must be addressed to improve our mechanistic understanding of the effects of organic macromolecules on ENM environmental fate (Section 2.5).

2.1 Prior Knowledge from Colloid Science

This section (Section 2.1) presents a brief overview of the theory describing the adsorption of macromolecules onto colloids and ENMs and the surface forces they impart, which will affect ENM behavior in the environment. This is addressed only briefly to orient the reader because these forces have been reviewed recently.14

2.1.1. Adsorption of macromolecules to solid surfaces

Adsorption of a macromolecule to a particle surface will occur if it reduces the overall energy of the system, i.e. if the adsorption energy of a segment of the macromolecule onto the particle surface is more favorable than the sum of the adsorption energy of the solvent and the loss of entropy of the macromolecule upon adsorption. Adsorption can be classified as chemisorption (in which a chemical bond is formed) or physisorption (in which only non-specific forces are involved).

The conformation of a macromolecular layer is generally depicted as in Figure 2.1(a) and includes trains, loops, and tails, where trains are segments adsorbed to the substrate, loops are non-adsorbed segments between trains, and tails are the non-adsorbed ends of the macromolecule.17 These conformations are produced by linear homopolymers (i.e., polymers composed of only one type of monomer) where no particular section of the polymer will have a higher or lower affinity to adsorb to the ENM. The flatness or extension of the layer will depend
on the strength of interaction between the monomer and the particle surface and the charge
density for polyelectrolytes (charged polymers). It will also depend on the solvent quality for
that particular polymer, especially with respect to the ionic strength and composition of counter
ions for polyelectrolytes.

Alternatively, synthetic polymers can be attached to a surface in more ordered
conformations, e.g., by grafting from the surface using polymerization from initiators bound to
the NP surface, or grafting to the surface by designing polymers with segments that have a
stronger affinity to attach to the ENM, such as block copolymers or polymers with terminal
functional groups. The conformation of these grafted layers will depend on the grafting density:
at low grafting density, “mushroom” or “pancake” conformations are attained (depending on the
solvent quality and interaction with the surface); at high grafting density, relatively uniform
“brush” coatings are formed (Figure 2.1(b)).
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**Figure 2.1.** Basic conformations of an adsorbed macromolecule on an engineered nanomaterial
(ENM). Physisorbed macromolecules can form trains, loops, and tails (a); end-grafted polymers
can form “mushroom” or “pancake” layers at low grafting density, or “brush” layers at high
grafting density (b). Adsorbed layer properties of interest include the adsorbed mass (not
labeled), layer thickness, charge (or charge density), and segment density or permeability of the
adsorbed layer to the solvent. The effect of nanoparticle size (i.e., high surface curvature) on the
adsorbed layer conformation is illustrated in Figure 2.3.
Models for polymer adsorption have been developed using conformational statistics, e.g., Monte Carlo simulation, in which chain conformations are sampled; and self-consistent field (SCF) methods, in which mean properties such as the volume fraction of polymer are modeled. In both cases, the contributions of trains, loops, and tails can be determined. These models have been described by Fleer et al. for adsorption onto flat surfaces.\(^\text{17}\)

It is emphasized that the standard models depicted in Figure 2.1 can deviate significantly from reality. For example, nonlinear (branched) macromolecules, such as humic acids and dendrimers, can exhibit other conformations than depicted in Figure 2.1. Most notably, the simple adsorption of macromolecules onto a particle surface does not typically cover the surface fully without a specific chemical interaction with the surface. Furthermore, the conformation of the adsorbed layer will depend on the particle’s surface curvature (or size) when the particle radius is small compared to the radius of gyration of the macromolecule or the layer thickness it produces on a flat surface. These considerations are discussed in Section 2.1.3

2.1.2. *Interactions of coated particles*

Fundamental colloid science informs much of our understanding of the surface properties and forces that dictate ENM interactions in the environment. Reviews of these forces for uncoated particles in an environmental context have been provided elsewhere.\(^\text{14,20,21}\) Briefly, Derjaguin-Landau-Verwey-Overbeek (DLVO) theory is typically used to estimate the energy of interaction between a particle and another surface (\(V_{DLVO}\)) by summing the van der Waals (\(V_{vdw}\)) and electrostatic forces (\(V_{el}\)):

\[
V_{DLVO} = V_{vdw} + V_{el}
\]  

(2.1)
Expressions for the van der Waals and electrostatic energies for sphere-sphere interactions (e.g., aggregation) and sphere-plate interactions (e.g., deposition) for uncoated particles are provided elsewhere.\textsuperscript{14,22} The strength of these interactions will depend on the properties of the ENM (size, Hamaker constant, and charge or zeta-potential) and the dispersion medium (ionic strength and composition). Analytical expressions have also been developed for deposition interactions of nanoparticles where assumptions for larger colloids do not apply.\textsuperscript{23}

Adsorbed macromolecules will change the DLVO forces and impart additional forces of interaction between two particles or between a particle and a surface. These “extended DLVO” forces have also been reviewed.\textsuperscript{14} These forces include steric and electrosteric forces and Lewis acid-base interactions (including hydrophilic/hydrophobic forces).\textsuperscript{22,24} We focus on steric forces, which become important for thick macromolecular layers and have a strong impact on ENM stability against aggregation, particularly at higher ionic strengths where purely electrostatic interactions are screened. Electrosteric forces can also be produced by charged polyelectrolyte coatings, for which the electrostatic and steric forces may not be independent or additive.\textsuperscript{25,26}

For the homoaggregation of two identical spherical particles with the unrealistic assumption of a uniform adsorbed layer (i.e., uniform volume fraction of macromolecule around the particle), steric interactions can be incorporated into DLVO theory using the following equations by Vincent et al. (Equations 2.2-2.4).\textsuperscript{27} These expressions account for the entropy loss and osmotic pressure upon overlap or mixing of the adsorbed layers ($V_{s,\text{mix}}$) and the elastic repulsion when the layers are compressed between the particles ($V_{s,\text{el}}$). The particle and adsorbed layer properties required to calculate these forces are the particle radius ($a$) and the macromolecule’s molecular weight ($M_2^a$), Flory-Huggins parameter ($\chi$), density ($\rho_2$), volume fraction ($\phi_2^a$), and layer thickness ($\delta$).
\[ V_{s,\text{mix}} = \frac{4\pi akT}{v_1}\left(\phi_2^a\right)^2\left(\frac{1}{2} - \chi\right)\left(\delta - \frac{h}{2}\right)^2 ; \quad \delta < h < 2\delta \] (2.2)

\[ V_{s,\text{mix}} = \frac{\pi a\delta^2 kT}{v_1}\left(\phi_2^a\right)^2\left(\frac{1}{2} - \chi\right)\left(\frac{h}{2\delta} - \frac{1}{4} - \ln\left(\frac{h}{\delta}\right)\right) ; \quad 0 < h < \delta \] (2.3)

\[ V_{s,\text{el}} = \frac{2\pi akT\delta^2 \rho_2^a \phi_2^a}{M_2^a} \left(\frac{h}{\delta}\ln\left(\frac{\delta}{2}\right) - 6\ln\left(\frac{3 - h/\delta}{2}\right) + 3\left(1 - h/\delta\right)\right) ; \quad 0 < h < \delta \] (2.4)

where \( h \) is the separation distance between the hard particle surfaces, \( k \) is the Boltzmann constant, \( T \) is the temperature, and \( v_1 \) is the molar volume of the solvent. The magnitude of the steric force increases with the segment density or volume fraction (\( \phi_2^a \)) of macromolecule around the particle surface. The layer thickness determines the volume of overlap of the adsorbed layers, as well as the extent of the repulsive interaction; coatings that are thick relative to the length scale of the attractive van der Waals interaction can prevent close approach and attachment of surfaces in the primary energy minimum (Figure 2.2). Finally, the solvency of the macromolecule in the dispersion medium of interest (e.g., water) will determine the sign and affect the magnitude of the energy of mixing for the overlapping adsorbed layers: layer overlap is unfavorable in “good” solvents for the macromolecule (i.e., \( \chi < \frac{1}{2} \)) but favorable in “poor” solvents (i.e., \( \chi > \frac{1}{2} \)).
Figure 2.2. Interaction (a) and close approach (b) of macromolecule-coated particles, and the effect of steric interactions on the interaction energy between their surfaces (c). Steric interactions, included in extended DLVO models, (solid line) produce strong repulsive forces that exceed the attractive van der Waals forces. Therefore, the primary energy minimum that exists when only van der Waals and electrostatic forces are included (dashed line) may not exist when steric interactions are present. Reproduced from Hiemenz, P. C.; Rajagopalan, R. (1997). *Principles of colloid and surface chemistry*, with permission of Marcel Dekker Inc.

2.1.3. **Unique considerations for nanoparticles, and limitations of extended DLVO models**

The small size and high surface curvature of nanoparticles present additional challenges to typical models for macromolecule adsorption and coated particle interactions. First, the
conformation of the coating (e.g., the layer thickness and segment density profile around the particle) will depend on the surface curvature. For brushes, “blob” models for neutral polymers and polyelectrolytes at high ionic strength (where charges are screened) predict a decrease in layer thickness with surface curvature (Figure 2.3(a)); furthermore, the segment density decreases with radial distance (i.e., the segment density is non-uniform and Equations 2.2 – 2.4 no longer apply). It is noted that polyelectrolyte brushes at low ionic strength (not depicted) can behave differently, e.g. due to the osmotic effects of the counterions in the charged layer.

The effect of surface curvature has also been explored for polymers that adsorb in train-loop-tail configurations. Assuming the adsorbed mass and volume occupied per macromolecule as on a flat surface, simple geometric scaling suggests that a thinner layer will be produced as surface curvature increases (Figure 2.3(b)). Experimental studies have demonstrated that further conformational changes on a high curvature surface can result in an even greater effect on layer thickness than geometrically expected. In addition, edge effects for nanocrystals can result in disorder in coatings of even small molecules that typically produce self-assembled monolayers on flat surfaces. For large adsorbed polymers, non-uniform radial segment distributions are expected even on flat surfaces, as described by de Gennes. Aubouy et al. extended the work of de Gennes for curved surfaces and identified a “self-similar” region (within distance \( R \) of the surface, where \( R \) is the particle radius) where the loop density is similar to the profile obtained on a flat surface; at further distances, a “mushroom” region consisting of a sparse number of extended loops or tails is observed (Figure 2.3(c)).

Macromolecules that are not flexible, linear homopolymers can exhibit significantly different behavior. Experimental studies have demonstrated that globular proteins unfold more when adsorbing to larger particles but maintain a more globular structure when adsorbing to
small (high curvature) particles\textsuperscript{36–38} (Figure 2.3(d)). These studies emphasize that fundamental theory for synthetic homopolymers or block copolymers may not be appropriate for more complex macromolecules, such as humic substances or proteins, which will violate many of the assumptions of available models.

More extreme asymmetries may be attained when the nanoparticle is smaller than the macromolecule. In this scenario, the conceptual model of an organic coating surrounding the particle may be inaccurate, and other morphologies should be considered, e.g., a “nanoparticle-decorated macromolecule” or a “nanoparticle-macromolecule complex.” The stiffness of the macromolecule will affect its ability to unfold on or wrap around the nanoparticle. Bridging of multiple nanoparticles by stiff polyelectrolytes\textsuperscript{39} or polysaccharides\textsuperscript{40} is possible (Figure 2.3(e)).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.3.png}
\caption{Effects of surface curvature (nanoparticle size) on the conformation of the adsorbed layer for end-grafted, neutral polymers (a); physisorbed homopolymers, following geometric considerations (b) or loop density models (c); and globular proteins (d). Nanoparticles can also be bridged by polymer (e). Diagrams are redrawn based on figures presented elsewhere for (a), flat\textsuperscript{19} and curved\textsuperscript{29} surfaces; (b)\textsuperscript{41}; (c)\textsuperscript{35}; and (d).\textsuperscript{36–38}}
\end{figure}
Steric interaction models for extended DLVO computations are limited in incorporating these non-uniform segment distributions. For example, Vincent et al. only present analytical expressions for a few non-uniform distributions for the mixing term \( V_{s,mix} \); only the uniform distribution was presented for the elastic contribution \( V_{s,el} \).\(^{27}\) The use of uniform segment distributions results in an overprediction of the steric interaction for high curvature nanoparticles.\(^{42}\)

Non-uniform or unsaturated surface coverage (laterally around the particle) should also be considered. Saturation amounts are typically one to a few milligrams per square meter for uncharged homopolymers or a few tenths of a milligram per square meter for polyelectrolytes.\(^{17}\) Below (and even at) saturation, portions of the particle surface are likely to be exposed. This has important consequences for nanoparticle reactivity, as discussed later in this review. The heterogeneous surface coverage can affect ENM interactions. For example, polyelectrolytes are known to form inhomogeneous, “patchy” coatings on oppositely charged particles – attractive forces then result between oppositely charged patches\(^{43,44}\) (Figure 2.4). The surface charge distribution (i.e. striped versus random charge patches) has also been shown to affect the attachment behavior of ENMs coated with small, charged or neutral organic molecules.\(^{45}\)
Figure 2.4. Patch-charge attraction for polyelectrolytes on oppositely-charged particles. Other conformations are also possible (e.g., wrapping of the polyelectrolyte around the particle).

Although forces such as patch-charge attraction can be included in an extended DLVO model, application of these models to real systems would require adsorbed layer characterization at a level of detail far beyond that which is currently achievable (e.g. atomic force microscopy using nanoparticle-amended tips). In general, the constraints (assumptions) of most analytical solutions to the extended DLVO models are not met for most real NP-macromolecule systems, limiting their use to qualitative explanations of behaviors, rather than quantitative or predictive explanations. Therefore, empirical correlations developed using extensive experimental data will likely be needed to predict attachment behavior for coated NPs.

2.2. Macromolecules of interest for environmental nanotechnology

The scope of the environmental nanotechnology discipline is broad, spanning the period of the ENM life cycle from its release into the natural environment during manufacture or application (e.g. in consumer products or biomedical applications) to transport of the nanomaterial in the environment and possible uptake by and toxicity to organisms.
Macromolecules will play an important role in ENM behavior in all of these processes; these include both intentionally applied macromolecules used in nanomaterial production and unintentionally acquired macromolecules from the natural environment. We focus this review primarily on bio- and geo-macromolecules that are likely to be encountered from release of the NP into the environment until uptake by an organism. Other macromolecules, e.g. serum protein mixtures, will be encountered after biouptake and will control the ENM pharmacokinetics and toxicity,\textsuperscript{7-10,15} but are outside the scope of this review. However, many of the fundamental behaviors and characterization challenges described here are also apply to the interactions of biological macromolecules with nanoparticles.

2.2.1 \textit{Intentionally applied macromolecules}

Macromolecular coatings that are commonly used in industry include synthetic polymers (e.g., poly(ethylene glycol) (PEG), poly(vinylpyrrolidone) (PVP), poly(acrylic acid) (PAA)), naturally derived polymers (e.g., dextran, chitosan, carboxymethylcellulose), and biomacromolecules (e.g., proteins, DNA). Although these coatings can be relatively simple with respect to the known chemical structure of the polymer, we emphasize that polymers composed of the same monomers but having different molecular weight (MW) or polydispersity will have different adsorption kinetics and produce adsorbed layers with different properties on the ENM.\textsuperscript{17} These variables can significantly affect the coated ENM behavior (e.g. stability against aggregation),\textsuperscript{46,47} so reporting MW distributions of the polymers used, in addition to the type of polymer and its average MW, would improve the ability to compare behaviors across studies.

Engineered macromolecular coatings are often used to stabilize ENMs against aggregation\textsuperscript{18,48-51} where stable, homogeneous suspensions are required for the product
functionality (e.g., in paints or sunscreens) or for improved delivery of the ENM (e.g., in drug
delivery or for subsurface remediation).52-54 The coating may also provide other functionalities
such as biocompatibility or targeting of specific cells or organs for biomedical applications.50,55-
60 Finally, the coating can be used to tune reactivity of the ENM, e.g., for catalysis.49,61 ENMs
may also be embedded into polymeric matrices or thin films to form nanocomposite materials,
e.g., for water treatment membranes,62 food packaging,63 or medical devices;64 any ENM
released from these materials will likely have polymer adsorbed. ENMs with highly specialized,
engineered coatings such as those for drug delivery may be of interest for future studies if they
impair unique behavior that results in a greater risk for exposure or toxicity.

2.2.2. Incidentally obtained, environmental macromolecules

Geochemical or biological macromolecules will be encountered by ENMs in the
environment or upon uptake by an organism.4,5,11 Dissolved organic carbon concentrations in
natural waters can range from 0.5 to over 30 ppm.65 Natural organic matter (NOM) in aquatic
systems is derived from organisms, either via exudation of biomacromolecules or decay of
biomass.

Higher concentrations of biological exudates are likely to be encountered when an ENM
comes into close proximity with an organism (e.g., bacteria, algae, and plant roots) or is exposed
to an environment with high concentrations of biota (e.g. the secondary treatment process of a
wastewater treatment plant66). Release of biomacromolecules can also be stimulated upon
exposure of organisms to stressors, including ENMs.67-70 These exudates include extracellular
polymeric substances (EPS) and mucilage. EPS and mucilage are comprised primarily of
carbohydrates (including high molecular weight polysaccharides) and proteins or amino acids, as
well as lipids, nucleic acids, and organic acids. For example, in bacterial EPS, the polysaccharide, protein, and lipid content can range from 40 to 95%, 1 to 60%, and <1 to 40%, respectively. The molecular weights of different components can vary considerably: for example, alginate in the EPS from Pseudomonas aeruginosa can have molecular weights of 1 to 2 million Da, whereas protein molecular weights are typically in the range of 10 to 100 kDa. The extreme size difference was illustrated by Flemming and Wingender and is reprinted in Figure 2.5.
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**Figure 2.5.** Representation of 10 molecules of alginate (2 million Da) and 300 molecules of protein (30 kDa) in an area and thickness of 1 \( \mu \text{m}^2 \) and 1 nm, respectively. Reproduced from Flemming, H. C.; Wingender, J. (2001) Relevance of microbial extracellular polymeric substances (EPSs) - Part I: Structural and ecological aspects. *Water Sci. Technol.* **43** (6), 1-8, with permission from the copyright holders, IWA Publishing.

Simple carbohydrates, proteins, and lipids tend to be labile (i.e., rapidly degraded), hence, in natural waters, refractory (degradation-resistant) humic and fulvic substances will accumulate and can account for 60-80% of the total dissolved organic matter. Humic and
fulvic substances (and NOM in general) have been described as “supermixtures” because of their broad heterogeneity with respect to the number and variety of different molecules present, the polydispersity in molecular weight, and the dynamic equilibrium state in which supramolecular assemblies may associate or dissociate depending on the solution conditions.\textsuperscript{79} Size ranges of humic and fulvic acids and other organic components of natural organic matter are depicted in Figure 2.6. No truly pure component of “humic substances” can be isolated.\textsuperscript{79} Measuring and predicting possible interactions of nanoparticles with NOM will be more difficult than with simpler exudates or synthetic polymers because of the structural complexity of the natural macromolecules (i.e., lack of repeating monomeric units), the heterogeneous mixture of components, and the spatial and temporal variability of the NOM in the environment.
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**Figure 2.6.** Classes of components and size ranges of natural organic matter. Note that each class itself (e.g., “humics”) is heterogeneous. Figure adapted from Wilkinson, K. J. and Lead, J. R. (2007) *Environmental colloids and particles: Behaviour, separation and characterization*, with permission from John Wiley and Sons.

Samples of natural macromolecules can be collected or extracted from a natural water or soil sample or from an organism for use in laboratory studies. Variability among different
sources, and hence different studies, should be acknowledged when comparing or extrapolating findings. Alternatively, purer samples may be purchased or synthetic analogs can be used, e.g., poly(acrylic acid) as an NOM analog,\textsuperscript{80} alginate as a representative EPS,\textsuperscript{81} or bovine serum albumin or human serum albumin as representative proteins. Effects of heterogeneity and advantages or disadvantages afforded by the use of heterogeneous versus purified substances are discussed later in this review. In any case, the conformation of any particular macromolecule adsorbed to an ENM will also depend on the type of ENM and the solution conditions,\textsuperscript{82} emphasizing the need for either thorough characterization of the coated ENM in the medium of interest, or development of a correlation between the macromolecule and solution properties and the adsorbed layer conformation.

2.3 Characterization approaches to enable mechanistic inferences of ENM-macromolecule interactions and effects

Important physicochemical properties of the adsorbed layer include the composition of the layer, the adsorbed mass, the distribution or surface coverage around the ENM surface, and the conformation of the macromolecules on the ENM (i.e., the layer thickness, charge, permeability or segment density profile, moieties that adsorb directly onto the ENM surface, and orientation of the macromolecule extending into the solution). These properties will affect the electrostatic and steric interactions between the nanoparticles and other surfaces. Specific interactions can also be imparted, e.g., binding of the macromolecule coating to biological receptors for cellular recognition and uptake of the coated nanoparticle. Thorough characterization of the coated ENM will be required to identify the mechanisms contributing to the ENM interfacial behavior.
2.3.1. *Characterization methods and applications*

Characterization methods that can be applied to measure adsorbed layer properties on nanoparticles are summarized in Table 2.1. The use of multiple methods to probe different properties of the coated ENM is ideal. Most of these methods can be categorized under the following:

1. Microscopy techniques to visualize the coated ENM, e.g. transmission electron microscopy (TEM) and scanning electron microscopy (SEM);
2. Light, x-ray, or neutron scattering methods to determine the size or structure of the coated ENMs or ENM aggregates, e.g. dynamic light scattering (DLS), static or multi-angle light scattering (SLS, MALS), small angle x-ray scattering (SAXS), and small angle neutron scattering (SANS);
3. Size separation methods, e.g. asymmetric flow field flow fractionation (FFF or AF4) or disc centrifugal sedimentation (DCS), followed by a concentration detector, to determine ENM size distribution; these methods can also be coupled with further characterization such as MALS;
4. Spectroscopic techniques to assess the layer composition, the moieties that closely bind to the ENM, or the conformation or chemistry of the macromolecule, e.g. fluorescence spectroscopy or excitation-emission matrices (EEM), Fourier transform infrared (FTIR) spectroscopy, x-ray photoelectron spectroscopy (XPS), energy-dispersive x-ray (EDX) spectroscopy, and circular dichroism (CD);
5. Charge characterization and electrokinetic methods to assess the charge or electron transfer behavior of the coated ENM, e.g. titration, electrophoretic mobility, capillary electrophoresis, voltammetry; and
(6) solution-depletion based methods, i.e., deducing the quantity or types of macromolecules adsorbed to ENMs by characterizing the initial macromolecule solution and the free macromolecules in solution after exposure to ENMs using techniques such as total organic carbon (TOC) analysis, UV-vis absorbance, size exclusion chromatography (SEC), or liquid chromatography with mass spectrometry.
Table 2.1. Methods to characterize macromolecular coatings on nanoparticles

<table>
<thead>
<tr>
<th>Method</th>
<th>Coating properties that can be assessed</th>
<th>Advantages</th>
<th>Technical limitations</th>
<th>Applications in coated ENM studies (environmental studies, where available)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission electron microscopy (TEM)</td>
<td>Morphology</td>
<td>High resolution</td>
<td>Poor sensitivity to thin, low electron density organic coatings without staining&lt;sup&gt;83&lt;/sup&gt;</td>
<td>Adsorption of NOM and morphology of NOM-coated ENM&lt;sup&gt;83-85&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cryo-TEM or embedding in hydrophilic resins may preserve structure</td>
<td>Artifacts due to sample preparation (e.g. drying, staining)</td>
<td></td>
</tr>
<tr>
<td>Scanning electron microscopy (SEM)</td>
<td>Morphology</td>
<td>Possibility to perform under hydrated conditions (ESEM)</td>
<td>Lower resolution than TEM</td>
<td>Adsorption of NOM and morphology of coated ENM / ENM aggregates&lt;sup&gt;86&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Possibility to perform EDX spectroscopy for elemental analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atomic force microscopy (AFM)</td>
<td>Morphology</td>
<td>High sensitivity to the adsorbed layer</td>
<td>Artifacts due to sample preparation, AFM tip size, disturbance of the layer during measurement&lt;sup&gt;83,87&lt;/sup&gt;</td>
<td>Adsorption of NOM and morphology of coated ENM&lt;sup&gt;83&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Forces of interaction</td>
<td></td>
<td></td>
<td>Measurement of (electro)steric forces or attractive patch-charge forces due to polymer layers&lt;sup&gt;42,43,88&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Layer thickness</td>
<td></td>
<td></td>
<td>Measurement of humic acid layer thickness&lt;sup&gt;89&lt;/sup&gt;</td>
</tr>
<tr>
<td>Dynamic light scattering (DLS)</td>
<td>Hydrodynamic layer thickness</td>
<td>Ease of operation and availability of equipment</td>
<td>Polydispersity (bias toward large ENMs or aggregates)&lt;sup&gt;90-93&lt;/sup&gt;</td>
<td>Measurement of NOM layer thickness to explain coated ENM deposition&lt;sup&gt;94-96&lt;/sup&gt;</td>
</tr>
<tr>
<td>Nanoparticle tracking analysis (NTA)</td>
<td>Hydrodynamic layer thickness</td>
<td>In situ measurements on liquid suspensions</td>
<td>Polydispersity (small ENMs may not be detected)&lt;sup&gt;92,93&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>Coating properties that can be assessed</td>
<td>Advantages</td>
<td>Technical limitations</td>
<td>Applications in coated ENM studies (environmental studies, where available)</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------------------------</td>
<td>------------</td>
<td>----------------------</td>
<td>-------------------------------------------------</td>
</tr>
</tbody>
</table>
| Flow field flow fractionation (FFF) | Hydrodynamic layer thickness | *In situ* measurements on liquid suspensions  
Fractionation improves size measurements on polydisperse ENMs  
Ability to add online detectors for further characterization | Possibility for aggregation during measurement\(^{92}\)  
Artifacts due to interactions with the membrane and between different ENM components\(^{97}\)  
Adsorbed layer thickness may be difficult to resolve for broadly polydisperse samples | Adsorption of NOM onto ENMs\(^{70,98,99}\) |
| Disc centrifugal sedimentation (DCS) or analytical ultracentrifugation (AUC) | Layer thickness | *In situ* measurements on liquid suspensions  
Fractionation improves size measurements on polydisperse ENMs | Assumptions of adsorbed layer density required  
Adsorbed layer thickness may be difficult to resolve for broadly polydisperse samples | Adsorbed layer thickness of proteins and DNA\(^{100,101}\) |
| Small angle neutron scattering (SANS) | Layer thickness  
Segment density or volume fraction profile\(^{102}\) | *In situ* measurements on liquid suspensions  
Contrast matching of ENMs aids analysis of adsorbed coatings | Model required to fit layer parameters | Aggregation behavior and size/structure of natural colloids with NOM\(^{103,104}\) |
| Thermogravimetric analysis (TGA) | Adsorbed mass and composition | High sensitivity to coating mass loss  
Ability to distinguish coating exchange via temperature-resolved profiles | Large quantities of dried ENMs required (mg scale)  
Selectivity may be poor | Quantification of adsorbed mass of polymer\(^{105}\)  
Exchange of small molecule and polymer coatings\(^{106}\) |
<table>
<thead>
<tr>
<th>Method</th>
<th>Coating properties that can be assessed</th>
<th>Advantages</th>
<th>Technical limitations</th>
<th>Applications in coated ENM studies (environmental studies, where available)</th>
</tr>
</thead>
</table>
| Differential scanning calorimetry (DSC); microcalorimetry | Presence of layer Structural changes of macromolecule upon adsorption | *In situ* measurements on liquid suspensions  
Can distinguish free vs. adsorbed macromolecules | Will not detect adsorption of macromolecules that do not undergo conformational changes resulting in thermal phase transitions | Adsorption and denaturation of proteins on ENMs \(^{107,108}\)  
Structure of polymer-grafted ENMs \(^{109}\) |
| UV-vis spectroscopy                         | Presence of adsorbed layer                                                                             | *In situ* measurements on liquid suspensions | Interferences due to ENM aggregation | Identification of adsorbed protein on ENMs due to change in localized surface plasmon resonance \(^{110}\) |
| Fluorescence spectroscopy                   | Presence of layer and changes in composition                                                         | *In situ* measurements on liquid suspensions  
Changes in fluorescence spectrum (e.g. quenching) can be selective to distance of fluorescing moiety from ENM surface | Interferences due to ENM aggregation  
Interpretation of peak shifts and intensity changes may not be straightforward  
Macromolecule must fluoresce | Estimation of protein binding constants \(^{110,111}\)  
Identification of bound proteins on gold ENMs (sensor applications) \(^{112}\) |
| Proton neutron magnetic resonance (\(^{1}H\) NMR) spectroscopy | Attachment/confine ment of molecules on ENM surface  
Exchange of adsorbates | Can distinguish free vs. adsorbed molecules | Sample preparation may perturb coating, e.g. lyophilization and exchange into D\(_2\)O | Adsorption and exchange of humic acid \(^{113}\) or polymers \(^{114}\) on ENMs |
| X-ray photoelectron spectroscopy (XPS)      | Attached functional groups  
Layer thickness | Selective for surface coating | Interferences due to sample drying | Evaluation of changes in polymer adsorption during ENM transformation processes \(^{115}\)  
Layer thickness of carbon in adsorbed NOM on ENMs \(^{116}\) |
<table>
<thead>
<tr>
<th>Method</th>
<th>Coating properties that can be assessed</th>
<th>Advantages</th>
<th>Technical limitations</th>
<th>Applications in coated ENM studies (environmental studies, where available)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperspectral imaging (HSI)</td>
<td>Layer composition</td>
<td>In situ measurements in liquid</td>
<td>Interferences due to ENM aggregation</td>
<td>Adsorption of macromolecules in wastewater samples¹¹⁷</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Selective for surface-bound molecules</td>
<td>Library of known coated particle spectra is required to identify unknown layer composition</td>
<td></td>
</tr>
<tr>
<td>Surface-enhanced Raman spectroscopy (SERS)</td>
<td>Layer composition</td>
<td>In situ measurements in liquid</td>
<td>Only relevant for ENMs with strong LSPR (e.g., gold, silver ENMs)</td>
<td>Binding of proteins to gold ENMs¹¹⁰</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Selective for surface-bound molecules</td>
<td>Library of known spectra is required to identify unknown layer composition</td>
<td>Sensing of biomolecules¹¹⁸</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Analysis of humic acid structure¹¹⁹</td>
</tr>
<tr>
<td>Circular dichroism (CD)</td>
<td>Adsorbed mass</td>
<td>In situ measurements on liquid</td>
<td>Will only detect optically active, chiral molecules</td>
<td>Binding and conformation of bound protein to ENMs¹²⁰-¹²²</td>
</tr>
<tr>
<td></td>
<td>Structural conformation of macromolecule</td>
<td>suspensions</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Selectivity, e.g. for proteins</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Can provide quantitative information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attenuated total reflectance - Fourier</td>
<td>Attached functional groups</td>
<td>In situ measurements in liquid</td>
<td>May not be sensitive enough to detect small quantities of bound macromolecules</td>
<td>Adsorption and displacement of ligands, polymers, and NOM on ENMs¹²³-¹²⁵</td>
</tr>
<tr>
<td>transform infrared (ATR-FTIR) spectroscopy</td>
<td></td>
<td>suspensions</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Selective for surface-bound molecules</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isothermal titration calorimetry (ITC)</td>
<td>Energy of adsorption / binding constants</td>
<td>Sensitivity to small changes in</td>
<td>Interferences due to interactions that may not be of interest, e.g. entropy change upon dilution of injected sample High ENM concentrations may be required Required pH buffer concentrations may induce ENM aggregation</td>
<td>Adsorbed amount and binding energy of proteins to ENMs¹²⁶-¹²⁸ Assessment of depletion and bridging flocculation by polymers¹²⁹</td>
</tr>
<tr>
<td></td>
<td></td>
<td>energy absorbed or released</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>Coating properties that can be assessed</td>
<td>Advantages</td>
<td>Technical limitations</td>
<td>Applications in coated ENM studies (environmental studies, where available)</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------</td>
<td>------------</td>
<td>----------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Charge titration</td>
<td>Charge</td>
<td>Not sensitive to adsorbed layer hydrodynamics (as opposed to electrokinetic methods)</td>
<td>Charges must be titratable by acid/base (i.e., strong polyelectrolytes will not be titratable) Model fitting required (e.g. assuming two classes of acidic functional groups such as carboxyl and phenolic groups$^{130}$)</td>
<td>Charge of bacteria with adsorbed humic acid (and effect on ENM deposition)$^{131}$</td>
</tr>
<tr>
<td>Electrophoretic mobility (EPM); electrokinetic modeling</td>
<td>Layer thickness Charge density Permeability Segment density profile</td>
<td>Ease of operation and equipment availability Can be insensitive to particle aggregation and polydispersity</td>
<td>EPM cannot be converted directly to zeta potential or charge due to dependence on hydrodynamic properties of the coating Statistical uncertainty inherent in modeling approaches</td>
<td>Estimation of adsorbed layer charge and thickness for polymers and NOM to assess (electro)steric interactions for coated ENMs$^{54,88,131,132}$</td>
</tr>
<tr>
<td>Capillary electrophoresis</td>
<td>Similar information as EPM Interactions of adsorbates with ENMs</td>
<td>Can separate ENMs and excess macromolecules and assess both in the same measurement Variation in experimental setup possible to probe different interactions</td>
<td>ENM aggregation Undesired interactions with the capillary</td>
<td>Interactions of NOM with ENMs$^{133}$</td>
</tr>
<tr>
<td>Electrospray Differential Mobility Analysis (ES-DMA)</td>
<td>Particle size (from electrical mobility)</td>
<td>Surface coverage can be deduced by comparison with hydrodynamic diameter (e.g., by DLS)</td>
<td>Artifacts due to required ENM drying Adsorbates must have distinguishable size difference to identify exchange or competitive adsorption</td>
<td>Adsorption and displacement of polymers and ligands on ENMs$^{124,134}$</td>
</tr>
<tr>
<td>Method</td>
<td>Coating properties that can be assessed</td>
<td>Advantages</td>
<td>Technical limitations</td>
<td>Applications in coated ENM studies (environmental studies, where available)</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------------------------</td>
<td>------------</td>
<td>----------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Adsorption/binding of small molecules to the adsorbed layer</td>
<td>Hydrophobicity Adsorbed mass</td>
<td>Ease of detection and quantification due to features of molecular probe selected (e.g. fluorescence)</td>
<td>Artifacts due to incomplete reaction with or sorption to coatings Interferences due to the ENM</td>
<td>Hydrophobicity of polymer-coated ENMs&lt;sup&gt;135&lt;/sup&gt; Quantification of adsorbed protein on ENMs&lt;sup&gt;136&lt;/sup&gt;</td>
</tr>
<tr>
<td>Removal of NPs and analysis of supernatant for concentration (solution depletion method) or other characterization (e.g. UV-vis absorbance, SEC, etc.)</td>
<td>Adsorbed mass Composition of adsorbed layer</td>
<td>Ease of operation and equipment availability</td>
<td>May not be sensitive enough to assess removal of macromolecules from solution, particularly if macromolecule to ENM ratio is high</td>
<td>Adsorbed mass of NOM, polymer, and protein coatings to explain ENM aggregation and deposition behavior&lt;sup&gt;47,82&lt;/sup&gt;</td>
</tr>
<tr>
<td>Protein cleaving and analysis</td>
<td>Adsorbed mass Composition of adsorbed layer</td>
<td>Ability to characterize proteins after removal</td>
<td>Possibility for incomplete removal of adsorbed macromolecules</td>
<td>Identification of proteins adsorbed to ENMs&lt;sup&gt;101&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
Advantages and limitations for these methods are listed in Table 2.1. We do not intend to review all of the ENM-macromolecule characterization literature; rather, a few examples demonstrating each method are specified, highlighting published environmental papers where available. It is noted that a larger and more detailed set of characterization studies is generally available for ENMs coated with well-defined synthetic polymer or protein coatings than for natural organic matter coatings, which are more difficult to characterize due to their heterogeneity.

2.3.2. Challenges and limitations for adsorbed layer characterization

Each method has limitations that can preclude its ability to provide accurate or reliable adsorbed layer properties. These limitations may be exacerbated by the nature of the ENM sample. In particular, ENM polydispersity or aggregation will limit the usability of many sizing methods to determine adsorbed layer thicknesses, especially when the method is significantly biased toward larger particles, as in DLS\textsuperscript{90} (Figure 2.7). Methods that incorporate size separation methods followed by detection (e.g. FFF, DCS) can provide more accurate size distributions,\textsuperscript{91-93} but adsorbed layer thicknesses that are small relative to the width of the size distribution of the uncoated ENM core will still be difficult to distinguish. Spectroscopic measurements can also be affected by ENM aggregation; for example, the surface plasmon resonance peak observed in UV-vis spectroscopy for gold and silver ENMs will decrease as the ENMs aggregate.\textsuperscript{137}
Figure 2.7. Intensity-weighted size distributions by DLS for bare and coated TiO₂ nanoparticles. Coatings are poly(acrylic acid) with molecular weights of 45,000 (45K) and 3,000,000 (3M). Size increases attributable to the adsorbed coatings cannot be determined on these polydisperse nanoparticles.

Another possible issue is the introduction of artifacts due to the sample preparation method required. For example, any method that requires drying (e.g. SEM/TEM) can induce ENM aggregation; furthermore, drying will perturb the physical conformation of the macromolecular layer, precluding the measurement of a layer thickness that is accurate for relevant, hydrated conditions. Therefore, application or development of in situ characterization methods will be important.

Other challenges arise due to the complexity of the adsorbed layer and a lack of suitable methods to measure the layer properties of interest on particles in suspension. For example, characterization methods may not have sufficient sensitivity to determine low adsorbed masses, or sufficient selectivity to distinguish different components in an adsorbed layer. Some of the methods listed in Table 2.1 will require further testing to assess their usability for ENMs coated with complex environmental macromolecules such as NOM. For example, fluorescence spectroscopy is expected to be sensitive to molecules bound to or near the ENM surface, but this method has been demonstrated primarily for well-defined systems of one or a few types of
polymers or proteins interacting with ENMs or for specialized applications (e.g. sensing) in which the ENM is designed with a coating that can bind or react with specific compounds or proteins.\textsuperscript{118,138}

The conformation of a macromolecule on the ENM surface (e.g., volume fraction profile of macromolecule around the ENM) and the layer homogeneity (i.e., patchiness of the coating) can have important effects on ENM behavior but are difficult to probe at the nanoscale. This information may be obtained by SANS\textsuperscript{102,139} or deduced from AFM force measurements on larger particles.\textsuperscript{42} Comparison of orthogonal methods may provide more complete characterization of the macromolecular layer: for example, hydrodynamic sizing methods such as DLS will be sensitive to long tails (even at low densities), whereas a mass sensitive method (e.g., SANS) will give smaller sizes representing the more densely packed loop region near the ENM surface rather than the sparser, extended loops and tails.\textsuperscript{17,140,141} It has been shown that the aggregation of coated ENMs is sensitive to even a small proportion of extended macromolecule tails,\textsuperscript{140} so selection of the most appropriate characterization methods will be important in order to explain the coated ENM behavior.

\subsection*{2.3.3. Improvements in characterization or data reporting}

Given the characterization methods currently available and the implementation of these methods in environmental nanotechnology research, some possible improvements are suggested. First, studies seeking to compare ENM behavior with different coatings do not always provide sufficient characterization to describe the coated ENM. Minimal characterization recommendations have been made for uncoated ENMs and include size, shape, core composition, and surface charge;\textsuperscript{142} for coated ENMs, additional characteristics specifically describing the
macromolecular coating should be measured but are not always provided. For example, many studies provide only size and EPM data, but these measurements may not be sufficient to determine important adsorbed layer properties such as layer thickness. It is also noted that ionic strength and pH must be reported for EPM measurements or other coating characterization to be meaningful because the value of EPM and coating conformation are highly sensitive to both.

Interpretation of data can also be improved. In particular, electrophoretic mobility (EPM) measurements are often compared for coated and uncoated ENMs and interpreted as differences in zeta potential or surface charge, using Smoluchowski’s equation for hard spheres to estimate zeta potential from EPM. However, for particles coated with a “soft” (i.e. hydrodynamically permeable) layer, the shear plane is not well defined and hence a “zeta potential” is not strictly defined. More importantly, the electrophoretic mobility will be affected not only by surface charge or potential but also by hydrodynamic effects due to the drag imparted by the layer (a function of layer thickness and permeability). For example, the magnitude of the EPM for a charged particle coated with a like-charged macromolecule can decrease if the layer produces enough drag to overcompensate for the force imparted by the charges on the adsorbed macromolecules. Interpretation of this EPM as a decrease in charge (and, ultimately, electrostatic force between the coated ENM and another surface) would then be inaccurate. A discussion of appropriate interpretation of zeta-potentials for coated nanoparticles has been provided by Doane et al.\textsuperscript{143} and is also illustrated and discussed in Chapter 3 of this thesis.

The integrity of the attached macromolecular layer is also rarely reported. The ability of the coating to degrade, desorb, or to be displaced under environmentally relevant conditions is rarely reported, but is necessary to assess long term fate of the ENM in the environment. Finally,
the presence of more than one type of macromolecule on a surface may be important to know, but it is currently difficult to measure.

Here, we focused on characterization methods that provide information on the adsorbed layer on the ENM. It is noted that additional characterization of the free macromolecule would also be useful, because these characteristics will affect the conformation and properties of the adsorbed layer on the ENM and hence may be useful to predict ENM behavior even if complete characterization of the resultant coated ENM is unavailable. Lack of macromolecule characterization (e.g. molecular weight and polydispersity) is also a shortcoming in many published ENM studies; similar issues have been discussed specifically regarding NOM characterization in environmental studies. In practice, better characterization of the free macromolecule, including molecular weight distribution, chemical composition, and charge density, will likely be easier to address than adsorbed layer characterization because methods have been developed in the polymer science and NOM research community to determine these characteristics.

2.4 Effects of adsorbed macromolecules on critical physicochemical processes affecting ENM environmental behavior

Adsorbed macromolecules change the surface chemistry of ENMs and hence their behavior in the environment, but these effects are not yet understood to the extent that coated ENM fate and transport can be quantitatively predicted, or in some cases even qualitatively predicted (e.g. when an ENM will flocculate as opposed to being stabilized when encountering natural organic matter in a wastewater treatment plant). As discussed above, the properties of the coated ENMs and their behavior will be difficult to model from fundamental polymer or
colloid theory (e.g. SCF adsorption theories and extended DLVO theories), particularly for natural or incidental coatings that have complex macromolecular structures or comprise heterogeneous supermixtures.

Furthermore, the range of possible ENM-macromolecule interactions is vast, due to the number of different ENM types that might be released (including those manufactured with a macromolecular coating) and the variety of macromolecules and water chemistries that can be encountered. Important variables include the type of macromolecule, concentration of macromolecule, composition or heterogeneity of the macromolecule mixture, solution chemistry (ionic strength, pH, divalent counter-ions), and ENM type. Macromolecule-ENM interactions that can be assessed include the extent of macromolecular adsorption (adsorbed mass), kinetics of adsorption, and interactions or displacement of macromolecular components (either from a mixture or upon sequential exposure) on the ENM surface (Figure 2.8). These interactions will then determine the properties and environmental behavior of the coated ENM. Synthesizing the knowledge from all of these studies into a generalized, quantitative prediction of ENM behavior with various macromolecular coatings remains a major challenge.
Figure 2.8. Possible interactions of ENMs initially and further exposed to NOM. These interactions are also relevant for other macromolecules. The characteristics of the adsorbed layer, transformations of the adsorbed layer, and the kinetics of these processes will determine ENM fate in the environment. The ability to assess these interactions will rely on the development of sensitive and selective detection or characterization methods for adsorbed coatings.
In this section, we review the current state of knowledge about two categories of processes that are strongly affected by the adsorbed macromolecules: attachment of ENM to surfaces (i.e., aggregation and deposition), and ENM reactivity (including dissolution, photoreactivity, and oxidation-reduction reactivity). These processes will affect the transport behavior and ultimate fate of the ENMs, as well as their toxicity. We aim to identify important mechanisms that dictate the macromolecule-ENM interactions and behavior in the environment, as well as the role of the variables listed above (concentration and composition of macromolecule and system properties) in these processes.

2.4.1. Attachment of ENMs to surfaces (aggregation and deposition)

Macromolecular coatings are well known to modify the attachment behavior of colloids and nanoparticles to surfaces, i.e., their likelihood to homoaggregate, heteroaggregate with other suspended particles, or be removed from suspension due to deposition onto mineral or biological surfaces (Figure 2.9). Many studies have been published regarding nanomaterial aggregation and deposition, as summarized by Petosa et al.\textsuperscript{14} These studies include nanoparticles that are engineered specifically with macromolecular coatings to provide function, or exposed to macromolecules during the experiment. The collective body of literature on colloid and NP interactions with macromolecules provides a good qualitative understanding of the effects of these coatings. For example, macromolecular coatings often reduce aggregation or deposition\textsuperscript{4,5,11} by imparting electrostatic, steric, or electrosteric repulsion, which are related to adsorbed layer properties such as charge, layer thickness and density, solvency, and adsorbed mass. Alternatively, enhanced attachment may occur due to charge neutralization (if the
macromolecule and ENM are oppositely charged)\textsuperscript{98,145,146} or bridging.\textsuperscript{40,80,85,147,148} These effects have been demonstrated across a very large number of aggregation and deposition studies.

In general, the fundamentals of colloid science are able to qualitatively explain the observed behaviors, i.e. enhanced dispersion of ENMs due to macromolecule adsorption, or flocculation due to bridging or charge neutralization. However, in real environmental samples, such as sediment porewater or wastewater biosolids, the complexity of those samples and generally poor characterization of the matrix components (e.g. MW distribution of organic matter, or concentration of divalent cations, or the presence of other surfactants) makes it challenging to predict \textit{a priori} the response of a particular ENM in that environment. This is true for coatings specifically engineered as part of the ENM, and for coatings that are acquired incidentally upon release into the environment. Thus, functional assays have recently been proposed to directly measure the behavior of classes of ENMs in complex environmental media.\textsuperscript{149} The following sections summarize what is known about the effects of key environmental variables on the attachment behavior of coated ENMs.
Figure 2.9. Attachment processes for ENMs in natural environments, including homoaggregation, heteroaggregation, deposition to mineral surfaces, and attachment to biological surfaces. Adsorbed macromolecules on the ENM will modify its surface properties and hence its interactions with other surfaces. Other surfaces in the environment can also be coated with macromolecules, e.g. humic substances or polysaccharides. Cell membrane drawing from Massachusetts Department of Elementary and Secondary Education.\textsuperscript{150}

2.4.1.1 Effects of macromolecule concentration and solution chemistry

It is well known that the concentration of macromolecule and the solution chemistry (i.e., pH and ionic strength and composition) will be significant factors on aggregation and deposition behavior. These effects have been probed in previous studies.\textsuperscript{151,152} Increased macromolecule concentration results in increased adsorbed mass of NOM until surface saturation is achieved. For many macromolecules and nanomaterials, the adsorption isotherm is quite steep, meaning that the macromolecules have a high affinity to the surface, although isotherms for polydisperse macromolecules tend to be rounded (lower affinity at low concentrations).\textsuperscript{17} Adsorption data can
be fitted to a model isotherm to quantify the affinity, as demonstrated for the adsorption of various types of NOM to MWCNTs using a Freundlich isotherm. While the adsorption maximum is both macromolecule and nanomaterial specific and difficult to predict, e.g. from N2-BET surface area and macromolecule composition, most adsorbed macromolecule masses lie in range of 0.1 to 1 or 2 mg/m² for many macromolecule-NP combinations regardless of MW.

For macromolecule-coated ENMs, the solution chemistry will affect not only the DLVO forces between a coated ENM and another surface (e.g. due to charge screening by counterions or pH dependence of ionization of acidic/basic functional groups), but also the adsorption and conformation of NOM onto the ENM. For example, increased charge screening of the electrostatic repulsion between charged macromolecules or macromolecule segments can result in increased adsorbed mass, but perhaps more importantly the shrinking of the adsorbed layer thickness, as has been shown for polyelectrolyte brushes. The changes in adsorbed mass and layer structure will modify steric forces and hence the aggregation and deposition behavior of the coated ENMs.

The composition of the background electrolyte is also important, particularly for calcium ions, which can induce aggregation at high concentrations by charge neutralization of negatively charged coatings or by specific bridging interactions. Enhanced aggregation by calcium has been demonstrated for NOM in several studies. Calcium bridging is also relevant for polysaccharides. For example, alginate can stabilize hematite ENMs and MWCNTs in monovalent electrolytes due to electrostatic repulsion, but calcium induces alginate gel formation and ENM bridging. Cherchi et al. found that algal exudates may have caused disaggregation of TiO₂ ENMs, whereas Joshi et al. found that bacterial EPS enhanced Ag ENM aggregation in calcium-containing exposure medium. These contrasting results may be due in part to the
presence of calcium. Although calcium typically encourages aggregation, contradictory results have been shown as well: Schwyzer et al. observed enhanced stability of carbon nanotubes in the presence of NOM within a certain Ca$^{2+}$ concentration range. This was postulated to be due to either floating of the ENMs aggregated in loose network structures of NOM, or multilayer adsorption of NOM due to Ca$^{2+}$. These studies highlight the need for improved characterization and reporting of the layer properties as determined in the medium of interest, along with the chemical species present in the medium.

2.4.1.2 Effects of the composition of NOM or macromolecules

Beyond macromolecule adsorbed concentration and solution chemistry, additional characterization of the composition of the free macromolecules or those adsorbed to the ENM may be required to predict ENM attachment with different types of macromolecules. Important properties include the types and of macromolecules present (e.g. polysaccharides or humic and fulvic substances) and their proportions, the presence of specific functional groups (e.g., carboxylic and phenolic acids, organic sulfur groups, aromaticity), hydrophobicity, charge, and molecular weight (discussed in detail in the next sub-section). Some of these properties, such as aromaticity, can covary with other properties such as molecular weight.

The effects of the chemical composition of the macromolecule (or mixture of macromolecules) have been discussed in a “three-colloidal component” approach by Buffle et al., which describes NOM interactions with inorganic colloids, in which humic and fulvic substances tend to stabilize colloids, whereas rigid biopolysaccharides can bridge or destabilize them, leading to enhanced aggregation and deposition. Many studies focus on single classes of macromolecules, e.g., EPS (which contains a high proportion of polysaccharides) or humic
substances. Comparison across different macromolecule classes, e.g., comparing the effects of synthetic polymers, EPS, proteins, and humic substances on one type of ENM, will assist in the development of broader correlations. For example, one study by Saleh et al. demonstrated that BSA provided the best stabilization of SWCNTs, followed by humic acid, a cell culture medium, and alginate (which induced aggregation at high Ca$^{2+}$ concentrations); it was suggested that BSA produced the greatest steric repulsion due to its globular structure and hence thicker adsorbed layer. Further work is needed to assess whether the effects of different types of coatings (synthetic polymers, humic substances, EPS, and proteins) are comparable based on fundamental principles, or whether they differ too substantially in structure or chemistry to be incorporated together in correlations of coated ENM behavior.

For NOM, some qualitative trends of ENM attachment with the NOM properties have been established in the literature. Keller et al. and Ottofuelling et al. found that charge (or, electrophoretic mobility of the coated ENM) was a significant factor for ENM stability in various natural or synthetic water samples with NOM$^{151,152}$ suggesting electrostatic stabilization due to adsorption of negatively charged NOM; however, the role of other properties of the NOM were not assessed. Deonarine et al. provided a more comprehensive correlation of various NOM properties with nanoparticle aggregation: upon short-term exposure to nine different NOM samples, reduction in the growth and aggregation of zinc sulfide nanoparticles correlated primarily with aromaticity and average molecular weight of the bulk NOM sample, as opposed to other properties such as elemental composition (including sulfur content), carboxyl content, and the electrophoretic mobility of the coated particles.$^{164}$ Similarly, many studies comparing the effects of humic acids and fulvic acids on ENM aggregation$^{165,166}$ or deposition$^{167}$ have
shown that humic acids, which typically have higher molecular weight and aromaticity, result in lower ENM attachment efficiency.

The postulated mechanism for these effects is that higher aromaticity or molecular weight NOM can have higher adsorption affinity and adsorbed mass\textsuperscript{153} or will produce a thicker adsorbed layer, resulting in stronger (electro)steric repulsion. This steric or electrosteric repulsion explanation is typically used when lesser aggregation or deposition of ENMs coated with humic acids versus fulvic acids cannot be explained solely by electrostatic effects (i.e., electrophoretic mobility).\textsuperscript{95,96,165,168} Phenrat et al. developed another correlation of transport behavior with a variety of macromolecular coatings (synthetic polymers and humic substances) and determined that adsorbed layer thickness, adsorbed mass, and molecular weight were important parameters, further emphasizing the role of steric effects.\textsuperscript{132} Other phenomena beyond electrosteric repulsion have also been invoked when unexpected behavior of coated ENMs is encountered. For example, hydrophobicity was suggested to contribute to the enhanced aggregation of citrate-stabilized Au ENMs in the presence of Pony Lake fulvic acid at high concentrations.\textsuperscript{166}

Overall, colloid science can be used to explain the behaviors of many NOM types once the properties of the NOM are determined.\textsuperscript{132,164,169} However, these NOM properties are rarely determined, making comparisons across studies difficult, and some important outliers continue to exist as described next.

2.4.1.3 Effects of polydispersity

Because NOM is a complex “supermixture”\textsuperscript{79} and different components in the mixture can have different chemistries, bulk parameters may not be sufficient to fully describe the
interactions of NOM with ENMs. Here, we specifically discuss the effects of polydispersity or molecular weight (MW) distribution, which are relatively easy to assess (compared to multiplicity and molecular diversity) because of the availability of MW characterization methods (e.g., SEC or FFF) and size separation methods (e.g., ultrafiltration).

From fundamental polymer theory, higher MW macromolecules are expected to adsorb preferentially and be able to displace smaller molecules due to their lesser entropic loss upon adsorption and higher number of attachment points.\textsuperscript{17} For NOM, preferential adsorption of higher MW components has been observed on MWCNTs,\textsuperscript{153} iron oxide colloids or ENMs,\textsuperscript{170,171} aluminum oxide colloids.\textsuperscript{172} The preferential adsorption of these higher MW components is expected to be important for ENM aggregation and deposition behavior because higher MW NOM can impart strong repulsive steric forces. For example, NOM fractions containing higher MW components produced significantly lower deposition of hematite colloids in column experiments.\textsuperscript{173} Ghosh et al. also found that less polar, higher molecular weight fractions of a humic acid sample provided better stability of aluminum oxide ENMs by producing a thick, 10 nm layer (as determined by AFM)\textsuperscript{89} (although it could also induce bridging under different solution conditions).\textsuperscript{174}

It is noted that preferential adsorption of high MW components should only be assumed if the chemistry of different components are the same (e.g., as in a polydisperse sample of a synthetic homopolymer). For chemically heterogeneous macromolecules, lower molecular weight components can adsorb preferentially if they have higher affinity functional groups, e.g., ones that can chemisorb, ligate, or hydrogen bond to the ENM surface. Some studies of NOM adsorption onto colloids or sands have shown preferential adsorption of lower molecular weight components in NOM, e.g., for purified Aldrich humic acid on hematite,\textsuperscript{175} Suwannee River
humic acid onto iron oxide, and peat humic acid on metal (hydr)oxide-coated sands.

Furthermore, higher MW components may not always provide better ENM stability against aggregation if the lower MW components have higher affinity (and hence higher adsorbed mass) or higher charge and electrostatic repulsion. For example, no significant difference in ENM stabilization with humic versus fulvic acids was observed in some studies. These studies contradict the correlation between NOM MW and ENM stability against aggregation that was observed by Deonarine et al. and Nason et al., suggesting that physicochemical properties in addition to MW can also be important. These findings again emphasize the need for thorough characterization (e.g., of the adsorbed layer composition) to explain the mechanisms by which heterogeneous coatings affect ENM behavior.

2.4.1.4 Kinetic and synergistic considerations for heterogeneous macromolecules

Thermodynamic affinity is not the only parameter that must be considered for macromolecule-ENM interactions. This is primarily because these systems are not typically at equilibrium with their surroundings. As such, rate-limited processes such as kinetic competition and exchange, as well as the order of exposure to macromolecules, will often also be important. That is, macromolecules with lower adsorption affinities may still adsorb to the ENM if they adsorb more quickly. Therefore, ENM behavior in a mixture of macromolecules is not necessarily predictable solely by assessing its interactions with individual components. For example, low molecular weight molecules can diffuse more quickly to the ENM surface and occupy surface sites to prevent bridging by slower-diffusing, high molecular weight components (Figure 2.10).
Figure 2.10. Interactions of nanoparticles with polymers of different MW and polydispersity. The presence of low MW polymers can prevent bridging by higher MW polymers by occupying surface sites more quickly. Figure reprinted with permission from Golas, P. L., et al. Comparative study of polymeric stabilizers for magnetite nanoparticles using ATRP. *Langmuir* 2010, 26 (22), 16890-16900. Copyright 2010 American Chemical Society.

Exchange of lower affinity components for higher affinity components can occur over time and has been demonstrated in NOM adsorption studies on large particles or bulk surfaces. For example, Joo et al. observed an initial phase of rapid adsorption of lower MW fractions onto FeO(OH)-coated or Al₂O₃-coated sand within 15 min by specific interactions (e.g., ligand exchange between carboxylic and phenolic acid groups and metal oxide surfaces), followed by exchange with higher MW fractions over 4 hours due to hydrophobic interactions. Hur and Schlautman observed similar behavior, but exchange continued over 120 hours. Exchange kinetics on ENMs have been well studied for protein mixtures in the context of ENM pharmacokinetics and toxicity, and conceptual models of “hard” (intransient) and “soft” (transient) protein coronas have been developed. Further studies are needed to assess NOM exchange on ENMs.

While not necessarily kinetically controlled, interactions between different macromolecules on the ENM surface that can promote co-sorption should also be considered. For protein stabilization of ENMs, two- or three-component mixtures of proteins from fetal
bovine serum (FBS) provided better stability than any single protein alone;\textsuperscript{180} in this study, the co-sorption of three components was required in order to obtain similar stability to the complete FBS mixture. It is unknown if this synergistic effect resulted from kinetic effects described above, or from the formation of a mixed-component adsorbed layer that provides better ENM stability, e.g. by overcoating of components (greater adsorbed mass) or by formation of a more uniform (less patchy) mixed coating around the ENM.

Another important kinetic consideration for macromolecule-ENM interactions and their effect on attachment behavior is the sequential exposure that may occur over the lifetime of the ENM. During the various life stages of the ENM in the environment, the ENM will be exposed sequentially to different macromolecules; for example, an ENM may be manufactured with a synthetic polymer coating, then encounter NOM in the environment, followed by EPS when encountering an organism. Prediction of these interactions will require an understanding of macromolecule-macromolecule interactions or exchange on the ENM surface. Sequential coating interactions of stabilizing ligands or polymers with NOM have been probed in a limited number of studies. Stankus et al. compared the effect of humic acid on the aggregation of gold nanoparticles initially coated with four different small molecule capping agents of different charges (neutral, positive, and negative) and found that humic acid generally produced the same response (reduced aggregation in monovalent electrolyte, enhanced aggregation in Ca\textsuperscript{2+} and Mg\textsuperscript{2+}) regardless of the initial coating.\textsuperscript{157} On the other hand, Liu et al. found that NOM had opposite effects (i.e. reduced and enhanced aggregation) on citrate- versus mercaptoundecanoic acid-capped gold nanoparticles in the presence of Ca\textsuperscript{2+}.\textsuperscript{181} The reason for these differences is unclear; further characterization of the interactions between the NOM and the initial coating (e.g. exchange, overcoating) would be helpful to explain the contrasting results.
Even characterization-focused studies can produce contradictory results. For example, no interaction of humic acid with PVP-coated gold NPs was detectable from measurements of UV-vis absorbance (surface plasmon resonance), size, ENM aggregation behavior, or surface chemistry. However, some interaction of humic acid with PVP-coated silver NPs was observed by Raman spectroscopy. These results highlight the need to provide characterization of the initial coated ENM, and the ENM exposed to different macromolecules, (preferably using multiple techniques) in each individual experiment to enable cross-study comparisons.

2.4.1.5 Additional considerations for heteroaggregation and deposition

Prediction of the heteroaggregation or deposition behavior of coated ENMs will require more information than prediction of homoaggregation behavior because the surface chemistry of a second surface must be considered simultaneously. For example, if the macromolecular coating on an ENM has an affinity to attach to the uncoated substrate, it can enhance attachment due to bridging. However, if the substrate is also coated (or if free macromolecules are included in the background solution and allowed to adsorb before and during the experiment), steric repulsion will be imparted and deposition will be prevented. This phenomenon was also directly demonstrated by Chen and Elimelech and Furman et al. Hydrophobic or hydrophilic effects may also affect deposition: Song et al. demonstrated that the deposition of coated silver ENMs onto hydrophobic or hydrophilic surfaces correlated with the hydrophobicity of the macromolecular coating on the ENMs.

Overall, the observations of macromolecule-coated ENM behaviors in environmental media are consistent with the principles of colloid and polymer science once the system properties and ENM properties are fully characterized. However, for naturally occurring
macromolecular “supermixtures” with a high degree of heterogeneity, characterization is not trivial, and contradictory results can be obtained when comparing systems that appear to be similar but are not (e.g., two humic acid samples that may be prepared differently). There are additional unresolved areas that require additional attention. For example, it is currently unclear how the transformations of environmental coatings (e.g. NOM) over time will affect ENM behavior in the context of their residence time among various environmental compartments. The propensity for various macromolecular components to adsorb to an ENM and the rates of exchange between them is not well documented. Further study is needed to assess the simultaneous effects of chemical heterogeneity, polydispersity, and exchange kinetics in realistic environments containing a broad variety of macromolecules.

2.4.2. Solubility and reactivity

Adsorbed macromolecules can modify the reactions and physicochemical transformations of the underlying inorganic ENM (Figure 2.11). The energy of surface atoms on the ENM may be directly modified via chemical binding (chemisorption) of the macromolecule, thereby changing the solubility and reactivity of the ENM. More generally, adsorbed macromolecules that coat the ENM surface can modify the availability of ENM surface sites for adsorption and reaction, the interactions of the ENM with light (and hence its photoactivity), and the flux of reactants to or from the ENM surface. The current state of knowledge pertaining to the effects of adsorbed macromolecules on the solubility, photoreactivity, and chemical reactivity of ENMs is presented, and remaining questions are discussed.
Figure 2.11. Possible effects of adsorbed macromolecules on ENM dissolution, oxidation-reduction reactions, and photoactivity. For strongly binding (e.g., chemisorbing) macromolecules, the inherent chemistry or surface energy of the ENM can be modified; the chemistry of binding will dictate whether reactivity is enhanced or reduced. Weakly binding (physisorbing) macromolecules will not change the inherent solubility or reactivity of the ENM, but can participate in light absorption, electron transfer, and binding or scavenging of chemical species of interest (e.g., redox agents and ROS). A photo-excited macromolecule can also transfer energy to the ENM to sensitize its photoreaction.

2.4.2.1 Solubility

The solubility of many metal and metal oxide ENMs is of interest in environmental contexts because dissolved metal species, such as Ag⁺ or Cd²⁺, are toxic to a variety of aquatic species and humans. The solubility of the ENMs, as well as the rate of dissolution, will determine the persistence of the ENMs in the environment and the potential for localized delivery of dissolved species from deposited or attached ENMs (e.g. to bacteria).
Adsorbed organic coatings that chemically bind to the ENM surface can in some cases change the equilibrium solubility of the ENMs and/or their rate of dissolution. General mechanisms by which organic molecules can promote the dissolution of some metals and metal oxides have been determined for bulk (larger scale) materials. These same mechanisms will likely also apply to ENMs of the same chemical composition. Dissolution can be enhanced by both protons (i.e. acids) and inorganic or organic ligands in solution; simple rate laws for these two dissolution mechanisms for mineral dissolution were presented by Fürrer and Stumm in 1986.\textsuperscript{188} Alternatively, complexation of the dissolved metal ions in solution by some macromolecules can act as a sink for dissolved metal ions to promote ENM dissolution without changing the equilibrium solubility of the ENM itself, i.e. its surface energy. In addition, oxidation or reduction reactions, e.g. oxidation of silver or reduction or photoreduction of iron oxides,\textsuperscript{189} can promote dissolution. For macromolecules interacting with ENMs, both the ligation mechanisms and the effects of the adsorbed macromolecule layer on redox reactions will be relevant.

Important strong ligating moieties for metals and metal oxide ENMs include carboxylate and thiol groups. The formation of complexes that are both mononuclear (i.e., ligand binding to only one metal atom rather than multiple surface atoms) and bi- or polydentate (i.e., two or more ligands binding to the same metal atom) can enhance dissolution by weakening the bonds between the surface metal atom and the bulk metal or metal oxide.\textsuperscript{188} For example, siderophores and small organic acids excreted by organisms promote the dissolution of iron oxides.\textsuperscript{190-192} On the other hand, polynuclear surface complexes can be formed by large macromolecules that bind to multiple metal atoms; these coatings may inhibit dissolution due to the high energy barrier for simultaneous detachment of multiple surface atoms.
Currently available data in environmental nanotechnology generally support these trends. In toxicological studies, small organic acids were shown to enhance CeO$_2$ ENM dissolution$^{193}$ and humic acid was shown to enhance ZnO ENM dissolution$^{194}$. More rigorous dissolution studies were performed by Mudunkotuwa et al.$^{195}$ and Bian et al.$^{145}$ in which pH was controlled (thereby controlling for proton-mediated dissolution) and dissolution over time was measured. These studies demonstrated enhanced ZnO ENM dissolution by citrate (a small molecule with three carboxylate groups per molecule and often used as a surrogate for NOM functional groups)$^{195}$ but no significant difference in either the dissolution rate or solubility of ZnO ENMs for humic acid$^{145}$. Organic thiol ligands have a particularly high affinity for ENMs made from soft metals like Ag, Au, and Zn. For organic thiol ligands, cysteine was shown to enhance the dissolution of citrate-stabilized silver ENMs (i.e. higher concentrations of dissolved silver were observed after 50 hours of dissolution than for citrate-stabilized silver in ligand-free water), whereas serine (the OH analog to cysteine) showed no effect$^{196}$. However, cysteine was found to reduce the dissolution of silver ENMs in another study$^{197}$; further study is needed to determine why contrasting results were obtained.

While a fairly extensive literature exists on the effects of small molecule organic acids on mineral dissolution, additional work is needed to determine if the enhanced dissolution observed for small molecules and/or bulk minerals also holds for large macromolecules interacting with small ENMs with high surface curvature, and the dependence of these effects on the system parameters (e.g. ionic strength, pH). Comparing between ENMs and bulk materials, the adsorbed macromolecule can also take a different conformation on the surface, which can affect the nature of the binding (e.g. mononuclear versus polynuclear) and hence the enhancement or reduction of dissolution. This will likely depend on the density and spatial distribution of the
ligating moieties on the macromolecule and the steric effects between macromolecules adsorbing to the ENM surface. Finally, the pH of the system will affect the protonation or deprotonation of functional groups on the macromolecule, changing its binding to the ENM surface, as proposed by Ochs to explain pH-dependent effects of humic substances on mineral dissolution.198

In contrast to macromolecules with functional groups that act as strong complexing ligands, physisorbed or weakly adsorbed macromolecules do not appear to change the solubility of the ENMs, as demonstrated by Ma et al. when comparing poly(vinylpyrrolidone) (PVP) and gum arabic coated silver ENMs.199 Similarly, Gondikas et al. found that PVP coatings on silver ENMs did not significantly change their solubility compared to citrate-stabilized silver ENMs (in the presence of cysteine and serine).196

Both chemisorbed and physisorbed coatings can change the kinetics of ENM dissolution, which can greatly affect the outcomes of acute toxicity testing. Mechanisms include blocking access or reducing the flux of oxidants or reactants to the ENM surface, or affecting the aggregation state of the ENMs. For example, PVP coatings on silver ENMs decreased the dissolution rate compared to citrate stabilizers (a small molecule), both in the presence of cysteine196 or under UV irradiation.200 The surface coverage or conformation of the macromolecule around the ENM can be very important for site blocking. Schulz et al. compared the stability of gold ENMs against etching by cyanide, a process involving complexation of CN− with Au and oxidation of Au(0) to Au(I).201 In this study, thiolated PEG2000 coatings were compared, varying only the spacer used between the thiol end group and the PEG tail. PEG conjugated with mercaptoundeanoate (MUA) stabilized the ENMs against chemical etching significantly better than either mercaptopropionrate (MPA) or mercaptophenylethanoate (MPAA). The stability imparted by the MUA coating was attributed to the packing of the MUA
to form a thick and dense (highly ordered) hydrophobic layer around the gold ENM, protecting it against cyanide etching. Differences in aggregation state were proposed to contribute to the faster dissolution of silver ENMs coated in Tween 80 surfactant, compared to citrate-stabilized or bare silver ENMs.\textsuperscript{202} The various mechanisms suggested in the cited studies will be difficult to disentangle, although well-designed laboratory experiments can control for some effects (e.g. tethering nanoparticles to a substrate to prevent aggregation).

2.4.2.2 Oxidation-reduction reactions

ENMs can undergo oxidation-reduction (redox) reactions with other species in the environment. These reactions can be utilized beneficially for contaminant remediation, e.g., reduction of trichloroethylene (TCE) by nanoscale zerovalent iron (NZVI) or Fe(II) produced by microbial processes that reduce bulk or nanoscale ferric materials.\textsuperscript{203,204} Alternatively, redox active ENMs can impose a toxicity hazard to organisms, either by direct oxidation or reduction of biological components or the formation of hazardous species, such as reactive oxygen speices (ROS), via redox reactions.\textsuperscript{10,205}

Adsorbed macromolecules can affect the ENM redox activity by directly participating in electron transfer processes. For example, Kang et al. found that NOM adsorbed to NZVI enhanced electron transfer to dissolved oxygen to form hydrogen peroxide and hydroxyl radical, thereby enhancing the degradation of 4-chlorophenol.\textsuperscript{206} Niu et al. also observed that humic acid resulted in faster degradation of sulfathiazole by a Fenton-like reaction with Fe(II) in magnetite and hydrogen peroxide.\textsuperscript{207} The enhanced degradation was attributed to reduction of Fe(III) to Fe(II) by humic acid, enhancing the production of hydroxyl radical.
Adsorbed macromolecules can also indirectly affect ENM reactivity by blocking active sites on the ENM or acting as a physical barrier to electron transfer. Niu et al. showed that, in contrast to humic acid, adsorbed PEG, PAA, and CMC coatings reduced the rate of sulfathiazole degradation by magnetite, which was attributed to site blocking effects.\textsuperscript{207} Saleh et al.,\textsuperscript{208} Phenrat et al.,\textsuperscript{209} and Wang et al.\textsuperscript{210} also found that adsorbed polymers reduced the rate of reductive TCE dechlorination by NZVI (which is oxidized); the results were consistent with site blocking effects as well as partitioning of TCE to the adsorbed polymer (reducing its flux to the reactive NZVI surface). However, in more complex systems in which the coating and ENM interact with multiple species, the effect of the coating can differ. For example, when studying the competitive reduction of TCE, chromate, and nitrate by CMC-coated versus uncoated NZVI, Kaifas et al. observed higher reduction of TCE with the coated ENMs because the negatively-charged coating repelled the negatively charged chromate and nitrate ions.\textsuperscript{211}

The effects of NOM coatings on redox activity will be particularly difficult to predict because of the ability of NOM to participate in redox reactions while also acting as a physical barrier around the ENM. Xie et al. found that humic acid reduced the rate of bromate reduction by NZVI and attributed this behavior to site blocking as well as complexation of reactive \textit{Fe(II)}\textsubscript{(aq)} species.\textsuperscript{212} However, they also found that these effects were moderated by the reduction of \textit{Fe(III)} to \textit{Fe(II)} by humic acid, which could encourage bromate reduction. Many other studies on have observed that NOM decreases the rate of reduction of organic contaminants by NZVI and iron oxides.\textsuperscript{213-216}

Most studies on the effects of coatings on ENM redox activity have focused on iron or iron oxide ENMs for environmental remediation. Redox transformations of other ENMs (e.g.,
 oxidation of silver NPs) are of interest for environmental implications, but relatively little is
known about the effects of adsorbed macromolecular coatings on these processes.  

2.4.2.3 Photoreactivity

Under illumination (e.g., sunlight or UV irradiation), photoreactive ENMs can act as
photocatalysts to degrade organic compounds via oxidation or reduction reactions, or they can
produce reactive oxygen species (ROS) in water which can react with organic compounds or
biota. Photoreactive ENMs include e.g. anatase TiO₂, ZnO, and single-walled carbon nanotubes,
fullerenes, and fullerols. The development of doped or composite nanomaterials with enhanced
photoreactivity is also a large and active field of research. The interactions of adsorbed
macromolecules with the ENM itself or with incoming light, produced reactive oxygen species,
or the compound or organism of interest will affect the photoreactivity of the ENM and its
environmental effects. These interactions can either quench or sensitize the ENM photoreaction.
Most environmental studies to date that assess the effects of macromolecules on ENM
photoreactivity are focused on NOM, often in the context of ENM toxicity or the
utilization of ENMs for contaminant photodegradation.

Adsorbed macromolecules can directly change the photoreactivity of the underlying
ENM by static mechanisms, in which the macromolecule forms a complex with the ENM
material, changing its photochemical properties prior to photoexcitation. Kong et al. assessed
quenching and sensitization kinetics to explain the observed fullerene photoreaction quenching
by NOM and fullerol sensitization by NOM. The fullerene quenching was attributed to
static mechanisms (i.e., formation of an NOM-fullerene complex, reducing the number of
photoreactive sites) rather than energy transfer from the excited fullerene to dissolved NOM
molecules, because the collision rate between fullerene and NOM was estimated to be too slow to explain the observed behavior. On the other hand, fullerenol has lesser association with NOM, and NOM was observed to sensitize its photoreaction, which was attributed to energy transfer from excited NOM molecules that collided with the fullerenol.

More indirectly, macromolecules (either free or adsorbed) can absorb incoming light, reducing the energy reaching the ENM surface and hence reducing the photoreaction.226 Macromolecules can also scavenge the produced ROS,217 or they can act as a physical barrier around the ENM surface, hindering interactions of ROS produced at the ENM surface with organisms or species of interest, e.g., contaminants. Alternatively, sorption of small molecules in an adsorbed layer of macromolecules can result in higher concentrations of contaminants near the ENM surface and hence enhanced interaction with the produced ROS.226 Finally, adsorbed macromolecules can change the ENM aggregation state, which has been shown to affect ROS production and quenching.227,228

Currently, few studies are available that compare the effects of different types of adsorbed coatings on ENM photoreactivity. For synthetic polymers with simple and known chemistries, the effect of the coating may ultimately be predictable from the photochemistry of the polymer and the interaction of its functional groups with the ENM surface. For NOM, the heterogeneity of the NOM and its potential to either quench or sensitize photoreaction in different scenarios results in a complex system that may not be predictable. Further study is required to assess the role of various types of NOM across various types of ENM to determine a correlation between material properties and quenching or sensitization behavior.
2.5. Approaches for quantitative prediction of coated ENM behavior

The macromolecular coating on an ENM surface in part defines that surface and therefore its interaction with other surfaces, organisms, and its reactivity and environmental fate. A better understanding of the macromolecule on the ENM surface is needed to assess, mechanistically, ENM behaviors. Considering the large number of contradictory findings in the current body of literature on the effects of macromolecules on ENM behavior, it is clear that better measurements of the macromolecules on the ENM surface are needed, along with a better understanding of what factors affect the physicochemical identity of that surface, before we can accurately predict the behavior of coated ENMs.

Quantitative correlations to predict the transport and fate of coated ENMs will be necessary for risk assessments. However, these correlations will be especially difficult to develop because of the high degree of complexity inherent in the system, in which the underlying ENM, macromolecular coating, and dispersion medium are all expected to affect the coated ENM behavior. We discuss experimental design, characterization, and reporting that can help to enable the development of quantitative correlations. We also discuss possible approaches for the development of correlations to predict coated ENM behavior, e.g. its aggregation, deposition, or reactivity. These approaches are followed in the studies comprising this thesis.

2.5.1. Characterization and experimental design to elucidate mechanisms of adsorbed layer effects

A significant obstacle to the development of correlations for coated ENM behavior is the wide disparity of materials and system conditions used across the literature that is currently available. Although much data is available, it is unfeasible to synthesize these into an
overarching model due to the differences among the studies and the lack of detailed characterization of the coating properties. This problem could be ameliorated in two ways. First, provision of more thorough adsorbed layer characterization would better allow different studies to be compared. Second, new studies can be undertaken that systematically vary adsorbed layer properties and correlate these to endpoints of interest (e.g., attachment or toxicity behavior). In most of the current literature, only a few types of coatings are compared, and often no particular hypothesis regarding the coating effect is explicitly tested. Differences between the few macromolecules tested may be too extreme to elucidate more nuanced effects (for example, comparison of the toxicity of ENMs with positively versus negatively charged coatings, without assessment of intermediate charges). The use of model engineered coatings on ENMs would enable hypothesis testing; for example, end-grafted polymer brushes with different molecular weights could be used to test the effect of layer thickness. However, systematic variation of layer properties will be difficult to achieve in practice due to covariance of layer properties and the nature of the adsorption process. For example, adsorbed mass and charge density in a polyelectrolyte coating would be expected to covary. Even for grafted polymers, intentional control of adsorbed layer parameters will be especially difficult to achieve when comparing among different ENM and coating types due to the propensity for different adsorption affinities and layer conformations. Regardless, significant improvements in experimental design and control are still achievable in light of the currently available environmental nanotechnology studies.

Understanding ENM behavior in heterogeneous “supermixtures” of macromolecules, such as natural organic matter, will pose significant challenges. Different approaches to use heterogeneous samples are depicted in Figure 2.12, along with the potential advantages and
disadvantages of the various approaches. To our knowledge, few studies have compared across multiple levels of heterogeneity to assess how and to what extent the heterogeneity will affect ENM behavior.

Figure 2.12. Experimental considerations and challenges presented by the heterogeneity of natural macromolecular “supermixtures” such as NOM. Sample heterogeneity decreases from top to bottom. The use of more complex and realistic samples versus fractionated samples or synthetic analogs has both advantages and disadvantages for elucidating the effects of natural macromolecules on ENM behavior. It is currently unknown how well results can be translated between different levels of heterogeneity, e.g., whether ENM behavior with fractionated NOM can quantitatively predict ENM behavior in a more complex, natural water sample.
2.5.2. *Approaches to develop correlations for coated ENM behavior*

Different approaches may be taken to correlate characterization data to ENM behavior, considering the multi-step nature of the process (i.e. adsorption of macromolecule leading to the formation of an adsorbed layer, resulting in an effect imparted by the coating on ENM behavior), as presented in Figure 2.13.
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**Figure 2.13.** Possible approaches to correlate the properties of coated ENMs to their behavior. In Approach 1 (solid green arrows), the properties of the coated ENM are measured and, along with the properties of the dispersion medium, correlated to the coated ENM behavior (e.g., aggregation, deposition). In Approach 2 (dashed black arrows), the properties of the uncoated ENM and free macromolecule are used to develop the correlation.

In one approach (Fig. 2.13, Approach 1), ENM behavior can be correlated to the properties of the coated ENM (e.g., the overall charge or potential at the edge of the adsorbed layer, layer thickness, adsorbed mass) and the dispersion medium (e.g., ionic strength). This approach is likely to produce the most accurate predictions of coated ENM behavior because it includes all aspects of the system (particle, coating, and solution) simultaneously, but
characterization of the adsorbed layer properties will be challenging and will require new measurement techniques or methods of analysis. Additionally, each coated ENM that is likely to be formed must be characterized, resulting in high testing requirements. Not all published studies will provide sufficient characterization information, so a limited data set is available to develop correlations. This approach has been demonstrated by Phenrat et al. for deposition of a variety of ENMs with different macromolecular coatings, including synthetic polymers and NOM.\textsuperscript{132} It is currently unknown how detailed the adsorbed layer characterization must be to reasonably estimate the attachment behavior of coated NPs. Phenrat et al. found that layer thickness and adsorbed mass contributed significantly to improve the correlation between coated ENM properties and ENM attachment efficiency when compared to an existing correlation that did not include these adsorbed layer properties.\textsuperscript{132} These layer properties are expected to be important based on extended DLVO theories for steric interactions. Additional conformational information, e.g. lateral heterogeneity (patchiness) of the adsorbed layer, or chemical information, e.g. hydrophobicity, may also be required to better predict ENM behavior. However, these properties are not readily measurable, particularly on polydisperse ENM samples, so parameter reduction would be highly desirable. The research presented in Chapters 3 and 4 of this thesis falls under this approach: an electrokinetic method to estimate adsorbed layer properties is assessed, and its application to explain ENM deposition behavior is evaluated.

Alternatively, one may characterize the initially manufactured ENM and the free macromolecule (e.g., NOM), then correlate these properties to the ENM behavior of interest (Figure 2.13, Approach 2). This approach was taken by Deonarine et al. when correlating coated zinc sulfide ENM growth and aggregation behavior to the properties of various NOM samples.\textsuperscript{164} The advantage to this approach is that the properties of the free macromolecule (e.g. molecular
weight) are more easily measurable than properties of the adsorbed layer on the ENM. The matrix of required sample characterizations would also be reduced to the initial ENM and macromolecule solution, excluding the need to characterize all relevant combinations of ENM and macromolecule. However, further studies are required to determine whether this approach can accommodate a broad range of ENM types and coatings: this approach implicitly assumes that the properties of the macromolecule and uncoated ENM will correlate predictably to coated ENM properties and hence the coated ENM behavior. However, the adsorption process may be too complex for this simplification to be made. Heterogeneity of the macromolecule will also present several complications in this approach. For example, can the average molecular weight for a bulk NOM sample be a sufficient predictor of adsorbed layer properties and coated ENM attachment behavior, or is a molecular weight distribution required? If so, can that distribution be adequately incorporated into a correlation via only one or a few parameters (e.g. average molecular weight and polydispersity index)? These issues are addressed in the study on the effects of heterogeneous NOM on gold nanoparticle aggregation presented in Chapters 5, 6, and 7.

In either approach, thorough characterization will be essential to the development of correlations to predict ENM behavior. This problem was highlighted in a study by Hotze et al. in which correlations of deposition behavior were attempted for three ENMs (silver, titanium dioxide, and fullerene), either uncoated or coated with one of three macromolecules (poly(acrylic acid), humic acid, and bovine serum albumin). This study tested the hypothesis that the macromolecular coating would control the deposition of the ENM to silica surfaces, such that the behavior of different ENMs could be predicted solely from the macromolecule’s properties (a simplification of Approach 2 in Figure 2.13). However, this hypothesis was definitively
disproven, suggesting that the same macromolecule takes significantly different conformations on different ENMs. Then, correlations for the coated ENM deposition behavior were attempted using the coated ENM properties (size, electrophoretic mobility, adsorbed mass, and layer thickness from electrokinetic modeling), as in Approach 1, but these properties were also insufficient to explain the observed deposition. This problem was attributed to the need for more thorough or more accurate characterization. Although several methods for adsorbed layer characterization are now available or in development (Table 2.1), research that bridges these fundamental characterization studies with ENM behavior studies will be needed to develop a robust correlation to predict coated ENM behavior. Alternatively, the use of model, well-controlled systems would greatly alleviate difficulties in characterization and allow for better control over individual variables (e.g., layer thickness) to simplify the development of a correlation.
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Part I:

Characterization of adsorbed layers on nanoparticles
Chapter 3. Assessment of statistical uncertainty in soft particle electrokinetic modeling approaches

3.1 Introduction

Adsorbed macromolecular layers on nanoparticles can significantly modify the surface properties, and hence the interaction forces, that control nanoparticle transport and fate in the environment. The inclusion of adsorbed macromolecule layer properties has been shown to significantly improve correlations to predict the deposition of coated nanoparticles in porous media. A major challenge to the use and refinement of these correlations is the difficulty in measuring important properties of adsorbed layers on nanoparticles. This problem motivates the pursuit of innovative and reliable methods to characterize adsorbed layers. This chapter assesses a soft particle electrokinetic modeling approach to estimate adsorbed layer properties. Here, this method is primarily assessed for the determination of layer thickness, which is difficult to obtain on realistic, polydisperse nanoparticle samples using common approaches based on nanoparticle sizing methods. The estimation of charge density and permeability of the adsorbed layer using electrokinetic modeling is briefly discussed as well.

Soft particle electrokinetic models are founded on theory describing the electrophoresis (i.e., movement in an applied electric field) of “soft” particles, where “soft” denotes an adsorbed layer that is partially permeable to fluid and electrolytes. The formalism for this theory was first established by Ohshima, with various analytical and numerical solutions to the model provided by Ohshima, Hill et al., Duval and Ohshima, Lopez-García et al., and Ahualli et al. In application, the model can be used to fit electrophoretic mobility data to estimate one or more adsorbed layer properties that contribute to electrophoretic mobility: layer thickness (d); charge
density ($N$); permeability or the Brinkman screening length ($\lambda^{-1}$); and homogeneity ($\alpha$) (i.e., the radial segment distribution). This method has previously been used to investigate a wide range of systems, including bacterial cells coated with fibrils or extracellular polymeric substances (EPS), red blood cells, and nanoparticles or colloids coated with polymers or polyelectrolytes. Free macromolecules (i.e., those not adsorbed onto a hard particle core) can also be assessed with these models, as shown for humic substances. A compilation of the method of model fitting (i.e., the parameters that were fitted or measured externally) and range of layer properties obtained in these studies is presented in Appendix A. Fitted parameters for $d$, $N$, and $\lambda^{-1}$ range from < 1 to 200 nm, 0 to 180 mol m$^{-3}$, and < 1 to 55 nm.

Statistical uncertainty in the fitted parameter values is often neglected, although parameter identifiability problems are not uncommon in nonlinear, multi-parameter models. Previously, Phenrat et al. accounted for uncertainty in the electrophoretic mobility data by repeating data regressions using measured electrophoretic mobility values +/- one standard deviation. In addition, nanoparticle size polydispersity was shown to have an insignificant effect on the modeled electrophoretic mobilities given a simulated particle set containing a distribution of particle sizes. Hence, application of the model may be advantageous in contrast to other methods that are hampered by particle polydispersity issues. The effect of particle polydispersity on the dynamic mobility (in an AC electric field) has also been investigated by Ahualli et al. Sensitivity to fitted parameters for experimental cases has been briefly discussed by analyzing changes in electrophoretic mobility upon adjusting fitted parameters, either holding measured parameters constant or allowing them to vary. A qualitative discussion of the sensitivity to segment distribution for a multilayer soft particle is provided by Langlet et al. Hill et al. acknowledge that the multi-parameter model can be poorly identifiable and assesses
dielectric spectroscopy as a complementary technique to provide independent measures or verification of layer parameters\textsuperscript{29,30} (however, this approach has yet to be widely applied in practice\textsuperscript{31}). Duval and Gaboriaud also suggest coupling electrokinetic measurements and atomic force microscopy (AFM).\textsuperscript{32}

Currently, little guidance is available regarding the types of coated particles for which model fitting is a viable approach, the maximum number of parameters that can be fitted together without overfitting the model, and the scenarios in which parameter reduction or orthogonal measurements are necessary or sufficient to improve confidence in the fitted parameters. Another problem is that, upon application of the model, the uncertainty in the fitted parameters cannot be readily assessed due to the complexity of the model. Identification of simple measures to estimate uncertainty would be beneficial. These issues are addressed in this study. This chapter also demonstrates and discusses applications of the model to estimate layer properties in environmental deposition studies for coated nanoparticles.

3.2 Objectives

The primary objective of this research is to assess the confidence in adsorbed layer parameters obtained by fitting analytical and numerical solutions of the soft particle electrokinetic model. This study includes a rigorous statistical analysis using likelihood plots as well as an assessment of the feasibility of using simplified sensitivity and collinearity indices. Based on these results, recommendations are made regarding the types of coated particles that are amenable to characterization by this modeling method and feasible approaches for uncertainty analysis in future studies. This research was published by Louie et al. in \textit{Langmuir}.\textsuperscript{33}
The second objective of this research is to apply soft particle electrokinetic modeling to experimental systems and to assess the utility of these characterization data to predict nanoparticle deposition in porous media. The first application assesses a set of three coated nanoparticles having selected properties with the specific aim of confirming the theoretical uncertainty analysis performed here; this research accompanied the *Langmuir* publication.\textsuperscript{33} The second project was performed in support of the publication by Hotze et al.\textsuperscript{34} to obtain adsorbed layer thicknesses on nanoparticles and to qualitatively determine whether thick adsorbed layers could control the deposition behavior of different types of nanoparticles by masking the interaction of the hard nanoparticle surface with a silica substrate. In addition, the layer thickness estimates were used in attempted correlations between the properties of the coated nanoparticles and their deposition behavior. Overall, these application studies confirm limitations in application of the electrokinetic modeling method and systematic biases in model fitting estimates identified in the uncertainty analysis. Implications for the development of correlations for predicting the attachment efficiency of nanoparticles from measured layer properties are discussed.

### 3.3 Background

#### 3.3.1 Soft particle electrokinetic theory

Soft particle electrokinetic theory and analytical and numerical solutions to the electrokinetic model are presented here. Soft particle electrokinetic theory describes the electrophoresis of hard particles coated with a soft layer, uniting previous theories for hard particles and fully permeable soft particles such as microgels.\textsuperscript{2} The adsorbed layer can include...
natural or synthetic macromolecules that are either charged or uncharged. The adsorbed layer changes the electrophoretic mobility of a particle by (1) the presence of any charges on the macromolecules, which contribute to the electrophoretic force on the particle, and (2) increased friction imparted by the adsorbed layer, which contributes to the drag force or resistance to particle motion. The resultant electrophoretic mobility is therefore determined by the balance between the electrophoretic and drag forces (Figure 3.1). It is noted that no rigorous slipping or shear plane exists when a soft layer is present; hence, the “zeta-potential” (potential at the shear plane) loses meaning and the application of hard particle theories (e.g., models by Smoluchowski, Debye, and Henry, or O’Brien and White)\textsuperscript{35} to estimate zeta-potential from electrophoretic mobility is inappropriate for soft particles. However, the layer thickness and permeability can be loosely representative of the “effective” layer thickness, or the hydrodynamic thickness for uncharged layers.\textsuperscript{17}
Figure 3.1. Illustration of electrophoretic mobility and the particle and adsorbed layer parameters in soft particle electrokinetic theory. The electrophoretic mobility of the particle, $u_e$, is the ratio of the particle velocity, $v$, to the applied electric field, $E$, and is determined by the electrophoretic force ($F_e$) and drag force ($F_{\text{drag}}$) acting on the coated particle. Important properties that affect these forces include the particle radius, $a$; particle surface charge, $\sigma_{\text{surf}}$; charge density in the polyelectrolyte layer, $N$; and polyelectrolyte layer thickness, $d$. The parameter $\lambda$ is representative of hydrodynamic drag in the layer or permeability to flow, where $\lambda^{-1}$ is the Brinkman screening length.

In the formalism presented by Ohshima, the hard particle core is modeled as a sphere of radius $a$ with uncoated zeta-potential $\zeta$ or surface charge $\sigma_{\text{surf}}$. The adsorbed layer is modeled as a homogeneous layer of thickness $d$ with unit charges $Z_p$ (which can be zero or non-zero) and homogeneous charge density $N$ (Figure 3.1). In numerical models, inhomogeneous segment and charge distributions may be modeled using an additional homogeneity parameter, $\alpha$. The Brinkman screening length, $\lambda^{-1}$, relates to the drag of the polymer segments and is representative of the permeability or “softness” of the coating; the relationship between $\lambda^{-1}$ and the density and properties of the polymer segments is described in detail elsewhere. The bulk fluid is
described by the relative permittivity $\varepsilon_r$ and viscosity $\eta$, and contains $i = 1, \ldots, N_{el}$ species of mobile electrolytes (e.g. $N_{el}=2$ for $\text{Na}^+$ and $\text{Cl}^-$), molar concentration $c_i$ or number concentration $n_i$, and ionic strength $I$ (or Debye parameter $\kappa$).

The governing equations for the electrokinetic model are the Navier-Stokes equation for incompressible fluid flow around the particle (Equation 3.1), where the third and fourth terms represent the electrostatic and frictional forces, respectively, on the particle. Equation 3.2 is obtained by combining the flow and continuity equations for the mobile electrolyte ions.\textsuperscript{2,4,5}

\[
\eta \nabla \times \nabla \times \ddot{u}(\vec{r}) + \nabla p(\vec{r}) + \rho_{el}(\vec{r}) \nabla \psi(\vec{r}) + k(\vec{r}) \ddot{u}(\vec{r}) = 0 \tag{3.1}
\]

\[
\nabla \cdot \left\{ c_i(\vec{r}) \ddot{u}(\vec{r}) - \frac{1}{\lambda_i} c_i(\vec{r}) \nabla \mu_i(\vec{r}) \right\} = 0 ; \quad i = 1, \ldots, N_{el} \tag{3.2}
\]

where $\ddot{u}(\vec{r})$ is the liquid velocity, $p(\vec{r})$ is the pressure, $\psi(\vec{r})$ is the electric potential around the particle, and $k(\vec{r})$ is the friction coefficient at radial position $\vec{r}$. For the mobile electrolyte (i.e., dissolved ions in the dispersion medium), $\rho_{el}$ is the electrolyte charge density (units of charge, e.g. Coulomb, per volume), $c_i$ is the molar concentration of electrolyte, $\mu_i$ is the electrochemical potential, and $\lambda_i$ is the drag coefficient of the mobile ion $i$, defined as $\lambda_i = |z_i| e F / \lambda_i^0$, where $z_i$ is the charge of the ion, $e$ is the elementary charge, $F$ is Faraday’s constant, and $\lambda_i^0$ is the limiting conductivity (5.01 and 7.63 mS m$^{-2}$/mol for $\text{Na}^+$ and $\text{Cl}^-$, respectively).

After writing the ion concentration, electric potential, and chemical potential as a sum of their equilibrium values and the perturbation due to the applied electric field, the following
equations are obtained by Ohshima\(^2\) and are also presented in the solution by Duval and Ohshima\(^5\) (note, Equations 3.1 and 3.2 are also the basis of other solutions\(^4\)).

\[
\eta \nabla \times \nabla \times \mathbf{u}(\mathbf{r}) + \nabla p(\mathbf{r}) - \sum_{i=1}^{N_{el}} \delta \mu_i(\mathbf{r}) \nabla c_i^{(0)}(\mathbf{r}) + \rho_{el}^{(0)}(\mathbf{r}) \nabla \psi^{(0)}(\mathbf{r}) + \\
\nabla (\rho_{el}^{(0)}(\mathbf{r}) \delta \psi(\mathbf{r})) + k(\mathbf{r}) \ddot{u}(\mathbf{r}) = 0
\]

(3.3)

\[
\nabla \cdot \left\{ c_i^{(0)}(\mathbf{r}) \ddot{u}(\mathbf{r}) - \frac{1}{\lambda_i} c_i^{(0)}(\mathbf{r}) \nabla \delta \mu_i(\mathbf{r}) \right\} = 0 ; \ i = 1,\ldots,N_{el}
\]

(3.4)

The superscript (0) denotes equilibrium conditions, and \(\delta\) denotes perturbations from equilibrium due to the application of the electric field (polarization and relaxation effects). The equilibrium potential profile \(\psi^{(0)}(\mathbf{r})\) is given by the Poisson-Boltzmann equation:

\[
\nabla^2 \psi^{(0)}(r) = -\frac{1}{\varepsilon_0 \varepsilon_r} \left\{ \rho_{el}^{(0)}(r) + \rho_0 f(r) g(pH, \psi^{(0)}(r)) \right\}
\]

(3.5)

where \(f(r)\) is a function of the heterogeneity parameter, \(\alpha\), defining the radial segment distribution, and \(g(pH, \psi^{(0)}(r))\) is an isotherm defining the protonation or deprotonation of functional groups (here, \(f \sim 1\) at all \(r\) for a nearly homogeneous layer and no effects of the pH or local potential on the charge in the coating). \(\rho_{el}^{(0)}(r)\) is related to the electrolyte concentration and the potential by the following equation:
\[ \rho^{(0)}_{el}(r) = F \sum_{i=1}^{N_d} z_i c_i^{(0)}(r) = F \sum_{i=1}^{N_d} z_i c_i^{\sigma} \exp \left\{ -z_i e \psi^{(0)}(r) \right\} \]  

(3.6)

For the equilibrium potential problem, the boundary condition is that the potential is zero far from the particle surface; at the particle surface, either (1) constant potential or (2) constant charge (establishing the slope of the potential profile at the surface) is provided. For the flow problem, the boundary conditions are set such that fluid velocity relative to the particle is zero at the hard particle surface and is expressed in terms of the electrophoretic mobility far from the particle surface. Given all other parameters describing the system (including \( d, N, \) and \( \lambda^{-1} \)), the electrophoretic mobility that satisfies the boundary value problem is determined.

Ohshima’s analytical approximations\(^2\) are derived upon neglecting polarization and relaxation (non-equilibrium perturbations); that is, \( \delta \rho_{el}(\vec{r}) = 0 \), and hence \( \delta \psi(\vec{r}) = 0 \) and \( \delta \mu(\vec{r}) = 0 \). Expressions are available for all combinations of uncharged and charged hard particles and soft layers. For a charged hard particle with a charged coating in a symmetric (\( z_{el}:z_{el} \)) electrolyte, after taking the assumptions that \( \kappa a >> 1 \), \( \kappa d >> 1 \), and \( \lambda d >> 1 \), the electrophoretic mobility \( u_e \) is:\(^2\)

\[
\begin{align*}
    u_e &= \frac{\varepsilon \varepsilon_0}{\eta} \left( \frac{\psi_0 / \kappa_m + \psi_{DON} / \lambda}{1 / \kappa_m + 1 / \lambda} \right) f(d / a) + \frac{Z_p e N}{\eta \lambda^2} \frac{\exp(-\lambda d / \lambda) - \exp(-\kappa_m d / \kappa_m)}{1 / \lambda^2 - 1 / \kappa_m^2} \\
    &\quad + \frac{8 \varepsilon \varepsilon_0 k_B T}{\eta \lambda z_{el} e} \tanh \left( \frac{z_{el} e \zeta}{2 k_B T} \right) \frac{\exp(-\lambda d / \lambda) - \exp(-\kappa_m d / \kappa_m)}{1 / \lambda^2 - 1 / \kappa_m^2} 
\end{align*}
\]

(3.7)

where \( \varepsilon_0 \) is the permittivity of vacuum, \( k_B \) is Boltzmann’s constant and \( T \) is the temperature. \( \psi_0 \), the potential at the interface between the polyelectrolyte layer and the solvent, is given by:

90
\[ \psi_0 = \psi_{DON} - \frac{k_B T}{z_e e} \left( \tanh \frac{z_e e \psi_{DON}}{2k_B T} \right) + \frac{4k_B T}{z_e e} \exp(-\kappa_m d) \tanh \left( \frac{z_e e \kappa_m}{4k_B T} \right) \]  

(3.8)

The Donnan potential, \( \psi_{DON} \), is given by Equation 3.9:

\[ \psi_{DON} = \frac{k_B T}{z_e e} \sinh^{-1} \left( \frac{Z_p N}{2z_e n^c} \right) \]  

(3.9)

where \( n \) is the bulk electrolyte concentration.

\( \kappa_m \) is a modified Debye parameter accounting for the effect of charges in the polyelectrolyte layer, and \( f(d/a) \) is a function of \( d/a \) which ranges from 2/3 for \( d/a \to 0 \) to 1 for \( d/a \to \infty \):

\[ \kappa_m = \kappa \left( \cosh(z_e e \psi_{DON} / k_B T) \right)^{1/2} \]  

(3.10)

\[ f \left( \frac{d}{a} \right) = 2/3 \left( 1 + \frac{1}{2(1 + d/a)^3} \right) \]  

(3.11)

Numerical solutions relax the assumptions on particle size and layer thickness and allow for the specification of \( \alpha \) to represent an inhomogeneous segment and fixed charge distribution, where \( \alpha = 0 \) represents a completely homogeneous layer (with a discontinuous polymer/solvent boundary). These numerical models also account for polarization and relaxation effects by
inclusion of the perturbation terms. Various approaches have been presented to solve the boundary value flow and electrostatic problems; for a detailed treatment of the problem, the reader is referred to the references.\textsuperscript{4-8} In this study, both the analytical and numerical solutions will be assessed and compared.

3.3.2 Application of soft particle electrokinetic models to estimate layer properties

The experimental approach for application of electrokinetic modeling is depicted in Figure 3.2. First, the electrophoretic mobilities of the bare and coated particles are measured at several ionic strengths. Layer parameters ($N$, $d$, $\lambda^{-1}$, and/or $\alpha$) that are not known or measured by orthogonal methods are obtained by weighted least-squares fitting to minimize the weighted residual sum of squared errors between the experimental data and modeled electrophoretic mobilities. Here, the squared error for each datum is weighted (divided) by the variance in the measured datum.
Figure 3.2. Method for estimation of adsorbed layer properties by application of soft particle electrokinetic modeling. Bare and coated nanoparticle suspensions are prepared at several ionic strengths, and their electrophoretic mobilities are measured. The bare particle electrophoretic mobilities and ionic strengths are used as inputs for the electrokinetic model, and the coated particle electrophoretic mobilities are fitted to obtain the weighted least squares estimate of three layer properties: layer thickness, charge density, and permeability or hydrodynamic drag.

It is emphasized that this study focuses on statistical uncertainty in fitted parameters. Discussion of model accuracy and the applicability of the Brinkman equation for $\lambda^{-1}$ in representing physical details of experimental systems is provided elsewhere$^{5,32,36}$ but is outside the scope of this study. Shrinking or swelling of the layer with ionic strength has also been disregarded, although this behavior may be included by representing $d$ as a function of ionic strength. Alternatively, swelling can be estimated by fitting $N$ and $\lambda^{-1}$ at high ionic strength where $\alpha$ is insignificant, then determining the $\alpha$ values that best represent each low ionic
strength datum.\textsuperscript{12,18} Although the most accurate model representation is desired, identifiability problems inherent in the model itself can limit the utility of even the most physically accurate model. In addition, uncertainty in fitted parameters due to model inaccuracy may be small compared to the uncertainty due to poor identifiability. In application, the model should both be accurate and allow for good identifiability of layer properties. The latter topic is addressed in this research.

3.3.3 Likelihood plots for rigorous uncertainty analysis

Parameter identifiability analysis is used to determine confidence intervals on fitted parameters; that is, the range of each parameter for which statistically similar (e.g. within experimental uncertainty) model outputs are obtained. Confidence intervals are easily determined for simple models, such as linear fits, but become complicated for multi-parameter, nonlinear models such as the soft particle electrokinetic model. Rigorous analyses become more difficult to interpret as the number of fitted parameters increases; furthermore, they may be infeasible to perform on a regular basis for computationally intensive models.

In this study, parameter identifiability analysis is performed following standard methods to identify “likelihood” or confidence regions for the fitted parameters, as presented by Bates and Watts.\textsuperscript{26} In addition, “practical” methods to represent identifiability through simple sensitivity and collinearity indices are applied and assessed, following the methods by Brun et al. for large environmental models.\textsuperscript{27} These analyses are typically applied to experimental data. Here, both experimental and simulated data (i.e., theoretical electrophoretic mobilities obtained from the soft particle electrokinetic model) are assessed. Modifications to the procedure when using simulated data are noted.
In general, any model can be written $Y = \eta(\theta) + Z$, where $Y$ is the observation vector (here, the measured $u_e$ at 10 ionic strengths), $\theta$ contains the set of fitted parameters (e.g., $N$, $d$, and $\lambda^{-1}$), $\eta(\theta)$ represents the model outputs (the modeled $u_e$ curve for given parameter values over 10 ionic strengths), and $Z$ is the error between the observed and fitted $u_e$ data. Bolded variables represent vectors. For simulated cases, $Y$ is modeled for the parameter set of interest or the “true” parameters, and $Z$ is then zero for the true parameters and non-zero for other parameter sets (assuming a unique solution). Generally, the weighted residual sum of squared errors (WRSS), $S(\theta)$, is assessed. The weighting is performed by dividing the squared errors by the variance of the experimental data to increase the relative importance of data points with lower uncertainty. The parameters are fitted to determine the least squares estimate (i.e., the parameter set that produces the minimum WRSS) is denoted $\hat{\theta}$.

Identifiability analysis considers the range of parameter sets that produce similar WRSS to the minimum WRSS, $S(\hat{\theta})$, at a confidence level of $1-\beta$ (e.g., 95% confidence). Note that $\beta$ is used here instead of the typical symbol, $\alpha$, to distinguish from the radial segment distribution function defined previously. A parameter can be poorly identifiable if the model is not sensitive to it or if it is collinear with other parameters (i.e., its effects on the model output can be offset by adjusting the other fitted parameters). Graphical representations of exact parameter identifiability include conditional and profile likelihood contour plots, in which the likelihood or confidence region is drawn on a plot. The likelihood region contains all parameter sets, $\theta$, whose WRSS is low enough to satisfy the follow condition:

$$S(\Theta) \leq S(\hat{\Theta}) \left[ 1 + \frac{m}{n-m} F(m, n-m; \beta) \right]$$

(3.12)
where \( m \) is the number of parameters that are fitted, \( n \) is the number of observations (ionic strengths), and \( F(m, n-m; \beta) \) is the upper \( \beta \) quantile (\( \beta = 0.05 \) and 0.20 for 95% and 80% likelihood, respectively) for the F distribution with \( m \) parameters and \( n-m \) degrees of freedom.

Likelihood regions can be determined using Equation 3.12 for experimental data with a non-zero \( S(\hat{\theta}) \). For simulated data, \( S(\hat{\theta}) = 0 \) at the true parameter set, and the likelihood region would be a single point. Given that error will exist in the measurement of electrophoretic mobility, we instead determine a region where the error is within 4% relative to the true \( u_e \) curve, based on typical experimental errors achieved in this lab for measurements of metal oxide nanoparticles, \(~2-7\%\), at 30 ppm concentration on a Zetasizer 3000 instrument (Malvern Instruments, Westborough, MA). The limit of 4% error is defined as follows:

\[
S(\hat{\theta}) \leq S(\hat{\theta}) + \sum_{i=1}^{n} \left( 0.04 \eta_i(\hat{\theta}) \right)^2, \quad i = 1, 2, \ldots, n
\]  

where \( \hat{\theta} \) is the simulated case used and \( S(\hat{\theta}) = 0 \). Here, the term “likelihood region” will be used loosely to represent this region. For experimental data with higher than 4% error, rigorous likelihood regions defined by Equation 3.12 will be larger than the region defined by Equation 3.13.

To produce a likelihood plot, parameters can be systematically varied, and those satisfying Equation 3.12 or 3.13 are plotted. For ease of visualization, pairwise likelihood plots are typically generated showing only two parameters at a time, e.g. \( N \) and \( d \) instead of \( N, d, \) and \( \lambda^{-1} \). “Conditional” and “profile” likelihood plots are distinguished by whether the additional
parameters not shown are held constant or allowed to vary. In conditional likelihood plots, the
parameters not shown on the axes are held constant at their least squares estimate. Conditional
plots show effects of pairs of parameters and can be used to gauge sensitivity to individual
parameters, but collinearity of the entire set of parameters is neglected since some are held
constant. In profile likelihood plots, parameters not shown on the axes are fitted to achieve the
lowest $S(\theta)$, which is assessed per Equation 3.12 or 3.13. Profile plots account for collinearity of
all parameters, so the profile likelihood region is larger than the conditional region. Hypothetical
plots are shown in Figure 3.3.

![Figure 3.3](image)

**Figure 3.3.** Hypothetical plots of (a) conditional and (b) profile likelihood regions. The red
point represents the best fit, and the black region represents the likelihood region accounting for
uncertainty in measurements (all points where Equation 3.12 is satisfied). Plots for $\lambda^{-1}$ vs. $N$ and
d vs. $\lambda^{-1}$ (not shown here) are also created. In the conditional plot (a), $\lambda^{-1}$ is held constant at its
least squares estimate. Sensitivity can be deduced from the extent of the likelihood region. In
the profile plot (b), $\lambda^{-1}$ is fitted to produce the lowest RSS at each point $(N, d)$, so the region
expands. Collinearity of $d$ and $N$ can be deduced from the shape of the plot.

### 3.3.4 Sensitivity and collinearity indices for large models

Likelihood contour plots can be computationally intensive to produce and difficult to
interpret for large models with multiple fitted parameters. To alleviate these problems, Brun et
al. recommend computing sensitivity and collinearity indices as surrogate measures of identifiability. These indices are less rigorous than the likelihood plots because they assume a linear model and are based on extrapolation of an analysis of only the local parameter space around $\hat{\theta}$. Therefore, an assessment is made in this study to determine the appropriateness of these indices to represent the likelihood plot before they are recommended for use with the soft particle electrokinetic model.

Sensitivity expresses how much the model output $\eta(\theta)$ (electrophoretic mobility) is expected to change due to a change of $\Delta\theta_j$ in each of the fitted parameters ($N$, $d$, and $\lambda^{-1}$), and is calculated using Equation 3.14:

$$s_{ij} = \nu_{ij} \frac{\Delta\theta_j}{SC_i} \quad i = 1, 2, \ldots, n \quad j = 1, 2, \ldots, m$$

(3.14)

where $\Delta\theta_j$ is a reasonable range of $\theta_j$ that can be expected based on expert knowledge, $SC_i$ is a scaling factor on the electrophoretic mobility, and $\nu_{ij}$ is the derivative of $u_{ej} = \eta(\theta)$ with respect to parameter $\theta_j$, taken at $\theta = \theta_0$, shown in Equation 3.15:

$$\nu_{ij} = \left. \frac{\partial \eta_i(\theta_j)}{\partial \theta_j} \right|_{\theta = \theta_0}$$

(3.15)

Here, $\theta_0$ is taken to be the least squares estimate, $\hat{\theta}$, and the slope $\nu_{ij}$ is computed for each parameter using a linear approximation between the points $\eta_i(\theta_0)$ and $\eta_i(1.1\theta_0)$, holding the other two parameters at their values in $\theta_0$. Guidelines for choosing $\Delta\theta_j$ and $SC_i$ are presented.
in detail by Brun et al.27 Briefly, $\Delta \theta_j$ scales and accounts for expected ranges in the parameters $(N, d, \text{and } \lambda^{-1})$, whereas $SC_i$ scales the output by measurement uncertainty. Here, $\Delta \theta_j$ is taken as $1 \text{ mol/m}^3$ for $N$ and $1 \text{ nm}$ for $d$ and $\lambda^{-1}$. $SC_i$ is chosen as $\eta_i(S)$ for theoretical cases since the measurement standard deviation is taken to be approximately proportional to $u_{e,i}$; therefore, the sensitivity index describes the effect of parameters on $u_e$ relative to the true $u_e$ curve.

Sensitivity of the model output to each of the $j$ parameters (e.g., $N$, $d$, and $\lambda^{-1}$) is summarized over all $n$ data points as the root mean square average $\delta_{j \text{msqr}}$:

$$\delta_{j \text{msqr}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \frac{s_{ij}^2}{s_{ij}^2}}$$

(3.16)

Lower $\delta_{j \text{msqr}}$ indicates poorer model sensitivity, which implies that parameter $j$ may not be identifiable even if the other parameters are accurately known or measured. It is noted that the exact values of $\delta_{j \text{msqr}}$ will depend on the values of $\Delta \theta_j$, $SC_i$, and the points used to compute $u_{ij}$; therefore, these details must be kept consistent in future application for comparison against the values in this study. A sample calculation is provided in Appendix A.

Collinearity indices are used to determine joint influence of parameters. Collinearity can be calculated for the model for subsets $K$ of parameters, e.g. fitting all parameters together so $K = (N, d, \lambda^{-1})$, or two parameters while holding one at a known/estimated value, so $K = (N, d)$, $K = (N, \lambda^{-1})$, or $K = (d, \lambda^{-1})$. First, the sensitivity vectors $s_j$ (each containing $n$ values) for each $j$ are divided by their norms to obtain normalized sensitivities $\tilde{s}_j$.27
The collinearity index $\gamma_K$ is calculated for each subset $K$ as follows:\textsuperscript{27}

$$\gamma_K = \frac{1}{\sqrt{\lambda_K}}$$

where $\lambda_K$ is the smallest eigenvalue of $\tilde{S}_K^T \tilde{S}_K$ and $\tilde{S}_K$ is the matrix with columns $\tilde{s}_j$ for only the parameters $j$ in the subset $K$ of interest. A higher collinearity index indicates that parameters can more effectively offset each other’s effect on $\eta(\Theta)$, resulting in poor parameter identifiability.

Sensitivity and collinearity indices are computed for all cases for analytical and “exact” numerical models. A full set of likelihood plots for the numerical model was not produced due to the computational requirements. Instead, Ohshima’s analytical approximations are analyzed in full, using conditional and profile likelihood plots to determine rigorous confidence intervals, which are then correlated with sensitivity and collinearity measures. Conditional likelihood plots for the numerical model are demonstrated for select theoretical cases and for the experimental sets to confirm the correlations with sensitivity and collinearity measures.

### 3.4 Materials and methods

#### 3.4.1 Confidence in parameter estimates from soft particle electrokinetic models

In the first part of this study, theoretically generated electrophoretic mobilities are assessed to provide a fundamental uncertainty analysis and to determine cases where parameters
are identifiable under ideal circumstances. Both Ohshima’s analytical expressions\textsuperscript{2} and the exact numerical model are used and compared. The MPEK-0.02 software for the numerical model was provided by Dr. Reghan Hill and implements the numerical model as presented by Hill and Saville.\textsuperscript{4} Other approaches to the numerical solution such as those by Duval and Ohshima\textsuperscript{5} and Lopez-Garcia et al.\textsuperscript{7} are equivalent. It is emphasized that the numerical model is necessary for the cases explored here where polarization effects are significant (e.g., $\psi > 25 \text{ mV}$) and for systems that do not fit the constraints of $\kappa a >> 1$, $\kappa d >> 1$, and $\lambda d >> 1$. Because these cases are of interest for nanoparticle systems or thin coatings, we include these cases but emphasize that the analytical model is not appropriate in practice for these scenarios. However, analysis of the analytical model for these cases is necessary as a starting point for the identifiability analysis, because complete analysis of the numerical model for every simulated case would be computationally prohibitive. The comparison of the two models will also show how identifiability can differ when using the more accurate numerical model.

The theoretical coated particle electrophoretic mobility data $u_{e,\text{true}}$ are computed at each of ten ionic strengths (5, 10, 15, 20, 30, 40, 50, 60, 70, and 80 mM NaCl) using either Equations 3.7 to 3.11 (analytical model) or the MPEK-0.02 numerical model for chosen values of $N$, $d$, $\lambda^{-1}$, and the bare particle surface charge density, $\sigma_{\text{surf}}$. The heterogeneity parameter $\alpha$ is set to $10^{-5}d$ (nearly homogeneous) in the numerical model. Here, one of the segment distributions $f(r)$ defined in prior studies is used:\textsuperscript{4,5}

$$f(r) = n_s/n_0 (1/2)\text{erfc}[(r-a-d)/\alpha]$$

(3.19)
where $r$ is the distance from the particle surface, $n_s$ is the segment density, and $n_0$ is the nominal segment density for a homogeneous layer with equivalent number of segments and layer thickness $d$. The limit $\alpha = 0$ specifies a completely homogeneous layer; as $\alpha$ increases to 1 and higher, the distribution broadens. Although heterogeneity (non-zero $\alpha$) can have significant effects on electrophoretic mobility,\textsuperscript{5} we consider only the homogeneous case here and acknowledge that inclusion of $\alpha$ as another fitted parameter, while a more accurate physical representation of the system, can result in poorer identifiability from a statistical viewpoint.

The fluid is taken to be water at 298 K with 1:1 electrolyte ($z_{el} = 1$), and the polyelectrolyte unit charge $Z_p$ is -1. The polyelectrolyte parameters are assumed to remain constant in the range of ionic strengths used. The bare particle radius $a$ is chosen to be 20 nm.

180 cases are analyzed for all combinations of the following parameters:

- Hard particle surface charge density, $\sigma_{surf}$ (C/m$^2$): $-3 \times 10^{-4}$, $-3 \times 10^{-3}$, $-9 \times 10^{-3}$
- Layer thickness, $d$ (nm): 5, 10, 20, 40
- Ratio of the Brinkman screening length to layer thickness, $\lambda^{-1}/d$: 0.2, 0.5, 0.8
- Layer charge density (number density), $N$ (m$^{-3}$): $10^{20}$, $10^{22}$, $10^{24}$, $5 \times 10^{24}$, and $10^{25}$ m$^{-3}$

The range of $\sigma_{surf}$ is equivalent to uncoated particle zeta-potentials of 2 to 48 mV at 5 mM ionic strength (calculated from the Gouy-Chapman equation). The range of $N$ is equivalent to $1.7 \times 10^{-4}$ to 16.6 mol m$^{-3}$. These values are chosen to encompass a broad range of systems of a nanoparticle or colloid coated with synthetic or natural polyelectrolytes (Table A.1).

Conditional and profile likelihood plots are produced for all cases defined above, showing the confidence regions for parameters when the electrokinetic model is applied to fit
either two or three adsorbed layer parameters. Sensitivity and collinearity indices are computed, as described in Section 3.3.4, and correlated to the identifiability of layer thickness determined in the likelihood plots.

3.4.2 Experimental validation of theoretical uncertainty analysis

Three experimental samples of macromolecule-coated nanoparticles are assessed using the analytical and numerical soft particle electrokinetic models to estimate the adsorbed layer properties. The uncertainty analyses described above are applied to these systems and compared against the findings from the simulations. The nanoparticles and macromolecules assessed include (1) citrate-reduced gold (Au) nanoparticles (13 ± 1.3 nm primary particle diameter by TEM (unpublished data from Stella Marinakos); 28 nm intensity-weighted diameter, polydispersity index (Pdi) 0.17, by dynamic light scattering (Malvern Instruments, Westborough, MA)) with adsorbed poly(ethylene glycol) (PEG) methoxy thiol, molecular weight 1000; (2) magnetite (Fe₃O₄) nanoparticles (20-30 nm primary particle diameter, Pdi 0.26) with adsorbed polyacrylic acid (PAA), degree of polymerization 157 or molecular weight ~14,400; and (3) reactive nano-iron particles (RNIP) (40 nm primary particle diameter) with adsorbed polystyrene sulfonate (PSS), molecular weight ~70,000. RNIP has a zerovalent iron (Fe⁰) core and an iron oxide shell that is comparable to Fe₃O₄. For each sample, the polymer was adsorbed to the particles, and excess polymer was removed by centrifuging the particles and resuspending them in polymer-free medium. The PEG-coated Au nanoparticles were prepared and measured for this study. The PAA-coated Fe₃O₄ nanoparticles were prepared previously,³⁷ and their electrophoretic mobility was measured in this study. Electrophoretic mobility data for PSS-coated RNIP was used as published elsewhere.¹⁹ Electrophoretic mobility was measured at
several ionic strengths for the bare and coated particles, at pH 8.3 for Au and pH 8.5 for Fe$_3$O$_4$ and RNIP. Materials and methods are fully described in Appendix A.

Layer parameters were estimated by weighted least-squares fitting of the numerical model as described in Section 3.3.2. It is noted that we assume the citrate coating on Au nanoparticles (obtained upon synthesis by citrate reduction) establishes surface charge immediately at the hard particle surface and is neither part of, nor perturbed by, the soft PEG layer, although other studies have treated similar systems as an uncharged Au core with citrate contributing to the soft layer. Neither representation is perfectly accurate, but this detail is outside the scope of this paper and can be addressed in further studies.

3.4.3 Application of the electrokinetic modeling method to estimate adsorbed layer properties for nanoparticle transport experiments

Electrokinetic modeling was applied in a study by Hotze et al. to estimate adsorbed layer properties on nanoparticles and correlate these properties to their deposition. In this study, nanoparticle deposition was measured in packed column experiments, as described in the associated publication. The deposition of silver, titanium dioxide, and fullerene nanoparticles, each coated with a synthetic polyelectrolyte (poly(acrylic acid) (PAA)), a protein (bovine serum albumin (BSA)), or a natural organic matter sample (Aldrich humic acid (HA)) were measured. The substrate used was silica beads, and the suspension medium was 20 mM NaCl in water at pH 7.6. Briefly, the nanoparticles were pumped through a water-saturated packed column (pre-equilibrated in the dispersion medium used for the nanoparticle suspensions), and their attachment efficiency to the substrate was calculated from the measured effluent concentration.
using Equation A.1 (described in Section A.6 in Appendix A) and the Tufenkji-Elemekel correlation\textsuperscript{38} to obtain the single-collector contact efficiency (Equation A.2 in Section A.6).

Adsorbed layer thicknesses were estimated by least squares fitting of electrophoretic mobility data collected over an ionic strength range of 1 to 61 mM (as NaCl) at pH 7.6, using Hill’s numerical solution to the electrokinetic model.\textsuperscript{4} The layer thicknesses were used to assess whether deposition behavior correlated to the adsorbed layer properties, and the statistical analyses presented in this study were applied to assess confidence in the fitted parameters.

Another study re-assesses data used by Phenrat et al.\textsuperscript{1} to develop a semi-empirical correlation between the properties of coated nanoparticles (including the adsorbed layer thickness) and their attachment efficiency. The materials used in this study include polystyrene latex (PSL), hematite ($\text{Fe}_2\text{O}_3$), and titanium dioxide ($\text{TiO}_2$) nanoparticles coated with humic and fulvic acids (HA and FA), poly(styrene sulfonate) (PSS), polyaspartate (PAP), and carboxymethylcellulose (CMC). The electrophoretic mobility data and nanoparticle deposition data were collected by Phenrat et al.,\textsuperscript{1} Amirbahman and Olson,\textsuperscript{39,40} and Franchi and O’Melia.\textsuperscript{41} For the original correlation, Ohshima’s analytical solution to the electrokinetic model\textsuperscript{2} was used to estimate layer thicknesses. Here, layer thickness estimates are revised using Hill’s numerical solution.\textsuperscript{4} The attachment efficiency correlation was then revised by Tanapon Phenrat using the Buckingham-II approach, as described previously.\textsuperscript{1} The ability of the modified correlation to capture the observed deposition data was compared to the original model.

3.5. Results

Results of the uncertainty analysis are presented, first assessing Ohshima’s analytical solution of the electrokinetic model for which ease of computation allows for a rigorous
assessment using likelihood plots as well as an assessment of the validity of sensitivity and collinearity indices for the model. Then, the uncertainty analysis is applied to a numerical solution of the electrokinetic model, and results are compared to those for the analytical model. We focus on the confidence in the layer thickness parameter; identifiability of charge density and permeability are briefly presented as well. Finally, results for experimental systems and environmental applications are presented.

3.5.1 Identifiability of layer thickness in the analytical model

Parameter identifiability analysis was performed for the synthetic parameter sets described in Methods. Conditional and profile likelihood plots for the analytical model\(^2\) are shown in Figure 3.4. These plots show the exact confidence intervals in parameters, where a narrow likelihood region is desirable; furthermore, analysis of the bounds on the likelihood regions on the conditional and profile likelihood plots indicates whether parameters are identifiable when one, two, or three parameters are fitted together. Based on the extent of the likelihood regions, cases were split into four groups by the identifiability of layer thickness \(d\). Only the pairwise plots for \(d\) vs. \(N\) and \(d\) vs. \(\lambda^{-1}\) are shown here; plots of \(\lambda^{-1}\) vs. \(N\) are provided in Appendix A (Figure A.1). Plots are cut off at \(d = 100\) nm, an arbitrary but very large value for layer thickness.
Figure 3.4. (i) Conditional and (ii) profile likelihood plots for representative cases in Groups A, B, C, and D for the analytical model. Cases (Table A.2) shown are (A) Case 66 \( (\sigma_{\text{surf}}=3\times10^{-3} \text{ C/m}^2, N=10^{20} \text{ m}^{-3}, d=10 \text{ nm}, (\lambda d)^{-1}=0.2) \), (B) Case 69 \( (\sigma_{\text{surf}}=3\times10^{-3} \text{ C/m}^2, N=5\times10^{24} \text{ m}^{-3}, d=10 \text{ nm}, (\lambda d)^{-1}=0.2) \), (C) Case 109 \( (\sigma_{\text{surf}}=3\times10^{-3} \text{ C/m}^2, N=5\times10^{24} \text{ m}^{-3}, d=10 \text{ nm}, (\lambda d)^{-1}=0.8) \), and (D) Case 114 \( (\sigma_{\text{surf}}=3\times10^{-3} \text{ C/m}^2, N=5\times10^{24} \text{ m}^{-3}, d=20 \text{ nm}, (\lambda d)^{-1}=0.8) \). Red dots indicate \( \theta_{\text{true}} \); black regions indicate parameter sets with low RSS satisfying Equation 3.13. Discontinuities in regions are artifacts of the grid plotting resolution. Diagonal cutoffs in C(ii) and D(ii) are a result of the constraint \( d \geq \lambda^{-1} \). In the conditional plots, the parameter not shown on the axes is fixed at its true value; in the profile plots, it is allowed to vary. Group A, B, and C systems are defined such that the likelihood region is bounded in \( d \) within 100 nm upon fixing 0, 1, or 2 of the other parameters \( (N \text{ and } \lambda^{-1}) \), respectively. Layer thickness is never identifiable for Group D systems.
Based on the likelihood plots alone, four groups can be defined as follows. These groups will later be correlated to physical properties of the coated particles.

- **Group A**: Layer thickness is identifiable (within 100 nm with 95% confidence) when all three parameters are fitted (i.e., no prior knowledge or orthogonal measurement is provided for either $N$, $d$, or $\lambda^{-1}$). That is, profile likelihood regions, where all parameters can vary, are bounded along $d$ at all $N$ and $\lambda^{-1}$ (Figure 3.4, group A(ii)).

- **Group B**: Layer thickness is identifiable when two, but not three, parameters are fitted. Profile likelihood regions (Figure 3.4, group B(ii)) are only bounded along $d$ if either $N$ or $\lambda^{-1}$ (or both) is fixed at its true value, which can be observed by following the extent of the likelihood region along a vertical line drawn at $N_{true}$ or $\lambda^{-1}_{true}$. Equivalently, one or both conditional likelihood regions (Figure 3.4, group B(i)), where one parameter is already fixed at its true value, are bounded along $d$. This analysis assumes no error on $N$ or $\lambda^{-1}$; if an erroneous value of $N$ or $\lambda^{-1}$ is provided, then $d$ is not necessarily identifiable.

- **Group C**: Layer thickness is identifiable only if both $N$ and $\lambda^{-1}$ are fixed at their true values. Profile likelihood regions are unbounded in $d$ even when fixing $N$ or $\lambda^{-1}$ (Figure 3.4, group C(ii)). Conditional likelihood regions are unbounded in $d$ unless both are fixed (Figure 3.4, group C(i)).

- **Group D**: Layer thickness is never identifiable, even if both $N$ and $\lambda^{-1}$ are known. That is, neither profile nor conditional likelihood regions are bounded for $d$, regardless of whether $N$ and $\lambda^{-1}$ are fixed (Figure 3.4, group D).

The profile likelihood regions (Figure 3.4(ii)) represent confidence regions where a higher number of parameters are fitted (rather than fixed) and are thus larger than the conditional
likelihood regions (Figure 3.4(i)). The shapes of the plots show a nonlinear correlation among the parameters $N$, $d$, and $\lambda^{-1}$. Because the likelihood plots extend toward large $d$ values, they also suggest that layer thicknesses are likely to be overestimated when identifiability problems are encountered (independent of physical accuracy) when using the analytical model.

$\delta_{d}^{\text{msqr}}$ (sensitivity) and $\gamma_{K}$ (collinearity) indices are faster to compute and simpler to analyze than likelihood plots. Because likelihood plots are computationally expensive to produce for the numerical model, the sensitivity and collinearity indices are first correlated to the parameter identifiability from the likelihood plots for the analytical model. We focus on the sensitivity to $d$ ($\delta_{d}^{\text{msqr}}$) and the collinearity among all three parameters ($\gamma_{N,d,1/\lambda}$). These indices are plotted in Figure 3.5 with Groups A, B, C, and D indicated. Computation of $\delta_{d}^{\text{msqr}}$ and $\gamma_{N,d,1/\lambda}$ relies on linear approximations, so these indices do not perfectly describe the model, which is highly nonlinear, as can be discerned from the non-ellipsoidal confidence regions. However, these measures tend to correlate well with the groups defined above from the likelihood plots.

Group A and B cases have the highest $\delta_{d}^{\text{msqr}}$ values, indicating highest sensitivity to the layer thickness, $d$. Group D cases have the lowest $\delta_{d}^{\text{msqr}}$ values, indicating that $d$ will not be identifiable for these cases regardless of whether $N$ and $\lambda^{-1}$ are known because the model has very low sensitivity to $d$. For these simulated cases, Group D cases all have $\delta_{d}^{\text{msqr}} \leq 0.005$, and Group C cases have $\delta_{d}^{\text{msqr}} \leq 0.009$. For experimental cases, the cutoffs for $\delta_{d}^{\text{msqr}}$ may differ when the goodness of fit of the least squares estimate is considered (Equation 3.12). Groups are less clearly distinguished by collinearity, but collinearity tends to increase as $\delta_{d}^{\text{msqr}}$ decreases and identifiability of $d$ worsens.
Figure 3.5. Correlation of likelihood plot groupings to sensitivity and collinearity indices for the analytical model. Sensitivity cutoffs distinguishing B/C and C/D groups are estimated at $\delta_d^{msqr} = 0.009$ and $0.005$, respectively. Collinearity generally correlates inversely with sensitivity, but distinct collinearity cutoffs distinguishing Groups A/B/C/D are not apparent for layer thickness.

The sensitivity to $d$ is plotted against $N, d$, and $\lambda^{-1}$ to show trends in identifiability with particle and coating properties for $\sigma_{surf} = 3 \times 10^{-4}$ (Figure 3.6). As $N, d$, and $\lambda^{-1}$ increase, identifiability in $d$ becomes poorer. Higher magnitudes of $\sigma_{surf}$ result in slightly higher sensitivity (Figure A.2 and A.3 in Appendix A). Limiting cases described by Ohshima are approached in the range of cases explored here and interpreted in the context of model sensitivity to layer thickness.
Figure 3.6. Correlation of $\delta_d^{msqr}$ to polyelectrolyte parameters $N$, $d$, and $\lambda^{-1}$ for the analytical model\textsuperscript{2}, at $\sigma_{surf} = 3 \times 10^{-4}$ C/m\textsuperscript{2}. Darker colors indicate poorer sensitivity. Model sensitivity to $d$ decreases as $N$, $d$, and $\lambda^{-1}/d$ increase. Trends are similar at higher surface charges, with slightly higher sensitivity overall.

First, a mathematical interpretation of the trend in layer thickness identifiability is given. It is noted that, for the analytical model, electrophoretic mobility depends only on $N$ and $\lambda^{-1}$ at high ionic strength.\textsuperscript{2,30,42} Therefore, in understanding identifiability of $d$, the low ionic strength data (where the Debye length is large) are most important. Here, 5 mM was the lowest ionic strength used ($\kappa^{-1} = 4.3$ nm at 298 K). The trends in sensitivity to $d$ observed here are consistent with Equations 3.7 to 3.11. In all terms except $f(d/a)$, $d$ appears as $\exp(-d)$. For thicker layers, $d$ becomes less significant (e.g., changing $d$ by 1 nm has a greater impact on $\exp(-d)$ at $d_{true} = 5$ nm than at $d_{true} = 40$ nm), and the electrophoretic mobility thus becomes less sensitive to $d$. As $N$ and $\lambda^{-1}$ increase, relative contributions of terms without $d$ increase ($u_e$ becomes increasingly
dominated by the second term in Equation 3.7), so the impact of \( d \) on \( u_e \) becomes less.

The trends can also be interpreted from basic physicochemical principles, considering that for a limiting case of a spherical polyelectrolyte (without a hard particle core), the electrophoretic mobility is independent of the size (“thickness”) of the polyelectrolyte in the analytical electrokinetic model; i.e., the model is completely insensitive to layer thickness. This case is approached as the layer thickness becomes large (\( \kappa d \gg 1 \)) or as the charge density in the adsorbed layer becomes large, obscuring the electrostatic effect of the surface charge on the hard particle. On the other hand, for a nearly-uncharged coating (e.g. \( N = 10^{-20} \text{ m}^{-3} \)), the surface charge on the hard particle core sets the potential profile around the particle, and the magnitude of the potential decays toward zero within a few Debye lengths. Within this region (e.g. for a thin layer, \( \kappa d \not\gg 1 \)), the electrophoretic mobility is sensitive to a shift in the “slipping plane” due to drag imparted by the layer, so layer thickness can be identifiable. The electrical potential profiles for these two cases (thick, highly-charged layer versus thin, low-charge layer) are illustrated in Figure 3.7.
Figure 3.7. Illustration of the magnitude of the electrical potential profile, $|\psi|$, for a charged particle with surface potential $\psi_S$ that is uncoated (a) or coated with a thin, uncharged coating (b) or thick, highly charged coating (c). In (b) and (c), the blue dash-dotted line indicates the potential attributable to the particle core, and the black solid line indicates the total potential. The uncharged coating (b) will impart drag without changing the potential profile, resulting in a significant change in the net force (electrophoretic vs. drag forces) on the particle. On the other hand, for a thick and highly charged layer (c), the Donnan potential associated with the layer charge, $\psi_D$, is attained and establishes the overall potential such that the net force on the particle is relatively insensitive to the layer extent or thickness.

Collinearity indices indicate how much the three parameters can offset each other’s effects on $u_e$. No single critical value of the collinearity index determines identifiability, but critical values often lie between 5 and 20, and severe problems occur above 100. For the analytical model, collinearity indices $\gamma_{N,d,1/\lambda}$ are often $> 20$, and all Group C and D cases have $\gamma_{N,d,1/\lambda} > 100$ (Figure 3.5). Collinearity tends to be higher when sensitivity to $d$ is low, such that small changes in $N$ or $\lambda^{-1}$ can easily offset the effect of $d$ on $u_e$. However, $\gamma_{N,d}$ and $\gamma_{d,1/\lambda}$ (not shown here) are typically $< 10$ with some exceptions. Therefore, reducing the number of fitted model parameters by fixing $N$ and/or $\lambda^{-1}$ improves identifiability of $d$ in Groups B and C (Figure...
3.4(groups B, C)) because collinearity effects are lessened. Fixing both $N$ and $\lambda^{-1}$ removes collinearity effects altogether, leaving only sensitivity effects.

3.5.2 Identifiability of layer thickness in the numerical model

To compare the behavior of the numerical model with the analytical model, sensitivity and collinearity indices were computed using the exact, numerical electrokinetic model\textsuperscript{4} and are plotted in Figure 3.8. The full set of indices for all cases is provided in Table A.2 in Appendix A. Comparison to the analytical model is shown in Figure 3.9. Sensitivity indices were used for the analysis since they were shown to correlate well with likelihood plots for the analytical model. $\delta d^{msqr}$ is similar between the analytical and numerical models at low to moderate $\sigma_{surf}$, $N$, and $\lambda^{-1}$ as expected, since polarization and relaxation effects are less significant in this regime. At high $\sigma_{surf}$, $N$, and $\lambda^{-1}$, sensitivity to $d$ is improved compared to the analytical model, although some cases are still poorly identifiable. In this regime and at low ionic strength (where $d$ is most important), polarization and relaxation effects – which are sensitive to $d$ – significantly distort the double layer from its equilibrium state, and the force on the particle due to the charges becomes less dominant relative to the drag imparted by the layer. In extreme cases, the magnitude of $u_e$ can become larger at high ionic strength than at low ionic strength as layer thickness is increased while holding $N$ and $\lambda^{-1}$ constant. Therefore, the electrophoretic mobility is more sensitive to the coating thickness when polarization and relaxation are accounted for in the numerical model.
Figure 3.8. Correlation of $\delta_d^{msqr}$ to $N$, $d$, and $\lambda^{-1}$ for the numerical model, at $\sigma_{surf} = 3 \times 10^{-4}$ C/m$^2$. Trends are similar to those for the analytical model, except sensitivity is improved at high $N$ and $\lambda^{-1}$ where polarization and relaxation are more significant.
Figure 3.9. Comparison of $\delta_d^{msqr}$ for the analytical$^2$ and numerical$^4$ models at $\sigma_{surf} = 3 \times 10^{-4}$ C/m$^2$. $N$ is systematically increased from $10^{20}$ m$^{-3}$ (Cases 1, 6, 11, etc.) to $10^{25}$ m$^{-3}$ (Cases 5, 10, 15, etc.) for each layer thickness. Layer thickness is systematically varied from 5 nm (Cases 1 to 5) to 40 nm (Cases 16 to 20). Systematic variation of $N$ and $d$ in the first third of the plot (Cases 0 to 20) is repeated in the following sections, where $(\lambda d)$ is varied (Cases 0 to 60). Green and red dashed lines show approximate sensitivity cutoffs distinguishing Groups B/C and C/D, respectively. Results for higher surface charges are shown in Figures A.2 and A.3 in Appendix A. Sensitivity for the numerical model$^4$ is improved compared to the analytical model$^2$ when polarization and relaxation effects are significant (high $N$ and $\lambda^{-1}$).

Collinearity of the full set of parameters, $\gamma_{N,d,1/\lambda}$, is typically lower for the numerical model than the analytical model, although the majority of the cases analyzed here still have $\gamma_{N,d,1/\lambda} > 20$. Again, $\gamma_{N,d}$, $\gamma_{N,1/\lambda}$ and $\gamma_{d,1/\lambda}$ are significantly lower. $\gamma_{N,d}$ is often lower than $\gamma_{d,1/\lambda}$ in
the numerical model, suggesting that $\lambda^{-1}$ can be more important to identify in order to determine $d$. Although layer permeability is not easily measured on a particle, the permeability can be written in terms of $d$ and adsorbed mass, or it can be correlated to the charged density in the adsorbed layer.\textsuperscript{17} In this manner, parameter reduction can be applied to improve estimates of $d$.

Conditional likelihood plots for the subset of $d$ and $N$ were produced for select cases in Figure 3.10 to confirm that assessment of identifiability is valid using the sensitivity indices, which make linear approximations and were only fully compared to likelihood plots for the analytical model. Groups A and B are not distinguishable in these plots since one parameter is held at its least squares estimate. Despite using a linear approximation, the likelihood plots tend to agree with predictions of identifiability from the sensitivity indices. A notable exception is that layers with very high charge density ($10^{25}$ m$^{-3}$ or 16.6 mol/m$^3$) can have better identifiability of layer thickness than suggested by $\delta_d^{m_sq}$, where polarization effects become significant and linear assumptions made when deducing identifiability from $\delta_d^{m_sq}$ break down further.
Figure 3.10. Conditional likelihood plots using the numerical model for (a) Case 24 (\(\sigma_{surf}=3\times10^{-4}\) C/m², \(N=5\times10^{24}\) m⁻³, \(d=10\) nm, \((\lambda d)^{-1}=0.5)\); (b) Case 99 (\(\sigma_{surf}=3\times10^{-3}\) C/m², \(N=5\times10^{24}\) m⁻³, \(d=40\) nm, \((\lambda d)^{-1}=0.5)\); (c) Case 74 (\(\sigma_{surf}=3\times10^{-3}\) C/m², \(N=5\times10^{24}\) m⁻³, \(d=20\) nm, \((\lambda d)^{-1}=0.2)\); and (d) Case 75 (\(\sigma_{surf}=3\times10^{-3}\) C/m², \(N=10^{25}\) m⁻³, \(d=20\) nm, \((\lambda d)^{-1}=0.2)\), which are expected to fall in Groups A/B, C, D, and D, respectively, based on sensitivity indices. The plots confirm that the sensitivity indices (correlated to grouping using the analytical model) are adequate to assess identifiability of \(d\) for the numerical model, except at the highest charge density (\(N=10^{25}\) m⁻³). Sharp edges on regions are artifacts of drawing regions on lower resolution plots.

3.5.3 Identifiability of charge density and permeability

For many studies, \(d\) is measured on flat surfaces or relatively monodisperse particles, and \((N, \lambda^{-1})\) is the parameter subset of interest (Table A.1). Parameter identifiability for \(N\) and \(\lambda^{-1}\) is briefly discussed here. These parameters typically have better identifiability than \(d\), but can be poorly identifiable when two or three parameters are fitted together in the electrokinetic models. In contrast to identifiability of \(d\) (which was primarily determined by sensitivity), collinearity effects are also of importance for identifiability of \(N\) and \(\lambda^{-1}\). The correlation between \(N\) and \(\lambda^{-1}\) is apparent in the conditional likelihood plots (Figure A.1 in Appendix A), and agrees with
physical expectations that increased drag in the layer would compensate for higher charge. Plots analogous to Figure 3.5 are provided for $N$ and $\lambda^{-1}$ in Appendix A (Figures A.4 and A.5, respectively). No distinct cut-offs are apparent to determine identifiability as were observed for layer thickness; however, identifiability problems occur primarily where $\gamma_{N,1/2}$ is high and $\delta_{N}^{msqr}$ or $\delta_{1/\lambda}^{msqr}$ are low, as expected. In the analytical model, identifiability worsens as $N$, $d$, and $(\lambda d)^{-1}$ increase. Identifiability of $N$ and $\lambda^{-1}$ should be significantly better in the numerical model because collinearity indices are lower. However, a plot of collinearity and sensitivity indices suggests that $\lambda^{-1}$ will still be poorly identifiable for some systems (Figure A.5); these points can be identified in Table A.2 and generally correspond to moderate to highly charged layers (e.g. $N=10^{24}$ to $5 \times 10^{24}$ m$^{-3}$).

3.5.4 Recommendations for application of the soft particle electrokinetic model

Based on the statistical analyses presented above, recommendations are made for the assessment of confidence in fitted parameters obtained from soft particle electrokinetic modeling methods. In addition, implications are discussed regarding systematic errors that can be expected in fitted layer thicknesses and the effectiveness of parameter reduction to improve confidence.

1. Trends in identifiability for different types of particles and adsorbed layers can be considered \textit{a priori} to guide appropriate application of electrokinetic modeling methods.

The results of this study can inform decisions on whether to pursue electrokinetic modeling methods to attempt to estimate adsorbed layer properties. Given \textit{a priori} knowledge about the layer thickness and charge, or upon obtaining the least squares estimate from a set of
electrophoretic mobility data, rough interpolation on Table A.2 in Appendix A can suggest whether a parameter is expected to be identifiable. General trends for identifiability of coating types are also summarized in Table 3.1. In the experimental section (Section 3.5.5), three types of coated nanoparticles that are expected to have distinctive adsorbed layer properties (based on their chemistries, i.e. functional groups, and molecular weights) are assessed, and the identifiability of layer thickness is compared to expectations from the theoretical cases assessed above.

Table 3.1. General trends between layer thickness identifiability and coating types for the numerical model

<table>
<thead>
<tr>
<th>Identifiability of layer thickness</th>
<th>Physical properties of layer</th>
<th>Coating examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good to moderate (Group A or B)</td>
<td>Low charge density</td>
<td>Neutral polymers</td>
</tr>
<tr>
<td></td>
<td>Most thin layers (d) on the order of (\kappa^{-1}) at low-ionic-strength experimental data</td>
<td>Fulvic acid; some small humic acid fractions; low molar mass polymers</td>
</tr>
<tr>
<td></td>
<td>High charge density, moderate to large layer thickness, and high permeability</td>
<td>Synthetic polyelectrolytes</td>
</tr>
<tr>
<td>Poor (Group C or D)</td>
<td>High charge density, moderate to large layer thickness, and low permeability</td>
<td>Synthetic polyelectrolytes</td>
</tr>
</tbody>
</table>

2. Uncertainty analysis should be provided when applying the electrokinetic modeling method; simplified approaches (sensitivity and collinearity indices) can be utilized.

The existence of a wide range of cases for which parameter identifiability problems are non-trivial indicates that uncertainty analysis should be undertaken when fitting layer parameters using the electrokinetic model, even when only one or two parameters are being fitted.
Sensitivity and collinearity indices can be calculated after the fitted parameters are obtained to roughly assess identifiability (these indices should be computed following the exact method presented here and demonstrated in Appendix A for direct comparison against the values obtained in this study). These indices also suggest whether parameter reduction by orthogonal measurements can improve identifiability. Likelihood plots are required for a rigorous analysis. Although producing profile likelihood plots will be computationally prohibitive when using the numerical electrokinetic model, conditional likelihood plots require fewer computations and will demonstrate the identifiability of any system of two fitted parameters.

3. Layer thicknesses are likely to be overestimated, especially when using the analytical model.

From the plots of the confidence regions, it is apparent that layer thickness is likely to be overestimated because “thick” and “very thick” layers (where $\kappa d >> 1$) will have similar electrophoretic mobilities, and the electrokinetic model thus has poor sensitivity to layer thickness in this regime. This problem is expected to be more significant for the analytical model for moderately- to highly-charged layers, both because of the poorer identifiability of layer thickness in the analytical model as well as its poorer accuracy (neglect of polarization effects).

4. Parameter reduction will be effective in some, but not all, scenarios.

The profile and conditional likelihood plots demonstrate that parameter reduction can improve confidence in the estimated layer parameters for coated particles in Groups B and C. Potential approaches for parameter reduction are described in Chapter 4. However, parameter reduction will not improve confidence in the layer thickness estimates for coated particles in
Group D. Therefore, confidence in layer thickness estimates should always be assessed, even when only one parameter is fitted.

3.5.5 Parameter identifiability for select experimental systems

Parameter identifiability analysis was demonstrated using experimental electrophoretic mobility data for PEG-coated citrate-reduced Au NPs (13 nm primary particle diameter), PAA-coated Fe₃O₄ NPs (20-30 nm), and PSS-coated RNIP (40 nm). This assessment accompanies the statistical analysis published by Louie et al. The electrophoretic mobilities of the “bare” (including citrate-stabilized) and polymer-coated particles were measured over a range of ionic strengths. The zeta-potentials of the bare particles (inputs for the electrokinetic model) were calculated from their electrophoretic mobilities using Smoluchowski’s theory. All bare particles in this study had a moderate to high negative charge at the pH used for the measurement (electrophoretic mobilities of -4.73, -3.67, and -3.29 µm-cm/V-s for citrate-reduced Au, Fe₃O₄, and RNIP, respectively, in 4 to 6 mM NaCl). The electrophoretic mobility data for the coated particles were fitted to obtain layer parameters using the MPEK numerical model.

Based on the types of polymers used in this study, qualitative expectations of layer properties can be made. The PEG is uncharged and has a relatively small molecular weight (1,000 g/mol) with a short contour length (< 10 nm), which will result in a thin, uncharged adsorbed layer. The PEG used was thiol-terminated, and it is expected that the PEG attaches (chemisorbs) to the Au NP surface only at the thiol end group to produce a dense, end-grafted layer (small $\lambda^{-1}$). The PAA (MW ~11,000 g/mol) and PSS (MW ~70,000 g/mol) are longer polyelectrolytes and are expected to form thicker layers consisting of loops, trains and tails. These layers will likely have higher permeability due to electrostatic repulsion between charged
segments. At the pH used, 8.5, the carboxylate and sulfonate groups on PAA and PSS should be deprotonated, resulting in a relatively high charge density in the adsorbed layer.

The least-squares estimates for the layer parameters obtained by model fitting for the three data sets are provided in Table 3.2. The trend in these estimates is in agreement with expectations. Electrophoretic mobility data and fits are shown in Appendix A. For PEG, the parameter fitting was performed holding $N$ at 0, although the effect of varying $N$ can still be probed in the likelihood plots. It is also possible to fit the data without specifying $N$, and similar results are obtained for $d$ and $\lambda^{-1}$. Considering the theoretical analyses presented earlier and the properties described above, the PEG-coated Au particles are expected to have good (Group A or B) identifiability, and PAA-coated Fe$_3$O$_4$ and PSS-coated RNIP are expected to have poor (Group C or D) identifiability, respectively.

Table 3.2. Least squares estimates for experimental cases

<table>
<thead>
<tr>
<th>System</th>
<th>$N/N_A$ (mol/m$^3$)</th>
<th>$d$ (nm)</th>
<th>$\lambda^{-1}$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEG-coated Au</td>
<td>0 (known)</td>
<td>2.1</td>
<td>0.2</td>
</tr>
<tr>
<td>PAA-coated Fe$_3$O$_4$</td>
<td>11</td>
<td>15</td>
<td>5.3</td>
</tr>
<tr>
<td>PSS-coated RNIP$^{19}$</td>
<td>19</td>
<td>14</td>
<td>4.2</td>
</tr>
</tbody>
</table>

Statistical analysis of identifiability was then performed. Sensitivity indices ($\delta_{msqr}$) and collinearity indices are provided in Table 3.3. Sensitivity to $d$ is highest for the PEG-coated Au ($\delta_d^{msqr} = 0.24$), near the Group B/C cutoff for PAA-coated Fe$_3$O$_4$ ($\delta_d^{msqr} = 0.011$), and in the Group D range for PSS-coated RNIP ($\delta_d^{msqr} = 0.0045$). These indices suggest that the model is identifiable in $d$ for PEG-coated Au but not for PAA-coated Fe$_3$O$_4$ or PSS-coated RNIP. The
collinearity indices suggest that collinearity between $d$ and $\lambda^{-1}$ can be problematic for PEG-coated Au, whereas identifiability may be poor whether either $N$ or $\lambda^{-1}$ are fixed (measured) for PAA-coated Fe$_3$O$_4$ and PSS-coated RNIP.

Table 3.3. Sensitivity and collinearity indices for experimental cases

<table>
<thead>
<tr>
<th>System</th>
<th>$\delta^\text{msqr}$ summaries</th>
<th>$\gamma_k$ collinearity indices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta_N^\text{msqr}$ $\delta_d^\text{msqr}$ $\delta_{1/\lambda}^\text{msqr}$</td>
<td>$\gamma_{N,d,1/\lambda}$ $\gamma_{N,d}$ $\gamma_{N,1/\lambda}$ $\gamma_{d,1/\lambda}$</td>
</tr>
<tr>
<td>PEG-coated Au</td>
<td>0.12 0.24 0.10</td>
<td>40 1.3 1.3 39</td>
</tr>
<tr>
<td>PAA-coated Fe$_3$O$_4$</td>
<td>0.076 0.011 0.27</td>
<td>127 9.5 124 9.3</td>
</tr>
<tr>
<td>PSS-coated RNIP</td>
<td>0.036 0.0045 0.31</td>
<td>73 2.1 63 2.1</td>
</tr>
</tbody>
</table>

Conditional 95% and 80% likelihood plots are shown in Figures 3.11, 3.12, and 3.13 for PEG-coated Au, PAA-coated Fe$_3$O$_4$, and PSS-coated RNIP, respectively. For these experimental cases, these plots do not assume a fixed (e.g. 4%) relative error on $u_e$ as in the simulated cases (Equation 3.13); rather, the likelihood region is defined using the goodness of fit and the number of data, as specified in Equation 3.12.
Figure 3.11. 95% and 80% conditional likelihood regions for PEG-coated Au, a Group A or B system. 95% regions are shown in black; 80% in grey. Sharp edges on regions are artifacts due to drawing regions on lower resolution plots.

Figure 3.12. 95% and 80% conditional likelihood regions for PAA-coated Fe$_3$O$_4$, a Group C system.

Figure 3.13. 95% and 80% conditional likelihood regions for PSS-coated RNIP, a Group A/B system. Sensitivity indices predicted a Group D system, but the likelihood region is bounded due to nonlinear polarization effects not captured in the sensitivity index.
The likelihood plots for PEG-coated Au and PAA-coated Fe₃O₄ agree with expectations from their sensitivity indices. For PEG-coated Au (Figure 3.11), the 95% likelihood region is bounded in \(d\) (within 100 nm) as for Group A or B cases, although the range extends to \(~40\) nm in \(d\) when accounting for error of the best fit and the number of ionic strengths used (six). Here, the criteria are more stringent (that is, the right-hand side of Equation 3.12 has a higher magnitude) than for the theoretical analysis (Section 3.5.2) using Equation 3.13. However, the 80% likelihood region is bounded within a small region (to 8 nm in \(d\)). Importantly, including data at additional ionic strengths would further improve confidence. Collinearity between \(d\) and \(\lambda^{-1}\) is shown to be important as expected, whereas possible variations in \(N\) are unimportant within the range shown.

Conditional likelihood regions are plotted in Figure 3.12 for PAA-coated magnetite. The 95% likelihood region for \(d\) vs. \(N\) is not bounded in \(d\) within 100 nm unless \(N\) is fixed. The 80% region is smaller but still extensive (to \(~30-40\) nm in \(d\)). Therefore, PAA-coated magnetite is a Group C case, as predicted.

PSS-coated RNIP is predicted to be a Group C or D case based on the sensitivity index alone. However, because of the high layer charge density (18.8 mol/m\(^3\)), polarizability becomes significant and the 95% and 80% conditional likelihood regions are bounded to \(~30\) nm in \(d\) (Figure 3.13). This result is similar to that observed for theoretical cases with \(N = 10^{25} \text{ m}^{-3}\) (16.6 mol/m\(^3\)). However, fixing both \(N\) and \(\lambda^{-1}\) would not be as helpful for PSS-coated RNIP as for the other two cases due to the poor sensitivity to \(d\); that is, the potential for parameter reduction to improve the confidence in the layer thickness estimate is lesser. In summary, identifiability of the experimental cases shown here agrees with expectations from the theoretical analysis.
3.5.6 **Application of electrokinetic modeling for nanoparticle deposition studies**

Soft particle electrokinetic modeling was employed in support of a study by Hotze et al.\(^ {34} \) to assess the adsorbed layer properties for three sets of nanoparticles (Ag, TiO\(_2\), and C\(_{60}\)), each coated with either poly(acrylic acid) (PAA), a coal-derived humic acid (HA), or bovine serum albumin (BSA). The overall objective of the study was to determine whether knowledge of the coating type alone could be used to predict the deposition of coated nanoparticles to silica surfaces, or whether different nanoparticles coated with the same macromolecule must be assessed individually to predict their transport behavior. In addition, the study aimed to identify important properties of the adsorbed layer that correlate to the nanoparticle deposition behavior. Soft particle electrokinetic modeling was applied to estimate the adsorbed layer thickness for these correlations.

The adsorbed coating was hypothesized to mask interaction of the nanoparticle core (i.e. its surface and charge) with the silica substrate if a thick (i.e., \( \kappa d >> 1 \)) and coherent coating of macromolecule was established on each nanoparticle (Figure 3.14). The thick coating would be expected to prevent approach of the nanoparticle core and silica substrate within separation distances much less than the layer thickness due to steric effects (osmotic and elastic forces). Furthermore, at this separation distance, forces attributable to the nanoparticle core (e.g., van der Waals interaction forces or electrostatic forces) would be insignificant; instead, the adsorbed macromolecule would control these interactions. The attachment efficiency would then depend solely on the type of macromolecule and be independent of the type of nanoparticle. If this behavior is shown to occur, the data requirements and experimental testing needed to parameterize transport models could be greatly reduced to disregard the specific properties of the nanoparticle core for macromolecule-coated nanoparticles.
Figure 3.14. Illustration of the electrical potential profile, $\psi$, around a bare particle (a), and a coated particle with either a thick, charged coating (b) or a thin, charged coating (c). For the bare particle, the electrophoretic mobility is proportional to the zeta-potential, following Smoluchowski’s equation (or, more generally, Henry’s equation). For a particle coated with a thick, highly charged layer, the Donnan potential ($\psi_D$) is attained within the layer, and particle surface has little influence on the energy at the edge of the adsorbed layer. For a particle coated with a thin layer, the Donnan potential is not achieved and the underlying particle surface will influence interactions beyond the edge of the adsorbed layer.

The overall results of the study are summarized here. First, the hypothesis that the coating alone would control the coated nanoparticle deposition behavior was disproven: the attachment efficiency of the coated nanoparticles could not be predicted solely from the type of adsorbed macromolecule (i.e., different nanoparticles coated with the same macromolecule showed different attachment efficiencies) (Figure 3.15). Furthermore, the trend in attachment for each macromolecule differed across the nanoparticles (e.g., adsorption of PAA and HA resulted in lower attachment efficiencies for Ag and TiO$_2$ compared to the uncoated nanoparticles, but higher attachment efficiencies for C$_{60}$). The following mechanisms were suggested to explain this result: on some or all of the nanoparticles, (1) the adsorbed layer was thin (as illustrated in
Figure 3.14) or incomplete surface coverage was attained, such that the underlying nanoparticle influenced the surface interaction forces; or (2) the adsorbed mass or conformation of the adsorbed macromolecule varied among different nanoparticles, such that the electrostatic or steric forces imparted by the layer were different.

**Figure 3.15.** Attachment efficiencies for TiO$_2$, Ag, and C$_{60}$, either uncoated (or citrate-stabilized, in the case of Ag) or coated with HA, PAA, or BSA. The coatings did not produce consistent attachment efficiencies of the nanoparticles; furthermore, the trend in their effect differed among the nanoparticles. Deposition experiments and attachment efficiency calculations were performed by Ernest Hotze and Shihong Lin.

Because the adsorbed layer composition alone was insufficient to explain the measured nanoparticle attachment efficiencies, correlations of attachment efficiency with more specific properties of the coated nanoparticle and the adsorbed layer were explored. In particular, the effects of electrophoretic mobility, adsorbed mass, and adsorbed layer thickness (estimated by fitting electrophoretic mobility data to Hill’s numerical electrokinetic model) were assessed.
These properties are reported in Table 3.4: the estimated adsorbed layer thickness and weight-average molecular weight of humic acid (determined by size exclusion chromatography with multi-angle light scattering) were provided by S. Louie; measurements of hydrodynamic diameter, adsorbed mass, and electrophoretic mobility were taken by Ernest Hotze.

Table 3.4. Properties of the nanoparticles and adsorbed layers

<table>
<thead>
<tr>
<th>Particle Type</th>
<th>Coating molecular weight* (kg/mol)</th>
<th>Particle hydrodynamic diameter, number / intensity average* (nm)</th>
<th>Adsorbed mass of coating** (mg/m²)</th>
<th>Estimated adsorbed layer thickness* (nm)</th>
<th>Particle electrophoretic mobility* (µm·cm/V·s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiO₂</td>
<td>_</td>
<td>132 / 511</td>
<td>_</td>
<td>_</td>
<td>-1.94</td>
</tr>
<tr>
<td>Ag-Citrate</td>
<td>0.294</td>
<td>99 / 101</td>
<td>_</td>
<td>_</td>
<td>-3.74</td>
</tr>
<tr>
<td>C₆₀</td>
<td>_</td>
<td>204 / 205</td>
<td>_</td>
<td>_</td>
<td>-0.83</td>
</tr>
<tr>
<td>TiO₂ + HA</td>
<td>60</td>
<td>103 / 481</td>
<td>0.18</td>
<td>5</td>
<td>-2.84</td>
</tr>
<tr>
<td>Ag + HA</td>
<td>60</td>
<td>165 / 168</td>
<td>1.97</td>
<td>31</td>
<td>-2.17</td>
</tr>
<tr>
<td>C₆₀ + HA</td>
<td>60</td>
<td>50 / 414</td>
<td>5.38</td>
<td>14</td>
<td>-2.01</td>
</tr>
<tr>
<td>TiO₂ + PAA</td>
<td>44</td>
<td>183 / 662</td>
<td>0.04</td>
<td>10</td>
<td>-2.70</td>
</tr>
<tr>
<td>Ag + PAA</td>
<td>44</td>
<td>228 / 232</td>
<td>below detection</td>
<td>31</td>
<td>-1.37</td>
</tr>
<tr>
<td>C₆₀ + PAA</td>
<td>44</td>
<td>87 / 89</td>
<td>below detection</td>
<td>10</td>
<td>-1.75</td>
</tr>
<tr>
<td>TiO₂ + BSA</td>
<td>67</td>
<td>439 / 498</td>
<td>0.27</td>
<td>5</td>
<td>-2.17</td>
</tr>
<tr>
<td>Ag + BSA</td>
<td>67</td>
<td>58 / 190</td>
<td>2.90</td>
<td>20</td>
<td>-1.82</td>
</tr>
<tr>
<td>C₆₀ + BSA</td>
<td>67</td>
<td>108 / 109</td>
<td>below detection</td>
<td>7</td>
<td>-1.41</td>
</tr>
</tbody>
</table>

*Coating molecular weight was measured by multi-angle light scattering. For HA, the weight-average molecular weight is reported, but the sample has high polydispersity. For BSA, the monomer molecular weight is reported. **Particle hydrodynamic diameter was measured by dynamic light scattering by fitting multiple exponentials to the correlation function to obtain the distribution of particle sizes using a non-negative least squares algorithm. ★Coating surface concentration was estimated by solution depletion following adsorption. †Least squares estimates of coating layer thickness were obtained by fitting electrophoretic mobility data with a numerical soft particle electrokinetic model. ♦Electrophoretic mobility measurements were measured in 1 mM NaHCO₃ at pH 7.6.
Poor correlation ($R^2 \leq 0.33$) was observed between the attachment efficiency and any of the individual properties (electrophoretic mobility, adsorbed mass, and adsorbed layer thickness). In addition, attachment efficiencies predicted from a multi-parameter correlation for coated nanoparticle deposition\textsuperscript{1} showed poor agreement with the measured attachment efficiencies, where attachment efficiencies were underestimated by approximately an order of magnitude for all cases (Figure A.6). The poor correlations may be attributable to the need to include additional properties of the coated nanoparticles (e.g., hydrophobicity to estimate Lewis acid-base interactions), inaccuracies in the characterization provided, or error in the multi-parameter correlation used.

Here, we focus on the uncertainty in the layer thickness estimates from the numerical soft particle electrokinetic model. Following the methods presented in this chapter, the sensitivity indices for layer thickness were computed (Table 3.5).

Table 3.5. Sensitivity indices for fitted layer thickness of coated NP systems

<table>
<thead>
<tr>
<th>Particle Type</th>
<th>$\delta_0^\text{msqr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiO$_2$ + HA</td>
<td>0.02</td>
</tr>
<tr>
<td>Ag + HA</td>
<td>0.004</td>
</tr>
<tr>
<td>C$_{60}$ + HA</td>
<td>0.02</td>
</tr>
<tr>
<td>TiO$_2$ + PAA</td>
<td>0.03</td>
</tr>
<tr>
<td>Ag + PAA</td>
<td>0.04</td>
</tr>
<tr>
<td>C$_{60}$ + PAA</td>
<td>0.03</td>
</tr>
<tr>
<td>TiO$_2$ + BSA</td>
<td>0.03</td>
</tr>
<tr>
<td>Ag + BSA</td>
<td>0.005</td>
</tr>
<tr>
<td>C$_{60}$ + BSA</td>
<td>0.03</td>
</tr>
</tbody>
</table>
As determined in Section 3.5.1, $\delta_d^{msqr}$ values lower than 0.009 typically correspond to cases for which layer thickness is not identifiable, whereas cases with identifiable layer thicknesses generally have $\delta_d^{msqr}$ values higher than $\sim 0.06$. Therefore, confidence in the estimates for Ag coated with HA and BSA is poor, and these layer thicknesses are likely overestimated. Conditional likelihood regions were also plotted (not shown) to more rigorously assess the extent of the uncertainty in layer thickness at 80% and 95% confidence intervals (based on the standard deviation in the experimental electrophoretic mobility data). These plots indicate that the layer thickness estimates using this method are unreliable for the coated Ag and C$_{60}$ nanoparticles (one Group C and five Group D cases as defined in Section 3.5.1), with uncertainty in layer thickness only bounded for the TiO$_2$ nanoparticles coated with BSA and PAA (Group A or B cases). Additional uncertainty is introduced for the Ag NPs because displacement of the initial stabilizer (negatively-charged citrate) by the macromolecules is possible, which would affect the measured electrophoretic mobility but is not accounted for in the modeling. Overestimation of layer thickness would be consistent with an under-prediction of attachment efficiency by the multi-parameter correlation by Phenrat et al.$^1$

The possibilities for additional errors beyond that in the estimated layer thickness should also be considered. Even for particles where the estimated layer thickness was relatively thin (e.g., 5 to 7 nm for HA-coated TiO$_2$, BSA-coated TiO$_2$, and BSA-coated C$_{60}$), an order of magnitude under-prediction of attachment efficiency was observed. This discrepancy suggests that other factors beyond overestimation of the estimated adsorbed layer thickness are likely to be important for at least some of the coated nanoparticles assessed here. Other measured properties, such as adsorbed mass, also have uncertainty. Alternatively, properties that were not measured, such as the uniformity of adsorbed macromolecule around the nanoparticles, the
hydrophobicity of the macromolecules or nanoparticles, or the structure (e.g. fractal dimension) of the nanoparticle aggregates, could be important. Finally, the mechanism of particle removal in the column may differ across the types of nanoparticles used: straining or ripening mechanisms can enhance nanoparticle deposition but are not represented in the models used here.

Finally, the multi-parameter correlation\(^1\) may be inaccurate for these particular systems or may have inherent error. In particular, this correlation utilized layer thicknesses estimated using Ohshima’s analytical solution to the electrokinetic model, which is less accurate and less sensitive to layer thickness than the numerical solutions. The possibility to revise the correlation using layer thicknesses estimated from the numerical electrokinetic models is demonstrated in Appendix A (Section A.8). A minor improvement is observed for some of the nanoparticles coated with high molecular weight macromolecules; however, the results suggest that further improvements beyond layer thickness characterization will be needed to predict nanoparticle transport with better accuracy.

References for this chapter are listed at the end of Chapter 4.
Chapter 4. Summary of results, significance, and future needs for application of soft particle electrokinetic models

4.1 New knowledge produced and significance

The parameter identifiability study provided the first rigorous and systematic assessment of confidence in layer parameters estimated from soft particle electrokinetic modeling. Specifically, parameter identifiability analysis was performed for theoretical varied cases of coated particle systems, and coating properties were correlated to identifiability of the layer thickness. Identifiability in the analytical model correlated well to sensitivity indices, suggesting that a sensitivity calculation can be a good surrogate for full likelihood plots for this model. In general, identifiability of the layer thickness is poorest for thick, highly charged layers with high permeability. Layer thickness can be severely overestimated for these cases. For the exact numerical electrokinetic model, identifiability of layer thickness was similar except at high charges and permeability, where polarization and relaxation effects yield improved identifiability compared to the analytical model.

The results of this study will have a significant impact on the community of researchers that utilize electrokinetic modeling approaches by demonstrating the limitations of the method and the need for more prudent application of the method in future studies. Furthermore, the analysis presented here can be used to identify systems for which external measurements, such as dielectric spectroscopy suggested by Hill et al. or AFM measurements suggested by Duval and Gaboriaud, are necessary. A recent demonstration of the use of AFM and electrokinetic modeling methods as orthogonal methods, along with a sensitivity analysis on the fitted
parameters, was provided by Pensini et al. in an assessment of the forces produced by carboxymethylcellulose adsorbed to iron particles.43

More broadly, the statistical analysis of the electrokinetic method provided here should be considered in the context of uncertainty in alternative measurements to inform decisions on the best methods to use for adsorbed layer characterization. Studies comparing sizing methods for uncoated nanoparticles have already been performed.44-46 Analogous studies for adsorbed layer characterization methods would be useful for the colloid and nanoparticle research community. One notable result from this study is that the electrokinetic approach may be most suitable to determine the layer thickness of thin layers because typical sizing methods (e.g., taking the difference in hydrodynamic diameter measured by dynamic light scattering on bare and coated particles) can be inadequate to assess thin layers on polydisperse particles.47

The experimental studies confirmed the results of the statistical analysis. First, for three coated nanoparticles that were expected to have distinct adsorbed layer properties (i.e., a thin, uncharged layer versus thicker, charged layers), the identifiability of layer thickness agreed with expectations of the uncertainty analysis. Application of the electrokinetic modeling method to estimate layer thicknesses in studies of nanoparticle deposition further demonstrated the implications of the statistical study. In particular, limitations in the characterization methods were explicitly considered when interpreting the poor predictability of the attachment efficiencies of coated nanoparticles. These limitations are often overlooked in studies of the environmental behavior and effects of nanoparticles. Here, we focused on improvements in the layer thickness estimation. However, the results of the analyses here indicate that other improvements (e.g., measuring and incorporating other parameters) will also be necessary to improve predictions of nanoparticle transport in the environment.
4.2 Future work

Based on the results of this study, research needs or future approaches are identified that would greatly reinforce decision-making and validation regarding the application of soft particle electrokinetic modeling to estimate the properties of adsorbed layers on particles. Considering the problems with parameter identifiability that were determined in this research, one of the main conclusions is that the electrokinetic modeling approach should not be used to fit multiple parameters unless an uncertainty analysis is also provided to demonstrate that good confidence is achieved. However, fitting single parameters can be feasible; approaches for parameter reduction are therefore proposed in Section 4.2.1. Further model validation is also suggested in Section 4.2.2.

Broader needs for characterization were identified upon application of electrokinetic modeling to support nanoparticle deposition studies. These research needs are discussed in the broader conclusions in Chapter 8, in the context of the development of correlations for nanoparticle fate and transport in the environment.

4.2.1 Parameter reduction to expand the applicability of electrokinetic modeling methods

First, routes for parameter reduction or orthogonal characterization should be explored and utilized to improve the identifiability of parameters in the electrokinetic modeling method, and hence expand its applicability. The likelihood plots produced in this study indicate that charge density and permeability should be identifiable if only one parameter is fitted. Layer thickness will still be non-identifiable for some types of coated nanoparticles (i.e., the Group D cases identified in this study), even if it is the sole fitted parameter; however, the range of systems that are identifiable will be expanded.
A simple approach to obtain a single-parameter model uses an external measurement of the adsorbed mass (e.g., by solution depletion methods), an estimate of the charge per mass of the adsorbed macromolecule (e.g., from titration or an acid-base equilibrium model for the macromolecule of interest), and expression of the permeability in terms of the segment density in the layer. The required equations are presented in Appendix A. Other approaches are to couple electrokinetic modeling with other models for dielectric spectroscopy and atomic force microscopy measurements, as suggested or demonstrated by others.\textsuperscript{32,43,48,49}

4.2.2 \textit{Experimental validation of adsorbed layer properties from electrokinetic modeling}

Additional experimental studies are needed to validate that the electrokinetic modeling method can produce accurate parameter estimates (as well as parameter fits with good statistical confidence, as assessed here). Although model fitting results have been compared against theoretical or measured layer properties for a few particle sets,\textsuperscript{17} to our knowledge, no study has been undertaken to explicitly validate this approach for coated particles across a wide range of properties. Nevertheless, the electrokinetic modeling approach has already been applied to estimate one or more layer properties for many systems, including inorganic colloids and biological and environmental samples. One approach for model validation would be to assess monodisperse nanoparticles (for which dynamic light scattering can be use to obtain layer thickness). If the layer properties are well-controlled, they can be systematically varied to obtain a range of properties to assess (e.g., by grafting brushes of different molecular weight to vary layer thickness). Additional validation experiments are required to assess polydisperse nanoparticles, for which the electrokinetic modeling approach is expected to be advantageous to dynamic light scattering measurements (which are strongly affected by the aggregation state of
the nanoparticles). Here, bimodal or multimodal mixtures of monodisperse nanoparticles can be assessed to determine if accurate layer thicknesses can be obtained. These validation experiments would provide a more definitive assessment of the applicability of soft particle electrokinetic modeling to estimate layer properties.

References for Part I (Chapters 3 and 4)


Part II:

Effects of heterogeneous natural organic matter on nanoparticle aggregation
Chapter 5. Effects of size-fractionated components from polydisperse natural organic matter on gold nanoparticle aggregation

5.1 Introduction

Engineered nanoparticles released into soils and surface waters will encounter natural organic matter (NOM). NOM comprises a highly heterogeneous mixture of components with various molecular weights and chemical properties. The origin of the NOM sample and the methods used to collect or fractionate the sample will determine its composition and hence its effects on colloid or NP behavior. Types of NOM are typically defined operationally – for example, the International Humic Substances Society (IHSS) collects “NOM” by reverse osmosis, whereas “humic acid” (HA) and “fulvic acid” (FA) are extracted on an XAD resin and distinguished by solubility at acidic pH. Other descriptors (e.g., based on the origin of the NOM, lability, chemistry, and other properties) and a critical review of variability in collection and preparation methods have been published. The physical structure of NOM is also complex. A supramolecular model has been proposed, in which smaller components form impermanent aggregates held together by hydrogen bonding, cation bridging, dipole-dipole, and hydrophobic interactions. This theory has been supported by the results of neutron magnetic resonance (NMR), which suggest that all components of NOM can be attributed to low molecular weight molecules that can associate (e.g., polysaccharides, polypeptides, aliphatic chains, and aromatic lignin fragments), rather than true macromolecules. NOM structure (e.g. aggregation state and fractal dimension), and hence apparent size or molecular weight, can change with concentration, solution chemistry (pH, ionic strength, divalent cations), and removal or addition of metal ions that induce NOM aggregation.
Given the complexity inherent in NOM samples and variability among experimental protocols, it is desirable to understand how specific components in a NOM mixture interact with NPs. It is expected that different components will have different affinities to the NP surface and different effects on NP behavior. Therefore, NP interactions with a heterogeneous NOM sample may differ from those of a relatively homogeneous sample with similar bulk characteristics. The roles of specific chemical moieties or size fractions of NOM have been investigated in soil science (adsorption onto soil or mineral surfaces\textsuperscript{12-14}) and other environmental and engineered processes, including colloid or NOM-mediated pollutant transport (binding of dissolved metals or organic pollutants\textsuperscript{15,16}), drinking water treatment (e.g. disinfection by-product formation\textsuperscript{17}), and membrane fouling.\textsuperscript{18}

For NP fate and transport, the properties of adsorbed layer and the macromolecules comprising it (layer thickness and density, charge, solvency, molecular weight) will affect the interaction energy that determines aggregation and deposition, as described in extended DLVO theory.\textsuperscript{19-21} However, environmental nanotechnology studies often avoid explicit consideration of the heterogeneity of the NOM used. Bulk NOM typically reduces NP aggregation or deposition onto mineral surfaces.\textsuperscript{2,22,23} Using various types of NOM, the stability of ZnS NPs was shown to correlate with aromatic content and \textit{average} molecular weight.\textsuperscript{24} Enhanced NP aggregation by NOM is also possible via charge neutralization,\textsuperscript{23,25,26} bridging (especially in the presence of divalent cations),\textsuperscript{27-29} or hydrophobic interactions.\textsuperscript{30} Changes in the aggregation state and fractal characteristics of NOM-NP aggregates upon removal/re-addition of NOM have also been shown.\textsuperscript{31,32} However, quantitative inter-study comparison is confounded by the variability across NOM samples and lack of detailed characterization of the heterogeneous NOM,\textsuperscript{1} for
which average or bulk characteristics may be inadequate representations of the specific components adsorbing to NPs and controlling their behavior.

Various approaches have been taken to investigate particle interactions with specific NOM components. Distinguishing broad classes of NOM, Buffle et al. proposed a “three-colloidal component approach” in which inorganic colloids are stabilized by small fulvic material but bridged by fibrillar polysaccharide material, as observed in aggregation and imaging studies. Many NP studies compare effects of large HA and small FA on NP aggregation or deposition, but without considering the heterogeneity of the HA or FA samples themselves. More detailed characterization of molecular weight distributions has been provided in studies of NOM adsorption onto particles: larger NOM often adsorbs preferentially, with some exceptions. Few studies take the approach of preparative NOM fractionation followed by comparison of the effects of those fractions on colloidal behavior. In one study of note, Amirbahman and Olson showed that HA filtered through increasingly larger molecular weight cutoff (MWCO) membranes afforded better stability of hematite NPs against deposition.

This study will add to the knowledge obtained in previous studies through the assessment of the effects of very high molecular weight NOM components (> 100 kg/mol) on the aggregation behavior of citrate-reduced gold NPs. The 100 kg/mol cut-off used here is higher than that chosen in other studies; furthermore, the high molecular weight fraction is collected and assessed separately from the lower molecular fraction, allowing for more thorough characterization of these components and their effects on NP aggregation (as opposed to the study by Amirbahman and Olson, where only filtrate portions of the NOM were collected).
5.2 Objectives

The objective of this study is to assess the importance of the heterogeneity of NOM on NP aggregation behavior. We begin with a detailed assessment of one NOM sample, Suwannee River NOM (SRNOM). Aggregation of citrate-reduced gold NPs is compared in the presence of distinct molecular weight fractions of SRNOM, either separately or in combination. Preparative fractionation of the NOM into two fractions (> 100 kg/mol, ~2 wt % of the unfractionated sample; and < 100 kg/mol, 98 wt %) was achieved. Molecular weight distributions were characterized by size exclusion chromatography with multi-angle light scattering (SEC-MALS), and chemical differences between the NOM fractions were assessed by UV-Vis absorbance and fluorescence excitation-emission matrices (EEMs). Time-resolved dynamic light scattering (DLS) was used to observe effects of different concentrations of the individual and combined fractions on NP aggregation. The results of this study help to provide a mechanistic understanding of the effects of heterogeneous NOM samples in NP studies. Five additional NOM samples are assessed and compared in Chapter 6.

5.3 Materials and methods

5.3.1 Citrate-stabilized gold nanoparticles

Citrate-stabilized gold NPs were synthesized by sodium citrate reduction of hydrogen tetrachloroaurate in water at reflux, with starting concentrations of 1 mM HAuCl₄·3H₂O and 4 mM sodium citrate dihydrate.⁴⁷,⁴⁸ The NPs were provided in suspension and used as is, without removing excess citrate or unreacted starting material. The remaining free (i.e. non-adsorbed) citrate concentration was determined to be 2.8 mM by centrifuging the stock gold NP suspension at 16,100g at room temperature for 60 minutes (Eppendorf Centrifuge 5415D, Hauppauge, NY)
and analyzing the supernatant by total organic carbon analysis (OI Analytical, College Station, TX) against KHP calibration standards. The particle diameter determined by transmission electron microscopy (TEM) was $13 \pm 1.3$ nm (Appendix A.5). Citrate-stabilized gold was chosen as a model NP to probe NOM effects due to its narrow size distribution.

5.3.2 Natural organic matter isolates

Suwannee River Natural Organic Matter (1R101N) was obtained from the International Humic Substances Society (IHSS, St. Paul, MN). Stock solutions were prepared at 2 g/L in DI water and dissolved overnight on an end-over-end rotator at room temperature, then filtered by syringe through a Durapore 0.22 µm hydrophilic polyvinylidene fluoride (PVDF) membrane (EMD Millipore, Billerica, MA) to prevent clogging of the SEC column. The unmodified stock NOM and the 0.22 µm filtrate are referred to as NOM$_0$ and NOM$_1$, respectively. All NP and NOM solutions were stored in a refrigerator at ~4 °C.

5.3.3 Characterization and fractionation of NOM

5.3.3.1 NOM fractionation

A 100 kg/mol nominal molecular weight cutoff (MWCO) Amicon Ultra-15 centrifugal filter (EMD Millipore) was used for preparative fractionation. All filters were rinsed with deionized (DI) water to remove residual glycerol. NOM$_1$ was loaded into the filter and centrifuged at 6,000 rpm (~3,900 g) at room temperature for 40-50 minutes. The filtrate was collected with no further modifications. The retentate was washed six times by adding DI water to the filter and centrifuging again. To further remove low molecular weight material, the retentate was transferred to a fresh filter and washed an additional six times (until yellow color
was absent in the filtrate). Rinsing of filter foulants or partial disaggregation of NOM may have contributed to the high number of rinses required to obtain a clear filtrate. The highly concentrated retentate was collected and diluted in DI water, yielding a final concentration factor of 6.9 times the original unfiltered material. The 100 kg/mol filtrate and retentate are referred to as NOM$_f$ and NOM$_r$, respectively.

5.3.3.2 Concentration determination

Concentrations of NOM$_0$, NOM$_1$, NOM$_f$, and NOM$_r$ were measured on an OI Analytical 1010 Total Organic Carbon (TOC) Analyzer (OI Analytical, College Station, TX). 1 mL of sample was reacted with 200 µL of 100 g/L phosphoric acid for 2 minutes to remove inorganic carbon, then with 1.0 mL of 100 g/L sodium persulfate for 2.5 minutes to oxidize organic carbon. The NOM$_0$ was 35 wt% carbon, as determined against potassium hydrogen phthalate standards. This is lower than the ~45% carbon calculated from reported IHSS data for this material, which could be explained by incomplete oxidation of the NOM during the TOC analysis here. However, increasing the sodium persulfate volume and reaction time to 2.4 mL and 11 minutes, respectively, did not significantly affect the results. The same carbon content was assumed for NOM$_1$, NOM$_f$, and NOM$_r$ to determine total concentrations from TOC measurements (here, NOM$_r$ may be distinct, although carbon content is typically similar across unfractionated NOM samples$^3$). All concentrations are reported as total NOM concentration, not carbon concentration, except where specified otherwise.
5.3.3.3 Molecular weight determination

Molecular weight distributions for NOM\(_1\), NOM\(_f\), and NOM\(_r\) were determined by SEC-MALS. A Superdex 75 10/300 GL analytical SEC column (GE Healthcare, Piscataway, NJ) was connected to an Agilent 1100 series system (binary pump, degasser, and autosampler) (Agilent Inc., Santa Clara, CA). 75 µL of sample (in DI water) was injected into the SEC column. The eluent flowrate was 0.7 mL/min, and the eluent used was 4 mM phosphate buffer with 25 mM NaCl (pH 7). Samples were also analyzed in 2 mM phosphate buffer (pH 7) to reduce adsorptive interactions with the column packing medium and allow a more complete portion of NOM to elute prior to the sample solvent for analysis, as well as in 100 mM NaCl with 1 mM NaHCO\(_3\) to represent the conditions used in the aggregation experiments. These data are provided in Appendix B.2.1 and B.2.2.

UV (Agilent Inc.), MALS (Wyatt Technology, Santa Barbara, CA), and RI (Wyatt Technology) detectors are situated in-line after the SEC column. The RI detector measures differential RI (dRI), or the difference between the RI of the sample and a reference cell filled with DI water. The molecular weight of eluting components was determined by MALS. The full procedure and calculation of weight-averaged molecular weights are described in Appendix B.1.3. MALS does not require molecular weight calibration against polymer standards, so molecular weights are determined independently of elution time and will not be affected by the conformation of the molecule and any enthalpic interactions with the column packing medium. It is noted that molecular weights determined by MALS tend to be higher than those determined by other methods or against poly(styrene sulfonate) standards.\(^49\) The difference can be attributed in part to the fact that MALS provides weight-averaged molecular weights, in contrast to number- or viscosity-averaged molecular weights reported elsewhere; furthermore, other studies
using SEC typically calibrate against polyelectrolyte standards, which may result in inaccuracies.

Concentrations required for MALS calculations were calculated from the RI measurement because it provides more universal detection than UV absorption, which is selective for components that absorb (at 280 nm here). The RI increment, dn/dc, was determined to be 0.15 mL/mg by calibration with NOM$_0$ solutions of known concentrations (0.1 to 1.0 g/L) into the RI detector. The same dn/dc was assumed for NOM$_1$, NOM$_f$, and NOM$_r$.

SEC-MALS data were further analyzed to account for the portion of NOM that could not be analyzed directly by MALS, either due to the low signal to noise ratio for the lowest molecular weight components (on the order of 1 kg/mol or smaller), or elution during and after the negative RI peak for the solvent injected with the NOM. This analysis is fully presented in Appendix B.1.4. Briefly, the late-eluting components are assumed to have lower molecular weights than those that could be analyzed by MALS. The cumulative weight fractions were then adjusted by the percent of mass that was measured by MALS (by dividing the integrated mass from the RI peak by the known mass injected). Then, a lognormal distribution was fitted to the adjusted cumulative weight distribution. The fitted parameters were the mean, $\mu$, and standard deviation, $\sigma$, of the lognormal distribution (using base 10). The geometric mean of the weight-averaged molecular weight distribution, $M_g$, was then computed as the exponential (base 10) of $\mu$.

5.3.3.4 Spectroscopic analyses

NOM$_1$, NOM$_f$, and NOM$_r$ were analyzed by fluorescence EEM, and UV absorbance spectroscopy to assess major differences in chemical content. $^1$H nuclear magnetic resonance (NMR) spectra were also taken for NOM$_1$ and NOM$_r$ (Appendix B.2.3).
Fluorescence EEMs were collected on a FluoroMax 4 spectrophotometer (Horiba, Edison, NJ), following the procedure by Westerhoff et al.\textsuperscript{52} NOM concentrations were 1 ppm as C, prepared in 10 mM KCl and adjusted to pH 3 with HCl. Excitation and emission slit widths were 10 nm. Emission was measured from 290 to 600 nm in 1 nm increments, at excitation wavelengths of 200 to 400 nm in 5 nm increments. A 1 cm pathlength quartz cuvette was used. Correction for the inner filter effect was applied (Appendix B.1.1).

UV absorbance spectra were collected using a Cary 300 Bio UV-Vis spectrophotometer (Agilent Inc.) and a 1 cm quartz cuvette. Samples were prepared at 5 ppm in DI water. The measured pH was ~8.0 for NOM\textsubscript{1} and NOM\textsubscript{f} and 7.7 for NOM\textsubscript{r}. Specific UV absorbance at low wavelengths, e.g. 254,\textsuperscript{53} 272,\textsuperscript{54} or 280 nm,\textsuperscript{50} is often correlated to aromaticity. Chemical differences can be assessed by calculating ratios of absorbances at different wavelengths\textsuperscript{55,56} or modeling the shape of the curve. The latter approach was taken, using the model by Bricaud et al., with the shape of the absorbance curve approximated as a single exponential function:\textsuperscript{57}

\[
A_\lambda = A_{\lambda_0} \exp[-S(\lambda - \lambda_0)]
\]  

(5.1)

where \(A_\lambda\) is the absorbance at wavelength \(\lambda\), \(\lambda_0\) is an arbitrary reference wavelength (here, 450 nm),\textsuperscript{58} and \(S\) is the slope coefficient (a fitted parameter used for qualitative comparison).

5.3.4 Nanoparticle aggregation

Aggregation of the citrate-stabilized Au NPs was measured at NaCl concentrations ranging from 0 to 100 mM without NOM, and at 100 mM NaCl in the presence of various concentrations of NOM\textsubscript{1}, NOM\textsubscript{f}, and NOM\textsubscript{r}. DLS measurements were collected on an ALV
CGS-3 goniometer with ALV/LSE-5004 Light Scattering Electronics and ALV-7004 multiple tau digital correlator (ALV-GmbH, Langen, Germany). All samples were prepared in 1 mM NaHCO$_3$, adjusted to pH 8.3 with NaOH/HCl. Following a method similar to that by Nason et al.,$^{30}$ triplicate DLS measurements of the initial particle size were taken on 1 mL of 40 ppm Au NP. Then, NOM was added and triplicate measurements were taken again. Finally, NaCl solution was added. The final volume and Au NP concentration were 2 mL and 20 ppm, respectively. The order of addition (i.e., adding NOM prior to NaCl solution) was chosen to prevent rapid initial aggregation of uncoated NPs at high ionic strength and to allow observation of any size changes due to NOM adsorption prior to NaCl addition. Analysis of the DLS autocorrelation function was performed with a constrained regularization algorithm (ALV-7004 Edition Correlator Software). Distributions of diffusion coefficients were converted to hydrodynamic radius distributions via the Stokes-Einstein equation. Aggregation was monitored over 20 minutes. A two-minute measurement duration was used for non-aggregating samples to improve data quality for low-scattering, small Au NPs. For rapidly aggregating samples (where scattering count rates are higher for large aggregates), measurements were taken every 15 seconds for the first four minutes, and every two minutes for the next 16 minutes. An approximate 15- to 20-second delay between the addition of NaCl solution and the start of the light scattering measurement was also taken into account. Additional DLS and SEC-MALS measurements made on NOM (without Au NPs) in the solution conditions used for the aggregation experiments (100 mM NaCl with 1 mM NaHCO$_3$, pH 8.3, Appendix B.2.2) showed no aggregation of NOM (DLS), and SEC-MALS showed only minor differences in molecular weight compared to the phosphate/NaCl SEC eluent.
5.3.5 Characterization of nanoparticle-NOM interaction

5.3.5.1 TEM characterization of NOM-coated NPs

Transmission electron microscope (TEM) images of the Au NPs in the presence of NOM were taken using a JEOL 2000-EX TEM. Samples were prepared using 20 ppm Au NP with 10 ppm NOM$_f$ or NOM$_r$, adjusted to pH 8.3 with NaOH. 5 µL drops were pipetted onto a 300-mesh Cu grid with carbon support film (Electron Microscopy Services, Hatfield, PA).

5.3.5.2 Electrophoretic mobility of NOM-coated NPs

The electrophoretic mobility (EPM) of the NOM-coated NPs was measured using a Malvern Zetasizer Nano ZSP instrument (Malvern Instruments, Westborough, MA) at a setting of 40 V and 15 sub-runs; the mean electrophoretic mobility was calculated over five repeat measurements. The concentrations used were 20 ppm Au NPs and 10 ppm NOM, as in the aggregation experiments. The dispersion medium was 20 mM NaCl with 1 mM NaHCO$_3$ (pH 8.3). Two suspension treatments were tested: either no further treatment (i.e., with excess NOM present; results shown in Appendix B.3.3), or washed three times by centrifuging for 30 minutes at 16,100 g (13,172 rpm) at room temperature (Eppendorf Centrifuge 5415D, Hauppauge, NY) and resuspending into NOM-free dispersion medium. The 20 mM concentration of NaCl was chosen (in contrast to 100 mM NaCl in the aggregation experiments) to reduce NP aggregation and corrosion of the electrodes in the disposable capillary cells used for measurement (DTS1070, Malvern Instruments). Although all EPMs in 100 mM NaCl are expected to be lower in magnitude due to charge screening, the trends (or lack of trends) among samples are assumed to be similar to those in 20 mM NaCl.
For Au NPs coated in NOM₁, suspensions were also prepared in 100 mM NaCl, 1 mM NaHCO₃ (pH 8.3) and washed three times with resuspension into 20 mM NaCl medium after each centrifugation step. Although a higher adsorbed mass is expected at higher ionic strength (due to screening of electrostatic repulsions between NOM and citrate or other NOM adsorbed onto the Au NP surface), measured electrophoretic mobilities were similar to those for the Au NPs prepared in 20 mM NaCl (Section 6.3.5).

5.4. Results

5.4.1 Molecular weight determination of the whole NOM

Suwannee River NOM was characterized by SEC-MALS, then separated to obtain the fractions used to test the effect of NOM molecular weight distribution on NP stability against aggregation. First, the NOM₁ sample was obtained by filtering the original NOM solutions through a 0.22 µm syringe filter. Mass recovery of NOM in the filtrate was 94-96% by TOC or 93% by batch RI measurements. SEC-MALS analysis for NOM₁ is shown in Figure 5.1, using an eluent of 4 mM phosphate buffer with 25 mM NaCl (pH 7). The UV and dRI signals indicate the concentration of eluting NOM; molecular weights are simultaneously determined by MALS. As expected, molecular weight decreases with elution time as smaller NOM components access more of the pore space in the SEC medium (taking a longer travel distance through the column). The shape of the SEC-MALS chromatogram is similar to those previously published for Suwannee River NOM₄²,⁵⁰,⁵⁹ and other humic substances.⁶⁰

For the NOM₁ sample, the weight-average molecular weight, \(Mₚ\), was 23.3 kg/mol for the MALS measurements from elution time of 10.6 to 21.5 minutes. 1.4 wt% of NOM₁ eluted in a small void peak (10.6 to 13 minutes), comprising a mixture of all NOM larger than the SEC
exclusion size. The molecular weight of NOM in this void fraction was > 100 kg/mol; this NOM is presumably comprised of large humic aggregates. Evidence for aggregation of humic substances has been observed previously. The majority of NOM₁ (98.6 wt-%) elutes after 13 minutes and has molecular weight ranging from approximately 5 to 100 kg/mol. The lognormal fitting method gives a geometric mean, $M_g$, of the weight-average molecular weight distribution of 7.9 kg/mol for NOM₁, accounting for the mass that elutes after 21.5 minutes and assuming that molecular weight decreases after 21.5 minutes (as expected from SEC theory).

Figure 5.1. Molecular weight and UV and RI chromatograms for NOM₁ using 4 mM phosphate buffer with 25 mM NaCl (pH 7) as the SEC eluent. UV and RI signals are normalized against the peak signal intensity. A void peak is observed (elution time of 10.6 to 13 minutes), consisting of very large NOM aggregates. Most of the sample elutes after 13 minutes and has molecular weight lower than 100 kg/mol. The negative RI peak at $t = 22$ min is a result of the lower RI signal of eluting DI water (injected as the NOM solvent) compared to the phosphate buffer + NaCl. The UV tail during and after the negative solvent peak indicates some adsorption of NOM to the SEC column media; however, the molecular weight determined from MALS is independent of the elution time. A second analysis using 2 mM phosphate buffer to eliminate adsorption gave similar weight-averaged molecular weights, within 10% (Appendix B.2.1).
Radius of gyration ($R_g$) was determined using MALS (Zimm model). $R_g$ of NOM in the void fraction and main peak was 17–60 nm and 14–17 nm, respectively. The large sizes obtained have been shown in some studies\textsuperscript{61} but not others,\textsuperscript{62} depending on the sample and sizing method. It is noted that data quality for the main peak was poorer due to lower scattering counts; in addition, the radius determination by MALS has a lower limit of 10 nm because small molecules scatter 660 nm light approximately isotropically. The expected $R_g$ for individual fulvic and humic molecules (or their constituent components\textsuperscript{5,6}) is < 10 nm.\textsuperscript{2}

5.4.2 Preparative fractionation of the NOM samples

Preparative fractionation of NOM\textsubscript{1} was performed using a 100 kg/mol MWCO centrifugal ultrafiltration device to separate the main peak and void peak components in Figure 5.1. The filtrate concentration was 1.7 g/L, yielding 91% recovery from the NOM\textsubscript{1} input (~1.9 g/L). The final concentration of the retentate was 150 mg/L (1.1% recovery, adjusting for the concentration factor of 6.9 described in Methods). Therefore, ~8% of NOM\textsubscript{1} is estimated to be lost onto the membrane or during the washing process. Membrane fouling is affected by many factors (e.g. size, hydrophobicity, charge)\textsuperscript{63} the specific components lost were not determined but may include hydrophobic NOM that adsorbs or NOM near the MWCO that are entrapped in the membrane.

SEC chromatograms for the retentate (NOM\textsubscript{r}) and filtrate (NOM\textsubscript{f}) are shown in Figure 5.2. Results using 4 mM phosphate/25 mM NaCl eluent are provided here; results for 2 mM phosphate are provided in Appendix B.2.1. No void peak ($t = 10.6$ to 13 min) is observed in NOM\textsubscript{f} (Figure 5.2a), indicating removal of the larger material. The elution profile appears similar to that of the main peak in NOM\textsubscript{1} (Figure 5.1), suggesting no significant perturbation of
filtrate components during the separation process. The filtrate $M_w$ was 12.8 kg/mol for the portion analyzed by MALS (blue line in Figure 5.2(a)), or $M_g = 5.8$ kg/mol from the lognormal fitting method.

The SEC chromatogram for NOM$_r$ (Figure 5.2(b)) shows that the void peak is recovered, along with other $>100$ kg/mol material eluting after 13 minutes (which may be adsorbing to the SEC column, resulting in peak tailing). The retentate $M_w$ was 691 kg/mol for the portion analyzed by MALS (blue line in Figure 5.2(b)), or $M_g = 151$ kg/mol from the lognormal fitting method. The recovery of this material in the filter after washing with DI water suggests that the collected components were stable against disaggregation in the conditions used for SEC-MALS (however, possible disaggregation in the presence of the citrate-stabilized gold nanoparticles was not assessed). All samples were also re-analyzed by SEC-MALS over time (after further use); no significant changes in the molecular weight distributions were observed.
Figure 5.2. Molecular weights and UV and RI chromatograms for NOM$_f$ (a) and NOM$_r$ (b), in 4 mM phosphate buffer with 25 mM NaCl at pH 7. NOM with molecular weight < 100 kg/mol was removed from the retentate, and negligible concentrations of NOM in the void fraction were observed in the filtrate.

5.4.3 Chemical characterization of the NOM fractions

Spectroscopic methods were used to compare chemical characteristics of the NOM samples. $^1$H NMR spectra for NOM$_1$ and NOM$_f$ are provided in Appendix B.2.3; insufficient quantities of NOM$_r$ were obtained for this analysis. The NOM$_1$ and NOM$_f$ spectra had similar
Fluorescence EEMs (Figure 5.3) are also similar for NOM$_1$ and NOM$_f$. Both spectra show a peak near excitation/emission wavelengths of $335/446$ nm, representative of aquatic humic substances (e.g., lignin degradation products).$^{64}$ A similar peak (near $340/448$ nm) is also observed for NOM$_r$; however, a secondary peak at $275/322$ nm appears, which is representative of protein-like components (e.g., amino acids with aromatic functional groups, such as tryptophan, phenyl alanine, or tyrosine).$^{64}$ These results are similar to those reported by Baker et al., in which a protein-like peak was observed for large (>0.2 µm) material and removed in smaller fractions.$^{65}$ These components may be of algal or bacterial origin and attributable to free amino acids or those in proteins or cell membranes;$^{64}$ biomolecular fragments can also bind strongly to humic compounds and be protected from degradation.$^{66}$ Amino acids fluoresce more strongly by weight than humic acids,$^{67}$ so the peak observed represents only a low concentration.

Figure 5.3. Fluorescence EEMs for NOM$_1$ (a), NOM$_f$ (b), and NOM$_r$ (c), corrected for the inner filter effect. Data in areas in top left and bottom right corners where Rayleigh scattering occurs were set to zeros.$^{68}$ All intensities are normalized to the peak intensity, with dark red representing a value of one, dark blue representing zero, and each contour plotted at an increment of 0.05. Peak intensities in counts per second are reported in Figure 6.3.
The UV-Vis absorbance spectra and linearized data fit to Equation 5.1 are shown in Figures 5.4(a) and 5.4(b), respectively. Wavelengths higher than 650 nm were not included for fitting because of the low absorbance. Again, the NOM₁ and NOM₇ spectra are similar, whereas the NOM₅ spectrum differs. Specific UV absorbance (normalized by concentration) at 280 nm, SUVA₂₈₀, is higher for NOM₅ (Figure 5.4(a)). Based on correlations between aromaticity and absorptivity determined for various NOM samples,⁵⁰,⁵³,⁵⁴ the NOM₅ is expected to have percent aromaticity only 2 to 5% higher than NOM₇. The slope coefficients for NOM₁ and NOM₇ from the exponential model are similar (0.014 and 0.015 nm⁻¹, respectively), whereas NOM₅ has a shallower slope (0.011 nm⁻¹), suggesting a different composition (ratio of components that absorb UV versus visible light). For example, Korshin et al.⁵⁶ proposed that the UV spectrum could be modeled as a superposition of three absorption bands representing the excitation of benzene groups to three different excited states: the local-excitation band centered at 180 nm, the benzenoid band centered at 203 nm, and the electron-transfer band centered at 253 nm. The intensity of the electron-transfer band is sensitive to the functionalization of the benzene ring by polar groups such as hydroxyl, carbonyl, carboxyl, and ester groups. Thus, a ratio of absorbances or the slope coefficient may be representative of the substitutions on the aromatic groups.
Figure 5.4. UV absorbance spectra (a) and exponential fits (b) for NOM$_f$, NOM$_r$, and NOM$_1$ at 5 ppm in DI water, pH 7.7 to 8.0. NOM$_f$ has a higher SUVA$_{280}$ and lower slope coefficient $S$, suggesting broad differences in composition.

Both the higher SUVA and lower $S$ for the retentate fraction of this particular NOM sample are consistent with trends between the properties of the UV-vis absorbance spectrum and molecular weight for other NOM types.$^{50,58,69,70}$ The relationship between $S$ and molecular weight has been proposed to result from either the presence of a more extended aromatic system that can absorb light of longer wavelengths, or intramolecular charge transfer between chromophores.$^{69}$

5.4.4 Nanoparticle aggregation

Results for time-resolved DLS measurements of Au NP aggregation are presented, followed by a proposed mechanism. Initial aggregation rates are provided in Appendix B.3.7; trends in these rates are consistent with qualitative analysis of the aggregation curves. Aggregation of citrate-stabilized Au NPs without NOM in 0 to 100 mM NaCl (with 1 mM NaHCO$_3$, pH 8.3) is shown in Appendix B.2.4. The NPs were stable against aggregation in ionic
strengths up to 20 mM NaCl, whereas aggregation occurred in 50 and 100 mM NaCl due to charge screening.

The effects of NOM on NP aggregation were tested in 100 mM NaCl to best demonstrate differences in aggregation behavior (similar stabilization against aggregation was achieved using 10 ppm of NOM$_f$ and NOM$_r$ in 50 mM NaCl, shown in Appendix B.2.5). At higher ionic strength, electrostatic stabilization is reduced due to charge screening, and steric or other effects become relatively more important. First, NOM$_1$, NOM$_f$, and NOM$_r$ were compared on the same mass basis, 10 ppm of each NOM fraction (Figure 5.5). Results for citrate-stabilized Au without NOM in 0 and 100 mM NaCl are included for comparison against the non- and rapidly-aggregating particles, respectively.

![Figure 5.5](image)

**Figure 5.5.** Time-resolved intensity averaged radii for citrate-stabilized Au NPs in 100 mM NaCl, 1 mM NaHCO$_3$, pH 8.3, in the presence of 10 ppm of NOM$_1$, NOM$_f$, or NOM$_r$. Rapid aggregation is observed for NOM$_f$, whereas NOM$_r$ stabilizes the NPs. The NOM$_1$, which has a constitution of ~98 wt% of < 100 kg/mol NOM and ~2 wt% of > 100 kg/mol NOM by SEC-MALS, behaves intermediately between the two separated fractions. Error bars are standard deviations computed for intensity average diameters from duplicate or triplicate runs.
10 ppm of NOM$_r$ decreases the aggregation rate compared to that without NOM, but aggregation is still rapid and continues throughout the 20-minute measurement duration to reach hydrodynamic radius of over 250 nm. In contrast, 10 ppm of NOM$_r$ provides significant NP stabilization. An initial increase in hydrodynamic radius from 13 nm to 30 nm is observed, but further aggregation is not observed after the first measurement point. This initial size increase did not occur after the addition of NOM$_r$ (prior to NaCl addition), but only after addition of NaCl. Similar results were obtained by Nason et al. for citrate-stabilized Au NPs in the presence of unfractionated Suwannee River Humic Acid.$^{30}$ This behavior was explained by screening of intramolecular electrostatic repulsion, allowing more NOM to pack onto the particle surface (initially increasing the hydrodynamic size due to the adsorbed layer, then imparting steric stabilization). Brief NP-NP aggregation may also occur between addition of the NaCl and the establishment of the surface layer of NOM. Alternatively, it is noted that NOM$_r$ ($R_g > 20$ nm by MALS) is of comparable or larger size than the Au NPs ($R_h \sim 13$ nm); therefore, a physical model of NPs attaching onto large NOM$_r$ aggregates, rather than NOM$_r$ “coating” individual NPs, may be possible. TEM images for mixtures of 20 ppm Au NPs with 10 ppm NOM$_r$ in DI water show some large globules of low electron density material (presumably NOM) in association with several NPs (Figure 5.6(a)), although this morphology is not consistent across all regions of the grid (Figure 5.6(b)). These images suggest that for small Au NPs and high molecular weight NOM$_r$, a nanoparticle-decorated NOM morphology may exist, but do not confirm that this morphology is dominant. Bridging of hematite NPs by Suwannee River NOM was also shown by Wilkinson et al.,$^{71}$ although the bridging component was fibrillar, not globular. No coating was visible by TEM for NOM$_f$ (Appendix B.2.7). NaCl was not added to prevent deposition of salt crystals; at higher ionic strength, greater association of NOM with the Au NPs may occur.
Figure 5.6. TEM images of citrate-stabilized Au NPs in the presence of NOM$_r$. Samples were prepared with 20 ppm Au NPs and 10 ppm NOM in DI water and drop deposited onto carbon coated copper grids. For NOM$_r$, particles were well-dispersed, and some particles associated with low electron density material (presumably large NOM aggregates) were observed (a); however, visible coatings were not observed on many other NPs (b).

10 ppm of NOM$_1$, which contains both NOM$_f$ and NOM$_r$ components, produces behavior intermediate between that of 10 ppm of either fraction alone. Notably, NOM$_1$ yields better stability against aggregation than the NOM$_f$ fraction alone, even though it is primarily composed of NOM$_f$ and contains only a small amount of NOM$_r$ (< 2 wt%).

The NOM fractions were also compared on a basis of their relative masses in the original NOM$_1$ sample (1.8 wt% NOM$_f$ and 98 wt% NOM$_r$), which is relevant for understanding studies using unfractionated NOM samples. Additional aggregation experiments were performed with reduced NOM$_r$ concentrations (Figure 5.7(a)) or increased NOM$_f$ and NOM$_1$ concentrations (Figure 5.7(b)). Some data from Figure 5.5 are re-plotted where relevant for comparison.
Figure 5.7. Time-resolved DLS for citrate-stabilized Au NPs in 100 mM NaCl, 1 mM NaHCO₃, pH 8.3, for a basis of comparison of 10 ppm NOM¹ (~0.18 ppm NOMᵣ, 9.8 ppm NOMᵢ by SEC-MALS) (a), or 560 ppm NOMᵢ (~10 ppm NOMᵣ, 550 ppm NOMᵢ) (b). On a 10 ppm NOMᵢ basis, separated NOMᵣ and NOMᵢ fractions do not prevent rapid aggregation, although the original or reconstituted mixture provides somewhat improved stability. Mixtures of the components (NOMᵢ and NOMᵢ) impart better stability than either component alone. On a 560 ppm NOMᵢ basis, stability is improved for all NOM fractions; however, significant aggregation is still observed for NOMᵢ whereas NOMᵣ and NOMᵢ provide good stability.
In Figure 5.7(a), the concentrations of NOM_r and NOM_f are chosen to be those present in ~10 ppm NOM_1. A 0.18 ppm concentration of NOM_r fails to enhance stability; aggregation is similar to that in the absence of NOM. Therefore, the improved stability of 10 ppm NOM_1 compared to either 10 ppm NOM_f or 0.18 ppm NOM_r cannot be explained by the presence of either component acting individually. To further investigate this behavior, 9.8 ppm of NOM_f and 0.18 ppm of NOM_r were recombined to form a mixture, NOM_{mix}, similar to NOM_1. Improved stability achieved with this mixture suggests that some interaction between the two components occurs to enhance NP stability, although the stability in 10 ppm NOM_1 is not fully recovered.

The effects of increasing the NOM_r concentration are shown in Appendix B.2.6. In 1.0 ppm of NOM_r, aggregation was reduced. In 1.8 ppm of NOM_r, NP stability significantly improved: as observed with 10 ppm NOM_r, the hydrodynamic radius rapidly increased within the first 15 to 30 seconds, then stabilized (at 60 to 70 nm for this concentration). The rapid size increase followed by stabilization (at decreasing size with increasing NOM_r concentration) may be attributable to formation of NP-NOM heteroaggregates (although large aggregates shown in Figure 5.6(a) were not observed by DLS), or to aggregation of NPs upon salt addition prior to equilibration of the adsorbed NOM layer.

In Figure 5.7(b), concentrations of NOM_f and NOM_1 are increased to 550 and 560 ppm, respectively, for comparison against 10 ppm of NOM_f (1.8% of 560 ppm). In 560 ppm of NOM_1, no significant change in DLS radius is observed over 20 minutes. Stability of the Au NPs improved in 550 ppm NOM_f compared to 10 ppm NOM_f, but rapid aggregation still occurs during the first several minutes. Of particular note, NP stability is much more sensitive to the NOM_r concentration than NOM_f concentration: significant aggregation is observed even with
550 ppm of NOM\textsubscript{f}, whereas NP behavior varies from no stability to excellent stability against aggregation within the range of 0.18 to 1.8 ppm of NOM\textsubscript{r} (Appendix B.2.6).

A possible mechanism is suggested to explain the behavior across all the aggregation experiments. First, 10 ppm NOM\textsubscript{f} or NOM\textsubscript{r} provide similar NP stability in 50 mM NaCl (Appendix B.2.5). On the other hand, for 10 ppm of either fraction in 100 mM NaCl (Figure 5.5), where charge is further screened, the higher molecular weight NOM\textsubscript{r} enhances stability compared to the lower molecular weight NOM\textsubscript{f}. These results may indicate a difference in electrostatic versus steric stabilization mechanisms for the two fractions, with NOM\textsubscript{r} presumably imparting greater steric repulsion due to its higher molecular weight and larger radius of gyration.

Comparison of electrophoretic mobilities for the NOM-coated NPs (measured in 20 mM NaCl, 1 mM NaHCO\textsubscript{3}, at pH 8.3) further suggests the importance of a steric effect rather than an electrostatic effect. Electrophoretic mobilities are compared in Figure 5.8. First, it is noted that the electrophoretic mobilities for all coated nanoparticles are less negative than for the uncoated nanoparticles (similar results have been observed for bovine serum albumin coatings on citrate-stabilized gold NPs\textsuperscript{72}). These results suggest that negatively-charged citrate may have been displaced by NOM; alternatively, the increased drag produced by the adsorbed NOM can result in a lower magnitude of electrophoretic mobility, or positively-charged groups on NOM may have bound and neutralized the citrate charge. NPs coated in the filtrate and unfractionated NOM have similar electrophoretic mobilities, whereas NPs coated in the retentate fraction tend to have lower electrophoretic mobility. The lower electrophoretic mobility for the adsorbed layer of retentate NOM may be attributable to greater citrate displacement or binding of positively-charged NOM moieties, a lower charge density in the adsorbed layer, or a thicker or
less permeable adsorbed layer. These scenarios would be consistent with a stronger steric repulsion (rather than electrostatic repulsion) imparted by the retentate NOM.

**Figure 5.8.** Electrophoretic mobilities for citrate-stabilized gold NPs coated with each fraction of SRNOM. NOM-coated NPs were prepared, washed, and measured in 20 mM NaCl, 1 mM NaHCO\(_3\), at pH 8.3.

When considering the role of the two fractions in NOM\(_1\) (1.8 wt % NOM\(_r\) and 98 wt % NOM\(_f\)), concentration-dependent behavior is observed. For 10 ppm NOM\(_1\) (containing 0.18 ppm NOM\(_r\) and 9.8 ppm NOM\(_f\)), incomplete saturation of the NP surfaces was likely achieved, as supported by the observation that higher concentrations of NOM\(_f\) and NOM\(_r\) improve stability (compare Figures 5.7(a) and 5.7(b)). For the NOM\(_r\) component specifically, estimation of the number ratio of NOM\(_r\) “molecules” or aggregates to Au NPs suggests that a concentration between 0.1 to 0.7 ppm is required to achieve a NOM\(_r\)/NP number ratio of ~1 (based on the lower MWCO of 100 kg/mol, or \(M_w\) of 691 kg/mol, respectively). Therefore, no or minimal attachment of NOM\(_r\) may occur at 0.18 ppm. When insufficient concentrations of either NOM\(_r\) or NOM\(_f\) are present to stabilize the NPs on their own, the combination of the two fractions (NOM\(_1\) or NOM\(_{mix}\)) affords somewhat better stability. The loss of some unknown NOM
components due to fouling of the 100 kg/mol ultrafiltration membrane as described in Methods may partially explain this behavior (NOM_1 versus NOM_{mix}). Improved stability by recombining the fractions without the fouling components (NOM_{mix}) may be due to NOM_r overcoating adsorbed NOM_f or enhancing further adsorption (e.g. by modifying the NP surface hydrophobicity), or the formation of a more coherent (less patchy) layer of NOM_f and NOM_r. Small NOM_f components are kinetically favored to adsorb first due to faster diffusion, but can be replaced by larger NOM_r components whose adsorption is thermodynamically favored. The adsorbed NOM_f may reduce bridging of NPs by slower-adsorbing NOM_r, as suggested by experiments comparing aggregation of magnetite NPs coated with poly(acrylic acid) of varying polydispersity. The aggregation experiments here do not indicate significant bridging (enhanced aggregation) by 0.18 ppm NOM_r, although bridging may contribute to initial size increases observed for higher concentrations of NOM_r. At the highest NOM concentration assessed (560 ppm NOM_1), where sufficient NOM_r is present to stabilize the NPs, NOM_r effects become dominant: removal of the higher molecular weight material significantly impairs the NOM’s stabilizing ability (compare NOM_1 and NOM_f in Figure 5.7(b)).

Differences in other physicochemical characteristics are also considered: the NOM_r sample has higher aromatic and protein-like content than NOM_f. Higher aromaticity of NOM_r may result in higher affinity than NOM_f for the particle surface. The significantly higher molecular weight of NOM_r compared to NOM_f is also expected to increase its strength of adsorption to the Au NPs, as shown for polydisperse NOM or polymers. The higher adsorbed mass of NOM_r may result in the formation of a thicker adsorbed layer and stronger steric stabilization. Other studies have shown that aromaticity and molecular weight co-vary, and both correlate to NP aggregation behavior. The influence of these co-varying factors
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cannot be separated in this study, so differences in chemical composition (e.g. aromaticity or charge) may play a significant role in NOM adsorption and NP aggregation. However, the chemical differences measured here for the NOM fractions were much less apparent than the molecular weight differences. Assessment of additional samples in Chapter 6 allows for better distinction of the influence of molecular weight as opposed to the chemistry of the NOM. Finally, properties such as hydrophobicity, polysaccharide content, charge, elemental composition, or acid/base functional groups may be important but were not measured here.

Implications of these results are discussed in Chapter 7. Briefly, small amounts of > 100 kg/mol NOM were found to enhance NP stability, even at low concentrations (< 2 wt %) in the unfractionated NOM mixture. Therefore, correlations for NP aggregation may need to account for the polydispersity of the NOM, particularly at the high molecular weight tail of the distribution. Limitations in extrapolating these results to other systems and future work are also discussed in Chapter 7.

References for this chapter are listed at the end of Chapter 7.
Chapter 6. Correlation of the physicochemical properties of natural organic matter samples from different sources to their effects on gold nanoparticle aggregation

6.1 Introduction

Chapter 5 presented a detailed investigation of the effects of heterogeneity (specifically, the role of the NOM components with very high molecular weight, > 100 kg/mol determined from MALS). In this chapter, we extend this analysis to five additional NOM samples from different origins. Furthermore, we assess general correlations of nanoparticle (NP) aggregation behavior to NOM properties across all six samples and the two molecular weight fractions obtained from each sample.

The differences in NP aggregation behavior for the unfractionated SRNOM and the 100 kg/mol filtrate and retentate fractions (Chapter 5) was attributed primarily to the molecular weight distribution: the fractions differed relatively little in aromaticity (although other, unmeasured chemical properties were not assessed). Other NOM sources will have different chemical compositions and may exhibit different behavior, depending on the origin of the NOM (i.e., the type of biomass from which it is derived), the source where it is collected (e.g., soil, freshwater lakes or rivers, or seawater), and the processing or fractionation applied (e.g., separation of humic and fulvic acids). The origin of NOM can be classified as follows:

- Pedogenic NOM derived from terrestrial decomposition of plants and microorganisms, which contains primarily charged, refractory material (e.g., fulvic and humic acids); and
- Aquagenic NOM derived from aquatic organisms such as plankton, which contain more polysaccharides and
proteins. As described in Chapter 2, these types of components can have different effects on colloidal stability. Comparing across sources, NOM extracted from solid samples (peat or soil) is likely to contain more hydrophobic, higher molecular weight components of pedogenic NOM with a higher solid-water partitioning coefficient. Rivers or lakes receiving leached pedogenic NOM will then contain a higher percentage of the more hydrophilic components; aquagenic material will also be present. Seawater will contain primarily aquagenic material. Typically, the user or collector will extract a portion of the NOM from the source (e.g. onto an XAD resin) and then fractionate it further by solubility at pH 1.0 (fulvic vs. humic acids).

This study includes assessment of gold NP aggregation in the presence of Pahokee peat humic acid (PPHA), Suwannee River humic acid (SRHA), Elliott Soil fulvic acid (ESFA), Pony Lake fulvic acid (PLFA), and Pacific Ocean fulvic acid (POFA). These samples cover a range of source types (peat or soil, freshwater river, a saline lake, and seawater) as well as collection or preparation types (i.e., fulvic and humic acids). This study improves upon other studies comparing the effects of various NOM sources on aggregation and dissolution (e.g., the study by Deonarine et al.) by providing more thorough characterization of the NOM (e.g., molecular weight distribution and fluorescence EEMs). In addition, the preparation of ultrafiltration fractions of each NOM source expands the sample size and allows for control of molecular weight, enabling better insight into the role of molecular weight versus other chemical properties of the NOM.

6.2 Objectives

The first objective of this research is to extend the study presented in Chapter 5 to several NOM samples. The effects of the molecular weight and polydispersity of NOM on the
aggregation of gold NPs are assessed. We determine whether observations from Chapter 5 (i.e. high molecular weight fractions providing better NP stability against aggregation, and mixtures of molecular weight fractions providing better stability than the fractions comprising it) are consistent across several NOM types. The second objective is to correlate aggregation rates with the properties of the NOM fractions to assess whether molecular weight distribution is the primary determinant of NP behavior or whether other properties (i.e. NOM chemistry) must be taken into account. Several possible quantitative correlations are assessed. This study will contribute to an improved understanding of the effects of NOM on NP aggregation behavior, at both a detailed level (considering the composition and heterogeneity of the NOM) and a holistic and practical level (across a broad set of NOM types from different water bodies and soils).

6.3 Materials and methods

6.3.1 Citrate-stabilized gold nanoparticles

The same batch of citrate-stabilized gold NPs described in Chapter 5 was used for this study. The size and aggregation rate of the NPs was re-measured several times over the course of the experiments; no significant change was observed over time.

6.3.2 Natural organic matter isolates

Five additional NOM isolates were assessed: Pahokee Peat humic acid (PPHA), Suwannee River humic acid (SRHA), Elliott Soil fulvic acid (ESFA), Pony Lake fulvic acid (PLFA), and Pacific Ocean fulvic acid (POFA). The data for Suwannee River natural organic matter (SRNOM) presented in Chapter 5 are also assessed here in context of the entire set of NOM isolates. All samples except POFA were obtained from the International Humic
Substances Society (IHSS, St. Paul, MN) (catalog numbers listed in Table 6.1). POFA was provided by Dr. George Aiken (U.S. Geological Survey, Boulder, CO) via Dr. Heileen Hsu-Kim (Duke University, Durham, NC). Descriptions of the NOM collection sites are compiled in Table 6.1.

Table 6.1. Descriptions of NOM collection sites

<table>
<thead>
<tr>
<th>NOM sample</th>
<th>Collection site</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPHA (1R103H-2)</td>
<td>Florida Everglades; agricultural peat soil</td>
</tr>
<tr>
<td>SRHA (2S101H);</td>
<td>South Georgia, draining the Okefenokee Swamp; blackwater river</td>
</tr>
<tr>
<td>SRNOM (1R101N)</td>
<td></td>
</tr>
<tr>
<td>ESFA (4S102F)</td>
<td>Indiana; prairie soil</td>
</tr>
<tr>
<td>PLFA (1R109F)</td>
<td>Antarctica; eutrophic, saline coastal pond</td>
</tr>
<tr>
<td>POFA</td>
<td>170 km southwest of Honolulu, Hawaii; seawater collected at 100 m depth</td>
</tr>
</tbody>
</table>

Elemental composition and functional group distributions were not measured in this study. However, these have been reported in the literature and are provided by the IHSS. Reported values for the bulk, untreated samples are presented in Table 6.2 and 6.3.

Table 6.2. Elemental composition and reduced S content of NOM samples

<table>
<thead>
<tr>
<th>NOM</th>
<th>Elemental composition (wt %)</th>
<th>Reduced S content (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>(wt%)</td>
<td>(wt%)</td>
</tr>
<tr>
<td>PPHA</td>
<td>56.8</td>
<td>3.6</td>
</tr>
<tr>
<td>SRHA</td>
<td>52.6</td>
<td>4.3</td>
</tr>
<tr>
<td>SRNOM</td>
<td>52.5</td>
<td>4.2</td>
</tr>
<tr>
<td>ESFA</td>
<td>51.0</td>
<td>4.3</td>
</tr>
<tr>
<td>PLFA</td>
<td>52.5</td>
<td>5.4</td>
</tr>
<tr>
<td>POFA</td>
<td>56.2</td>
<td>6</td>
</tr>
</tbody>
</table>
Table 6.3. Functional group distributions for NOM samples

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PPHA⁷⁷</td>
<td>19</td>
<td>5</td>
<td>4</td>
<td>47</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>SRHA⁷⁷</td>
<td>29</td>
<td>13</td>
<td>7</td>
<td>31</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>SRNOM⁷⁷</td>
<td>27</td>
<td>15</td>
<td>7</td>
<td>23</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>ESFA⁷⁷</td>
<td>22</td>
<td>9</td>
<td>1</td>
<td>30</td>
<td>25</td>
<td>12</td>
</tr>
<tr>
<td>PLFA⁷⁷</td>
<td>61</td>
<td>8.4</td>
<td>0.2</td>
<td>12</td>
<td>17</td>
<td>1.2</td>
</tr>
<tr>
<td>POFA⁷⁸</td>
<td>56.9</td>
<td>13.4</td>
<td>1.2</td>
<td>7.3</td>
<td>19.5</td>
<td>1.6</td>
</tr>
</tbody>
</table>

All data from IHSS⁷⁷ except for POFA⁷⁸. Data for older stocks of PPHA (1S103H) and ESFA (1S102F) used where data for the stocks used here were unavailable.

Stock solutions of NOM for the IHSS samples were prepared by dissolving the solid material at 2 g/L in water and rotating overnight, similarly to the method described in Chapter 5 except the initial stock was prepared in 1 mM NaHCO₃ and adjusted to pH 8.3 with 1 N NaOH to improve solubility of the humic acid samples. Samples were then filtered using a 0.22 µm PVDF syringe filter, with a portion of the unfiltered 2 g/L stock reserved for determination of the carbon content by total organic carbon (TOC) analysis. The POFA sample was provided in aqueous solution, pre-filtered using a 0.22 µm nylon syringe filter (VWR), at a concentration of 283 mg C/L, or 504 mg/L total mass. In this chapter, the 0.22 µm filtered stock solutions are referred to as the “whole” NOM.

6.3.3 Characterization and fractionation of NOM

Fractionation of the NOM was performed using a 15-mL centrifugal ultrafiltration unit (Amicon) with a 100 kg/mol molecular weight cutoff. As described in Chapter 5, centrifugation was performed at 6,000 rpm (3,864g) at room temperature on a Marathon 26KM centrifuge.
(Hermle Labortechnik). The ultrafiltration membrane was first rinsed by centrifuging 15 mL of DI water; then a 15 mL aliquot of the stock NOM (0.22 µm filtrate) was centrifuged, and a second 10 to 15 mL aliquot of stock NOM was added to the same tube (to collect a greater quantity of retentate) and centrifuged. The filtrate was collected without further modification. The retentate was rinsed by repeated additions of 15 mL of 1 mM NaHCO₃ (pH 8.3) and centrifugation until the filtrate appeared clear (except for PPHA, for which light brown color was still observed after ten rinses).

The same NOM characterization methods described in Chapter 5 were applied here. Concentrations were measured on a TOC analyzer against KHP calibration standards (method described in Chapter 5), with the weight percent of carbon determined on the 2 g/L unfiltered stocks. Molecular weight distributions were determined by size exclusion chromatography with multi-angle light scattering (SEC-MALS), using a Superdex 75/300 SEC column (GE Life Sciences) and HELEOS II light scattering detector (Wyatt Technology) connected to a high performance liquid chromatography system with a binary pump, degasser, and autosampler. An ultraviolet (UV) absorbance detector (Agilent) and differential refractometer (t-REX, Wyatt) provided in-line concentration measurements. The eluent used was 4 mM phosphate buffer at pH 7 with 25 mM NaCl, and the sample injection volumes ranged from 50 to 100 µL. The IHSS samples were injected at their stock concentrations (1.1 to 1.9 g/L for all whole and filtrate fractions and the PPHA retentate fraction; ~0.1 to 0.6 g/L for all other retentate fractions). The POFA sample had the lower molecular weight; to obtain a higher light scattering signal, portions of the whole and filtrate fractions for POFA were concentrated to 4.1 to 4.3 g/L by rotary evaporation at 25 mbar and 25 to 35 °C for the SEC-MALS analysis. The refractive index increments (dn/dc) needed to obtain concentration from the differential refractive index (dRI)
measurements were determined by batch dRI measurements on the unfiltered stock NOM samples. Molecular weight distributions were then fitted to a lognormal distribution in order to account for the portion of the SEC chromatogram that could not be analyzed by MALS, as described in Chapter 5 and Appendix B.1.4. When compared, the weight-averaged molecular weights obtained directly from MALS ($M_w$) are referred to as the “unadjusted” molecular weight, whereas the geometric mean of the fitted lognormal distribution of weight-averaged molecular weights ($M_g$) are referred to as the “fitted” or “modeled” molecular weights.

UV-vis absorbance spectra and fluorescence excitation emission matrices (EEMs) were collected for the whole, filtrate, and retentate fractions for each NOM sample. Samples for UV-vis absorbance were prepared at 5 ppm in DI water without pH adjustment to prevent KCl contamination from the pH probe. Specific UV absorbance at 254 or 280 nm was used to estimate aromaticity using previously determined correlations.$^{50,53,54}$ The UV-vis absorbance spectrum was fitted to an exponential curve to determine exponential slopes.$^{57}$ Samples for fluorescence EEMs were prepared at 1 ppm C in 10 mM KCl as recommended by Westerhoff et al.; however, the pH was adjusted to 8.3 instead of 3 to prevent possible precipitation of the less soluble humic acid samples. Fluorescence EEMs were measured on a Fluoromax 4 instrument (Horiba, Edison, NJ). Excitation and emission slit widths were 10 nm. Emission was measured from 290 to 600 nm in 1 nm increments, at excitation wavelengths of 200 to 400 nm in 5 nm increments. Blank subtraction was performed using 10 mM KCl (pH 8.3), and inner filter correction was applied using UV-vis absorbance spectra collected on the same samples used for the fluorescence EEMs.
6.3.4 Nanoparticle aggregation

Aggregation experiments for the citrate-stabilized gold NPs in the presence of NOM were performed using the same methods and instrumentation (ALV) for time-resolved dynamic light scattering (DLS) as presented in Chapter 5. Briefly, the size of the citrate-stabilized gold NPs was measured prior to and after NOM addition. Then, NaCl solution was added and aggregation was monitored over 20 minutes. The final concentrations after NaCl addition were 20 ppm NPs and 100 mM NaCl. All NOM fractions were tested at a concentration of 10 ppm (as in Chapter 5); this concentration is typical of river waters (~5 ppm dissolved organic carbon, or ~10 ppm total NOM assuming 50 wt % carbon). For some NOM samples, no significant NP aggregation was observed with 10 ppm of any fraction, so fractions were also compared at a lower concentration of 1 ppm; this concentration is typical of sea water (~0.5 ppm dissolved organic carbon).

Furthermore, the concentration of retentate present in 10 ppm of the whole NOM sample (determined by SEC-MALS) and recombined fractions of the retentate and filtrate fractions were tested. The recombined fractions are used to confirm whether the effects imparted by the unfractionated NOM are attributable to mixing of the fractions, rather than any components lost during the ultrafiltration process (Table B.4).

Initial aggregation rates \( k_{agg} \) were estimated and used for quantitative correlations of NP aggregation behavior to NOM properties. Ideally, \( k_{agg} \) should be taken as the linear slope (over several data points) of size versus time during the period of doublet formation (between the first measurement and that where the hydrodynamic radius, \( R_h \), reaches 1.3 times the initial \( R_h \)). However, particle aggregation was often too rapid in the experiments here to capture this period (i.e., the first measurement after addition of NaCl solution was > 1.3 times the initial size).
Therefore, \( k_{agg} \) was computed between the initial size \( (R_{h,0}) \) and the first measurement after NaCl addition. Despite this issue and other uncertainties in the delay time until the first measurement (Appendix B.3.7), the computed \( k_{agg} \) generally captured the overall aggregation behavior over time (Appendix B.3.7). The uncertainty in delay time and standard deviation in \( R_h \) over replicate measurements were propagated to estimate uncertainty in \( k_{agg} \).

6.3.5 Characterization of nanoparticle-NOM interaction

Electrophoretic mobility of the citrate-stabilized gold NPs coated with each type and molecular weight fraction of NOM was measured as described in Chapter 5. The preparation and measurement method was the same for all types of NOM.

6.4 Results

6.4.1 Molecular weight determination of the whole NOM samples

SEC-MALS chromatograms are shown in Figure 6.1. As expected, the humic acids (operationally defined as the insoluble portion of the NOM at pH 1.0)\(^{77}\), PPHA and SRHA, have a higher molecular weight overall (and show earlier elution of the main peak), and components with apparent weight-averaged molecular weights \( (M_w) > 100 \) kg/mol comprise a higher percentage of the NOM. The marine fulvic acids (PLFA and POFA) have the lower molecular weights overall, but a small amount of \( > 100 \) kg/mol material is also observed in these samples. ESFA and SRNOM have intermediate molecular weights between the humic acids and the marine fulvic acids.
Figure 6.1. SEC-MALS chromatograms for PPHA (a), SRHA (b), SRNOM (c), ESFA (d), PLFA (e), and POFA (f), using eluent of 4 mM phosphate (pH 7) with 25 mM NaCl in water. The solid blue line represents the \( M_w \) determined by MALS, and the dash-dotted grey line and dashed black line represent the UV absorbance and dRI, respectively (normalized to the highest measured value). Sharp decreases in the dRI signal after 23 minutes are attributed to eluting solvent injected with the NOM, which has a lower ionic strength (and refractive index) than the eluent.

6.4.2 Preparative fractionation of the NOM samples

SEC-MALS chromatograms for the filtrate and retentate fractions obtained after centrifugal ultrafiltration at a 100 kg/mol molecular weight cutoff are provided in Appendix
B.1.2. Insufficient quantities of retentate were recovered for PLFA or POFA for SEC-MALS analysis (however, sufficient PLFA retentate was recovered for other analyses and aggregation experiments). For all samples, good separation was achieved, i.e. the filtrate and retentate fractions were comprised primarily of \(< 100\) and \(> 100\) kg/mol components, respectively. Recoveries of material from the fractionation process, calculated by a mass balance using the measured concentrations and volumes of filtrate and retentate, are reported in Appendix B.3.1, and range from 86% to 97%.

The fitted lognormal distributions that account for the non-analyzed portion of the NOM are shown in Appendix B.1.4. As stated in the methods, the non-analyzed (later-eluting) portion is assumed to have a lower molecular weight than the analyzed portion; this assumption may not be accurate for PPHA, where adsorption of high molecular weight components was observed (i.e., an increase in molecular weight with elution time). Therefore, molecular weights for PPHA may be underestimated by this method. The geometric mean of the fitted lognormal distribution of weight-averaged molecular weights, \(M_g\), mean of the lognormal distribution, \(\mu\), and standard deviation of the lognormal distribution, \(\sigma\), obtained from least squares fitting of the cumulative distribution function are reported in Table 6.4. In general, similar or lower \(M_g\) values are observed for the filtrate compared to the whole NOM. The fitted standard deviation (representative of polydispersity) is expected to be lower for the filtrate than the whole NOM, but this behavior is only observed for half of the samples. The unexpected results are likely attributable to error in the fitted lognormal distribution, which tends not to capture the highest molecular weight portion of the measured distribution (details in Appendix B.1.4). The unadjusted \(M_w\) obtained directly from MALS are also presented in Table 6.4. As discussed in
Section 5.3.3.3, the molecular weights obtained from MALS tend to be higher than those obtained by SEC calibration against polymer standards or other (non-SEC) methods.\textsuperscript{49}

Table 6.4. Unadjusted $M_w$, and fitted parameters and $M_g$ of the lognormal distributions for the NOM samples

<table>
<thead>
<tr>
<th>NOM type</th>
<th>NOM fraction</th>
<th>Unadjusted $M_w$ (kg/mol)</th>
<th>Fitted (Equations B.5 and B.6) $M_g$ (kg/mol)</th>
<th>$\mu$ (log g/mol)</th>
<th>$\sigma$ (log g/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPHA</td>
<td>Whole</td>
<td>307</td>
<td>61</td>
<td>4.79</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>67</td>
<td>36</td>
<td>4.56</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>Retentate</td>
<td>857</td>
<td>185</td>
<td>5.27</td>
<td>0.23</td>
</tr>
<tr>
<td>SRHA</td>
<td>Whole</td>
<td>114</td>
<td>24</td>
<td>4.38</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>27</td>
<td>27</td>
<td>4.44</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>Retentate</td>
<td>980</td>
<td>372</td>
<td>5.57</td>
<td>0.24</td>
</tr>
<tr>
<td>SRNOM</td>
<td>Whole</td>
<td>23</td>
<td>7.9</td>
<td>3.90</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>13</td>
<td>5.8</td>
<td>3.76</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Retentate</td>
<td>691</td>
<td>151</td>
<td>5.18</td>
<td>0.68</td>
</tr>
<tr>
<td>ESFA</td>
<td>Whole</td>
<td>85</td>
<td>12.3</td>
<td>4.09</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>17</td>
<td>12.0</td>
<td>4.06</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Retentate</td>
<td>1030</td>
<td>231</td>
<td>5.37</td>
<td>0.34</td>
</tr>
<tr>
<td>PLFA</td>
<td>Whole</td>
<td>38</td>
<td>4.0</td>
<td>3.61</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>16</td>
<td>4.4</td>
<td>3.64</td>
<td>0.49</td>
</tr>
<tr>
<td>POFA</td>
<td>Whole</td>
<td>4.2</td>
<td>1.6</td>
<td>3.21</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>2.9</td>
<td>1.3</td>
<td>3.10</td>
<td>0.24</td>
</tr>
</tbody>
</table>

The experimentally-determined distributions of $M_w$ are also plotted in pie charts in Figure 6.2 to visualize the distributions. The non-analyzed portion of the sample was attributed to the < 10 kg/mol portion for SRNOM, ESFA, PLFA, and POFA, and to the 10 to 50 kg/mol portion for PPHA and SRHA (where no < 10 kg/mol material was identified by MALS). A plot comparing the cumulative distribution functions across the six unfractionated NOM samples is also presented in Appendix B.1.4 (Figure B.3).
**Figure 6.2.** Molecular weight distributions for unfractionated PPHA (a), SRHA (b), SRNOM (c), ESFA (d), PLFA (e), and POFA (f). The reported percentages are based on experimental molecular weights obtained directly by MALS, with the non-analyzed portion of the mass attributed to the 10-50 kg/mol fraction for PPHA and SRHA and the < 10 kg/mol fraction for all other NOM samples.

### 6.4.3 Chemical characterization of the NOM fractions

Fluorescence EEMs for all NOM types and fractions, and the peak locations and intensities, are shown in Figure 6.3 (note that SRNOM was measured at pH 3 following the procedure of Westerhoff et al., whereas other NOM samples were measured at pH 8.3 to ensure solubility; peak intensities at different pH may not be comparable). No trend of peak intensities with molecular weight is apparent when comparing among the six different types of NOM (where $M_w$ or $M_g$ decreases from PPHA > SRHA > ESFA > SRNOM > PLFA > POFA). However, within each sample, the fluorescence intensity for the retentate fraction is consistently lower than that of the filtrate or whole NOM (at the same concentration as C). In addition, a
secondary peak in the protein-like region is observed for the retentate fractions of the SRNOM, ESFA, and PLFA (insufficient retentate was collected for POFA).

Figure 6.3. (continued on next page)
Figure 6.3. Fluorescence EEMs for the whole, filtrate, and retentate fractions of PPHA (a), SRHA (b), SRNOM (c), ESFA (d), PLFA (e), and POFA (f). All samples were prepared at 1 ppm C in 10 mM KCl at pH 8.3 (except SRNOM, at pH 3). Blank subtraction and inner filter correction were applied, and fluorescence intensities at and outside the 1st and 2nd order Rayleigh scattering regions were set to zero. The retentate fraction generally has lower peak fluorescence intensity and, for all samples except PPHA, shows a secondary peak in the “protein-like” region. Insufficient quantities of POFA were available to collect a retentate fraction.

The UV absorbance spectra and the exponential fits are provided in Figure 6.4. Comparisons across NOM types for each fraction are shown in Appendix B.3.2. Specific UV absorbance at 254 nm (SUVA$_{254}$) and 280 nm (SUVA$_{280}$) and the estimated aromaticity computed from correlations from previous studies$^{50,53,54}$ are also reported in Appendix B.3.2. When comparing the unfractionated (whole) samples across the six types of NOM (Figure B.13
in Appendix B), SUVA generally shows a positive correlation with $M_w$ or $M_g$, and the exponential slope coefficient shows an inverse correlation with $M_w$ or $M_g$.

However, when comparing fractions within each NOM type, SUVA for the retentate fractions are generally similar (or significantly lower in ESFA and PLFA) than the SUVA of the whole or filtrate fractions, despite their higher molecular weights. Therefore, SUVA should not be assumed to always correlate to molecular weight: these two properties are not intrinsically related, and the data obtained here reinforce this fact. The lower SUVA of the retentate material in ESFA and PLFA may suggest that this material contains a higher proportion of polysaccharides (that do not strongly absorb UV light) rather than aromatic “humic” or “fulvic” substances.

On the other hand, the slope coefficient, $S$, better reflects the molecular weight difference between fractions, with the retentate fraction consistently exhibiting a lower $S$ than the filtrate and whole NOM, even for ESFA and PLFA. The implications for distinguishing the correlation of NP aggregation with SUVA, $S$, and molecular weight of the NOM (all of which are typically assumed to co-vary) are discussed further in the results (Section 6.4.6). As discussed in Section 5.4.3, $S$ may be representative of the composition of the NOM (e.g., the ratio of unsubstituted aromatic groups and those with polar substitutions), or it may reflect extended aromatic structures or intramolecular charge transfer between these structures in higher molecular weight NOM.
Figure 6.4 (continued on next page)
Figure 6.4. UV absorbance spectra (left) and exponential fits (right) for PPHA (a), SRHA (b), SRNOM (c), ESFA (d), PLFA (e), and POFA (f). All samples prepared at 5 ppm in DI water. Comparisons of all six NOM types on the same plot are provided in Appendix B.3.2. Absorbance spectra are similar across the fractions within each NOM type, except for ESFA and PLFA. On the other hand, the slope coefficient for the retentate fraction is consistently smaller for the retentate fraction in each NOM type.
6.4.4 Effect of molecular weight fractions on nanoparticle aggregation

In this section, we focus on the effects of the molecular weight fractions within each NOM sample. Thorough discussion of these effects was provided in Chapter 5 for SRNOM, so an abbreviated discussion is provided here. Comparison across all six samples is discussed in Section 6.4.5.

Aggregation of the citrate-stabilized gold NPs in the presence of 10 ppm NOM and 100 mM NaCl is shown in Figure 6.5. The same trends identified for SRNOM in Chapter 5 are observed for SRHA, ESFA, PLFA, and POFA, i.e., the retentate fraction provides better NP stability against aggregation than the filtrate fraction at the same mass concentration, and the whole NOM provides intermediate stability between the two fractions. An exception is observed for PPHA, for which all fractions stabilize the NPs against aggregation. Additional aggregation experiments were performed using an NOM concentration of 1 ppm (Appendix B.3.4). As for SRNOM (Chapter 5), 1 ppm of retentate NOM provides significantly better NP stability than 1 ppm of filtrate or whole NOM, except for PPHA. No enhancement of aggregation in the presence of NOM (e.g. bridging of NPs) was observed; however, bridging may be induced by the presence of divalent or multivalent cations such as Ca\(^{2+}\), which were not included here.
Figure 6.5. Hydrodynamic radius measured by time-resolved DLS for 20 ppm citrate-stabilized gold NPs in the presence of 10 ppm NOM and 100 mM NaCl, in 1 mM NaHCO₃ at pH 8.3. All samples were measured in duplicate or more runs; error bars represent the standard deviation in the radius measured at each time point. At the same (10 ppm) NOM concentration, the retentate consistently produces the best NP stability against aggregation, whereas the filtrate produces the poorest NP stability. An exception is observed for PPHA, where all fractions provide similarly good NP stability. The same trends and exception for PPHA are observed in the presence of 1 ppm NOM (Appendix B.3.4). Insufficient retentate was collected for POFA to conduct an aggregation experiment, so it is not included.
The observed behavior is likely attributable to the greater steric repulsion imparted by the larger retentate components, as discussed in Chapter 5. For PPHA, the lack of difference between the fractions may be attributable in part to the fact that all fractions were comprised of relatively high molecular weight components, whereas the filtrate and retentate fractions of the other five samples showed more extreme differences in molecular weight (Table 6.4; Figure 6.2). Another factor that may play a role is the faster diffusion and adsorption of smaller filtrate molecules to the NP surface. Also, at the same mass concentration (10 ppm), the filtrate \(M_g = 36 \text{ kg/mol}\) contains a greater number of “molecules” than the retentate \(M_g = 185 \text{ kg/mol}\). A low number ratio of NOM to NPs may encourage bridging.

The same trends in electrophoretic mobility identified for SRNOM in Chapter 5 are observed within each of the additional NOM samples. Namely, NPs coated in the filtrate and whole NOM have similar electrophoretic mobilities, whereas NPs coated in the retentate fraction tend to have a less negative electrophoretic mobility. No trend is observed across NOM samples; i.e., the electrophoretic mobility of NPs coated with the whole NOM (dark blue bars) does not correlate with \(M_w \) or \(M_g \) (decreasing from left (PPHA) to right (POFA) across Figure 6.6). As discussed in Chapter 5, these results support that a steric repulsion effect, rather than an electrostatic effect, is likely responsible for the significantly improved NP stability in the presence of retentate NOM.
Figure 6.6. Electrophoretic mobilities of NOM-coated NPs, measured in 20 mM NaCl, 1 mM NaHCO₃, pH 8.3. Error bars represent the standard deviation across five repeat measurements. Samples were prepared in 20 mM NaCl, 1 mM NaHCO₃, pH 8.3 and washed three times by centrifuging and resuspending in NOM-free medium. For whole NOM, initial preparation in 100 mM NaCl (matching the aggregation experiments) followed by washing and resuspension into 20 mM NaCl was tested; results did not differ significantly from the 20 mM NaCl preparation. Data for unwashed samples in 20 mM NaCl are provided in Appendix B (Figure B.14); the same trend (or lack of trend) is observed.

The synergistic effect of the mixture of filtrate and retentate fractions (i.e., the “whole” NOM) is again observed for all samples here except PPHA (where all fractions provided similar NP stability). Figures comparing NP aggregation in the presence of 10 ppm of whole NOM and the relevant concentrations of the constituent molecular weight fractions are shown in Appendix B.3.5. Neither the filtrate or retentate fractions alone provide the full NP stabilization observed for the whole NOM. Re-mixing the separated fractions produces a similar effect to the
unfractionated NOM (indicating that enhanced stabilization by the whole NOM cannot be explained solely by components lost during the fractionation procedure, and that effects due to the retentate are likely not an artifact due to possible modifications during the separation procedure). The broader implications of this result are discussed in Section 6.4.6.

6.4.5 Comparison of nanoparticle aggregation across NOM types

In this section, aggregation results are compared across all six NOM samples (and the molecular weight fractions obtained) and assessed in the context of the molecular weights and chemistries of the different NOM types. Aggregation plots from Section 6.4.4 are re-organized to demonstrate trends with NOM type in the presence of 10 and 1 ppm of the whole, filtrate, and retentate fractions. These plots are presented in Appendix B.3.6. The NP stability against aggregation generally improves as the molecular weight of the NOM increases. However, PLFA does not follow this trend: it provides significantly better NP stability than would be expected from its low molecular weight, similar to or better than the stability provided by the high molecular weight humic acid samples. It is noted that unexpected effects on NP behavior produced by PLFA have also been shown in other recent studies. Nason et al.\textsuperscript{30} found that, at low concentrations (< 2 mg C/L) PLFA provided better stability of citrate-stabilized gold NPs than SRNOM (but not SRHA) and postulated that this behavior could result from a higher packing density of the small PLFA molecules on the NP or its high aliphatic content (Table 6.3). These possible mechanisms are explored further in this study. (It is noted that Nason et al. also observed destabilization of the NPs at PLFA concentrations higher than 2 mg C/L, but that behavior was not observed in this study).
Possible mechanisms or properties resulting in the good NP stability provided by PLFA are explored. First, we identify physicochemical characteristics that can be dismissed:

- Electrostatic repulsion: It is unlikely that adsorbed PLFA provides higher electrostatic repulsion: the EPMs are not significantly different from those measured for the other types of NOM (Figure 6.6). Furthermore, the carboxyl content (which is expected to correlate to charge due to deprotonation of carboxylate groups) is similar across all NOM samples (Table 6.3).

- SUVA or aromaticity: The better stability also does not correspond to the SUVA (Table B.5 in Appendix B) or aromaticity (Table 6.3; Table B.5), which a previous study identified as significant parameters correlating with ZnS NP growth and aggregation rates. Here, PLFA has a lower SUVA and aromaticity than all other samples except POFA.

- Fluorescence EEM: The fluorescence EEMs do not show any apparent distinction in either the fluorescence peak locations or intensities for PLFA in comparison to the other NOM samples. So overall, there are no distinctive chemical functional groups of the PLFA that could explain the high stability against aggregation that was observed.

- Aliphatic content: PLFA has a significantly higher aliphatic content than the soil and Suwannee River sources (Table 6.2), consistent with its microbial origins; however, POFA has similarly high aliphatic content but does not provide unexpectedly high NP stability.

The only (known) properties that distinguish PLFA from the other NOM sources used here are the high nitrogen and reduced sulfur content of PLFA (Table 6.2). (These characteristics are consistent with its origins from microbial or animal waste.) Amine groups can
form weak covalent bonds with gold, and reduced sulfur will form strong covalent bonds. Therefore, enrichment in these functional groups may result in a higher affinity (and adsorbed mass) of PLFA compared to the other NOM samples. Higher adsorbed mass would contribute to a stronger steric repulsion effect. Although reduced sulfur was not found to correlate to NOM stabilization of precipitating ZnS NPs,24 the ZnS system contained excess inorganic sulfide that would compete with NOM, whereas the system here contains no competing sources of reduced sulfur. Solution depletion methods were attempted with PLFA and SRHA at the conditions used in the aggregation experiments (20 ppm NPs, 10 ppm PLFA or SRHA, and 100 mM NaCl in 1 mM NaHCO3 at pH 8.3). However, the adsorbed mass was too low to be consistently determined across repeat measurements using this method (using UV-vis absorbance for concentration detection).

Finally, the possible influence of unmeasured properties must also be considered. Differences in layer conformation (e.g. segment density distribution) and homogeneity in surface coverage (e.g. patchiness of the adsorbed NOM) can affect the NP aggregation behavior. The adsorbed components from different sources of NOM may also differ in hydrophobicity or hydrophilicity. However, these properties will be difficult to measure on the coated NPs.

6.4.6 Quantitative correlation of aggregation rates with NOM properties

Quantitative overall correlations of NP aggregation behavior to various NOM properties are assessed here. The qualitative observations from previous sections in this chapter, as well as the correlations observed by others for bulk NOM samples,24,30 informed the selection of parameters (NOM properties) for attempted correlations. These correlations were performed using aggregation data for 10 ppm of the various NOM types and fractions. Although data were
also collected for 1 ppm of NOM, most aggregation rates measured were near that of the uncoated NPs (likely under diffusion-limited aggregation conditions), so no correlation could be made at this concentration (Appendix B.3.8).

First, the correlation of NP aggregation rate to $M_w$ or $M_g$ of the NOM fractions is assessed (Figure 6.7). The $M_g$ estimated from fitting the adjusted distribution (accounting for the portion of the sample too small to analyze by MALS) and that obtained directly from MALS, $M_{w,\text{unadjusted}}$, are compared (full discussion of these methods is provided in Appendix B.1.4). Deonarine et al.\(^{24}\) and Nason\(^{30}\) et al. previously found that the growth or aggregation of ZnS and citrate-stabilized gold NPs, respectively, generally correlated with the molecular weight for unfractionated NOM. As discussed previously, molecular weight can be expected to correlate with adsorbed mass and layer thickness, thereby imparting steric repulsion. Here, average molecular weights are plotted on a logarithmic scale (whereas Deonarine et al. used a linear scale in the number-average molecular weight, $M_n^{24}$). No physicochemical mechanism supports either scaling; here, the logarithmic scale was found to better incorporate the high molecular weights (> 100 kg/mol) of the retentate fractions. A log-log model was also assessed (for which negative aggregation rates are precluded); however, lower coefficients of determination, $R^2$, were obtained (Appendix B.3.9). As expected from the qualitative analyses in Section 6.4.5, the aggregation rates tend to correlate well with either $M_w$ or $M_g$ for all samples except PLFA, which is a noticeable outlier (exclusion of PLFA results in a higher $R^2$).
Figure 6.7. Correlation of aggregation rate with log molecular weight, determined from two methods: the geometric mean, $M_g$, for a fitted lognormal distribution of weight-averaged molecular weights (a), or $M_{w,\text{unadjusted}}$ directly measured by MALS (b). The differences between these methods are discussed in Appendix B.1.4 in detail; briefly, $M_{w,\text{unadjusted}}$ more strongly weights the high molecular weight tail of the size distribution. $M_{w,\text{unadjusted}}$ provides a better correlation, particularly in distinguishing the effects of whole and filtrate NOM on the aggregation rate. In either case, PLFA is an outlier: good correlation is observed when PLFA data are excluded (black line), where little NP aggregation was observed although the molecular weight of PLFA is low; poorer correlation is observed when PLFA data are included (orange line).

The comparison of correlations using the two molecular weight estimates (Figure 6.7(a) and (b)) demonstrates that the method of determining molecular weight can be important. Briefly, the fitted $M_g$ accounts for the smallest 20 to 55 wt% of the NOM, but tends not to capture the high molecular weight tail of the distribution (i.e., $> 100$ kg/mol components); whereas $M_{w,\text{unadjusted}}$ does not include the low molecular weight components but weights more heavily toward the $> 100$ kg/mol NOM. $M_{w,\text{unadjusted}}$ provides better correlation with the aggregation rates measured here; particularly, it better captures differences in filtrate and whole fractions, e.g. in ESFA (blue triangles) and SRHA (purple squares). This result follows from the
qualitative conclusions from Sections 5.4.4 and 6.4.4, where the retentate fraction was shown to contribute significantly to the ability of the heterogeneous NOM to stabilize NPs against aggregation. It is noted that number-average molecular weights are typically reported elsewhere and tend to be more similar to $M_g$ determined here; furthermore, the high molecular weight void peak can not be analyzed in other studies applying SEC when calibration standards are used instead of MALS. Implications for the interpretation of experimental results and correlation across different studies are discussed in Chapter 7.

Next, the correlations between aggregation rates and properties of the UV-vis absorbance spectra of the NOM (SUVA$_{280}$ and the exponential slope coefficient) were assessed (Figure 6.8). ZnS NP stability in the presence of different types of NOM was previously shown to correlate well with both SUVA$_{280}$ and the mean molecular weight; these properties typically co-vary. SUVA is easier to measure than molecular weight and would therefore be the more desirable parameter from a practical standpoint, if the two parameters predicted NP aggregation behavior equally well. In this study, SUVA$_{280}$ and $M_w$ or $M_g$ were correlated for the unfractionated NOM, but not necessarily among the fractions: the retentate for ESFA and PLFA had lower SUVA$_{280}$ than the corresponding filtrate or unfractionated NOM, but significantly higher molecular weight (Figure 6.4). The $R^2$ coefficient was poorer for the correlation with SUVA$_{280}$ ($R^2 = 0.39$, Figure 6.8(a)) than with $M_w$ or $M_g$, indicating that molecular weight was a better explanatory variable than SUVA$_{280}$ for the samples assessed here. This result suggests that the mechanism for NP stabilization was driven more by molecular weight effects rather than chemical or hydrophobic interactions with aromatic groups on NOM (which correlates to SUVA).

Although SUVA$_{280}$ produced poorer correlation than $M_w$ or $M_f$, the slope coefficient representing the shape of the UV-vis absorbance spectrum correlated significantly better with
molecular weight, and thus yielded a better correlation with aggregation rate than SUVA$_{280}$, with $R^2 = 0.74$ (Figure 6.8(b)). The slope coefficient requires no additional experimental effort to acquire compared to SUVA, and therefore would be feasible to include in future studies to parameterize correlations of NOM properties with NP aggregation or transport behavior. Another option is to use a ratio of two absorbances. Two ratios ($A_{254}/A_{436}$ and $A_{250}/A_{365}$) were explored (Appendix B.3.10); the former gives similar goodness of fit as the slope coefficient, whereas the latter gives poorer goodness of fit. The use of the slope coefficient is recommended because it incorporates more data.
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**Figure 6.8.** Correlation of aggregation rate with SUVA$_{280}$ (a) and the exponential slope coefficient (b) from UV-vis absorbance measurements on NOM. Correlations are shown either excluding or including the PLFA results (black or orange lines, respectively).

Correlations that include *reduced* sulfur (not total S) content in the NOM as an explanatory variable were assessed. Reduced sulfur content of the NOM was qualitatively identified as a possible factor contributing to the behavior of PLFA-coated gold NPs (Section 6.4.5). Figure 6.9(a) shows the correlation of aggregation rate with reduced sulfur content for the six unfractionated NOM samples (elemental compositions were not measured on the filtrate...
or retentate fractions). Poor correlation ($R^2 = 0.38$) was observed, although the stabilizing effect of PLFA appears to be better represented. This relatively poor correlation is likely due to the lack of variance in S content between most of the NOM samples evaluated. Only PLFA contained a reduced sulfur content that was distinct from the other samples (Table 6.2).

**Figure 6.9.** Correlation of aggregation rate with reduced sulfur content for the unfractionated NOM samples (a), and predicted versus measured aggregation rates for a two-parameter correlation including log($M_g$) and the reduced sulfur content (b). The dotted line in (b) represents a perfect 1:1 correlation.

Finally, the suitability of a linear three-parameter model (Equation 6.1) to predict the initial aggregation rate, $k_{agg}$, from log($M_g$) and the reduced sulfur content, $x_S$, was determined (where the three parameters are the coefficients, $a$ and $b$, for log($M_g$) and $x_S$, and the constant, $c$). The parameters were fitted to minimize the sum of squared errors between the predicted and measured aggregation rates, where $\varepsilon$ is the error.

$$k_{agg, predicted} = a \log(M_g) + b(x_S) + c + \varepsilon$$  \hspace{1cm} (6.1)
The correlation for the fitted three-parameter model is shown in Figure 6.9(b) (with $a = -0.50$, $b = -0.53$, and $c = 2.87$; sum of squared errors = 0.64 (nm/s)$^2$). Filtrate and retentate fractions are included by assuming the same reduced sulfur content as reported for the unfractionated NOM (a reasonable assumption for the filtrate, but possibly erroneous for the retentate). It is emphasized that, as for the other correlations assessed, the form of the correlation has no mechanistic basis. Rather, it is used as a rough assessment of whether inclusion of sulfur content (in an arbitrary form) can improve the correlation. Improvement is indeed observed ($R^2 = 0.81$) compared to the single-parameter correlations with $M_g$ and reduced sulfur content. Notably, the PLFA data no longer appear as outliers.

The two-parameter linear model with log($M_g$) (fitting a slope and intercept, Figure 6.7) and the three-parameter model (Equation 6.1) were compared using Akaike Information Criteria (AIC) to assess the trade-off between the increased model complexity (i.e., number of parameters) and the improved goodness of fit. That is, the possibility for overfitting the model was assessed. The equation for AIC is provided in Appendix B.3.11. When the PLFA data are included, AIC is 14.3 and -0.1 for the two- and three-parameter models respectively, where the lower value indicates a better model. This result suggests that the improvement in the fit (including PLFA data) more than offsets the addition of a parameter. However, if the PLFA data are excluded, AIC is 0.6 and 2.3 for the two- and three-parameter models: inclusion of reduced sulfur content does not provide significant value for the other NOM samples.

We conclude that additional data on other NOM isolates is needed to support or refute the importance of reduced sulfur for gold NP aggregation. Furthermore, it is expected that reduced sulfur will only be relevant for metal NPs where strong binding to sulfur occurs (e.g., gold and
silver NPs), so this property may have limited importance for other NPs. Overall implications of these correlations are discussed in Chapter 7.

References for this chapter are listed at the end of Chapter 7.
Chapter 7. Summary of results, significance, and future needs for Chapters 5 and 6

7.1. New knowledge produced and significance

To our knowledge, this study provides the most detailed assessment of the effects of NOM on nanoparticle (NP) aggregation to date by combining three factors: the use of multiple sources of NOM, the systematic variation of molecular weight (by fractionation) within each NOM source, and the accompaniment of the effects study with extensive characterization of each NOM fraction and the NOM-coated NPs. By performing this assessment on a single controlled system (gold NPs consistently assessed in the same dispersion medium), the effect of the NOM properties could be probed more definitively and mechanistically than would be possible through a meta-analysis of data across different studies with widely varying NP and system properties.

New knowledge produced includes the observation that NP aggregation behavior is sensitive to the molecular weight distribution of NOM, particularly with respect to the presence of small amounts (e.g., < 6 wt%) of very high molecular weight (> 100 kg/mol) components. Furthermore, different molecular weight fractions were observed to interact in a polydisperse mixture; i.e., the unfractionated NOM provided better NP stability than its component fractions. Higher-level correlations identified molecular weight and the slope coefficient of the UV-vis absorbance spectrum as better predictors of aggregation rate than specific UV absorbance (or aromaticity). This distinction was not possible in a previous study\textsuperscript{24} because these properties co-varied for bulk samples. The use of fractionated materials here allowed for the roles of molecular weight and specific UV absorbance to be better distinguished. We also suggest that the slope coefficient describing the shape of the UV-vis spectrum be reported and considered for
correlations, in addition to the absorbance at a single wavelength or absorbance ratios. This analysis requires no additional effort compared to measurement of absorbance and incorporates data from the entire UV-vis spectrum. The importance of measuring (and weighting toward) the highest molecular weight components was emphasized in both the qualitative analysis and the correlations. Implications are that weight-averaged (rather than number-averaged) molecular weights may better predict coated NP aggregation. Finally, the ability for other chemical factors (possibly reduced sulfur content) to affect NP stability was observed for PLFA, although the mechanism involved (e.g., higher adsorbed mass resulting in enhanced steric effects) could not be identified through the suite of characterization methods applied here.

The importance of the highest molecular weight components and the observation of synergistic effects in combined fractions of the NOM have several significant implications. These results suggest that NOM sample preparation processes that may be assumed to be trivial (e.g., filtration of an NOM sample, and the selection of a filtration size) can have significant effects on NP behavior. In the environmental nanotechnology research community, the importance of characterization and reporting of sample preparation for the NPs has often been discussed; here, we suggest that better characterization and reporting of NOM is also needed. More broadly, the results imply that the ability to quantitatively extrapolate the results of laboratory studies to real systems should not be assumed. Studies often begin with NOM samples that are already fractionated (e.g., via selective extraction of some NOM components onto an XAD resin, followed by further fractionation into a humic or fulvic acid sample). However, real systems will contain a mixture of humic and fulvic acids, as well as other components. The interactions of all of the components in this “supermixture” may not be adequately captured by experiments using pre-fractionated NOM. This point was strongly
emphasized by Filella in a review of general (i.e., not nanoparticle-specific) environmental studies using NOM$^1$ and is supported by the results of this study.

7.2 Future work

Future work is proposed that follows from the research presented in Chapters 7 and 8. First, limitations in the ability to generalize this work across a wider range of NPs and environmental systems can be addressed by varying the type of NP, pH, ionic strength, and presence of divalent cations. This research would build upon the results obtained for one specific system here (gold NPs in 100 mM NaCl at pH 8.3). The trend of enhanced stability against aggregation imparted by higher molecular weight NOM (compared to low molecular weight NOM) is expected to be consistent across different types of NPs because the higher affinity of high molecular weight macromolecules to adsorb to surfaces and the steric effect due to a thicker adsorbed layer are independent of the properties of the surface. However, different conformations of NOM adsorbed to different types (or sizes) of NPs may affect the magnitude of the steric effect.

For the dispersion medium, a lower pH and ionic strength (e.g., relevant to typical surface waters) can be investigated than the conditions used here. The effects of divalent cations can also be investigated. The pH will determine the extent of deprotonation of carboxylic acid and phenolic groups on the NOM, which will affect the electrostatic interaction forces between NPs. The ionic strength will control charge screening, which will also change the electrostatic interaction force. At lower ionic strengths, different molecular weight fractions of NOM may produce similar effects on NP aggregation if electrostatic effects become more important than steric effects. Charge screening can also affect the adsorbed mass, composition, and
conformation of the adsorbed layer, changing the steric (or electrosteric) forces. For negatively-charged NPs, lesser adsorption of negatively-charged NOM can be expected at lower ionic strength. However, the adsorbed NOM layer may swell at lower ionic strength due to increased electrostatic repulsion between charges within the NOM. Therefore, different behavior may be observed at lower ionic strength. Other, similar studies have used lower, but still high, ionic strengths (e.g., 50 mM NaNO₃ with 4 mM HEPES buffer at pH 7,²⁴ or 80 mM KCl at pH 5 to 6.³⁰ It is possible that similarly good NP stability will be observed with any NOM type at lower ionic strength conditions. This result would be useful to simplify data requirements for environmental transport models if electrophoretic mobility of the coated NPs (rather than molecular weight or adsorbed layer conformation) is a sufficient measurement. Finally, divalent cations can significantly change aggregation behavior. Aside from the electrostatic effect (i.e., charge screening following the Schulze-Hardy rule), some divalent cations, particularly Ca²⁺, can cause bridging between carboxylate groups on NOM or biomacromolecules such as alginate. Enhanced aggregation of NOM-coated NPs due to this effect has been reported previously.⁸⁴,⁸⁵ The chemistry of the NOM (and hence type of NOM) can be expected to affect the extent of the calcium bridging effect.

Additional work is proposed to extend the results of this study. In particular, the concept of heterogeneous mixtures producing better stability than their component fractions will be useful to investigate, particularly in consideration of the heterogeneity present in realistic natural systems. Increased polydispersity of synthetic polymers has been shown to improve NP stability.⁷³ For protein stabilization of ENMs, two- or three-component mixtures of proteins from fetal bovine serum (FBS) provided better stability than any single protein alone.⁸⁶ The co-sorption of three components was required in order to obtain similar stability to the complete
FBS mixture. It is currently unknown (and rarely considered) how many and what types of components of NOM will be needed to adequately represent the effects of the complete “supermixture” of NOM. This knowledge would be useful to inform the design of future studies investigating NOM interactions with NPs or colloids.

Finally, the existence (or lack thereof) of a “nano”-specific effect can be explored. As discussed in Chapter 2, the adsorption of macromolecules and the conformation of the adsorbed layer is expected to differ for large colloids or flat surfaces compared to particles with high surface curvature (i.e. with nanometer-scale radius, comparable or smaller than that of the adsorbing macromolecule). Theories and experimental data have been demonstrated that surface curvature affects the adsorption and conformation of linear homopolymers and brushes. The effect of NP size on the unfolding of adsorbing proteins of different shapes (e.g. globular and fibrillar) has also been shown. Similar experiments can be performed comparing the adsorption and conformation of NOM on different sizes of NPs, but these experiments will be more difficult than for synthetic polymers (with well-controlled structure and chemistry) or proteins (where techniques sensitive to conformation, such as circular dichroism, are available). Advanced methods such as NMR and Raman spectroscopy may be useful for NOM. However, the results of this study generally agree with expectations from basic colloid and macromolecule theories (i.e. preferential adsorption of high molecular weight components, and better NP stability imparted by high molecular weight NOM, consistent with steric mechanisms). It is unknown whether knowledge of possible changes in NOM adsorption or conformation with particle size will be necessary to significantly improve our ability to explain NP behavior (e.g. attachment efficiency) in the environment.
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Chapter 8. Summary of novel contributions and perspectives for future research

8.1 Summary of novel contributions

This dissertation has produced several contributions to improve our understanding of the fate and transport behavior of engineered nanoparticles. This knowledge will be useful to predict the distribution of these novel materials in the environment and to assess the risk of exposure of biological or ecological entities of interest. Novel contributions of this work from the two parts of this dissertation are summarized here.

8.1.1 Part I: Characterization of adsorbed layers on nanoparticles by soft particle electrokinetic modeling

1. Determined that parameter identifiability problems in soft particle electrokinetic modeling approaches limits the range of systems for which adsorbed layer properties can be estimated with good confidence. Since the development of soft particle electrokinetic models by Ohshima in 1995, various studies across the fields of colloid science, microbiology, and environmental engineering have applied electrokinetic modeling approaches to estimate adsorbed layer properties, including layer thickness, charge density, permeability, and homogeneity. Often, this approach is applied without a good understanding of the statistical limitations of this method. This dissertation presented a thorough assessment of parameter identifiability for both analytical and numerical solutions of the soft particle electrokinetic model and demonstrated that significant limitations in parameter identifiability exist. This result highlights the need for
uncertainty assessment when applying this method, which will improve the quality of future studies that employ these models. Importantly, it suggests that the characteristics of adsorbed natural organic matter may be determined with this method in many cases because the conditions favorable for its application occur with adsorbed organic matter.

2. Identified trends in parameter identifiability across a range of particle and adsorbed layer properties, and systematic biases likely to affect parameter estimates. By assessing a wide range of modeled particle charges and adsorbed layer properties, electrokinetic models were determined to be most useful to estimate layer thicknesses on more highly charged particles with thin, low-charge adsorbed layers. Trends in the identifiability of charge density and adsorbed layer permeability were also identified. The identifiability analysis also demonstrated that layer thicknesses were likely to be overestimated, particularly when using the analytical model. These findings will guide researchers in determining the appropriateness of this method to assess their systems of interest.

3. Identified simple parameters that can represent confidence in fitted parameters. Rigorous statistical analysis (i.e., by likelihood plots) can be daunting and unwieldy for typical users of the soft particle electrokinetic model. Here, easily computed sensitivity and collinearity parameters were determined to represent parameter identifiability well (albeit not perfectly). These analyses were demonstrated in this dissertation for experimental systems (in publications by Louie et al.\textsuperscript{1} and Hotze et al.\textsuperscript{2}) and can be feasible for researchers to apply in the future.
4. Determined scenarios where parameter reduction in the model will and will not be useful.

The analysis of likelihood plots in this dissertation clearly identified cases where parameter reduction will provide significant improvement in the confidence in the fitted parameter of interest. However, it also demonstrated that parameter reduction cannot be assumed to solve all parameter identifiability problems. For example, layer thickness is always non-identifiable for some types of adsorbed layers, regardless of whether all other parameters of the model are known. This analysis will guide researchers in deciding the value of combining soft particle electrokinetic modeling with other methods to characterize adsorbed layers.

5. Demonstrated how limitations in characterization can hamper our understanding of the transport behavior of coated nanoparticles. Hotze et al. tested the hypothesis that adsorbed coatings could control the transport behavior of nanoparticles (i.e., cause different nanoparticles to exhibit the same transport behavior) on a seemingly straightforward system in which three types of nanoparticles were coated with the same macromolecules. However, the observed transport behavior was complex, and no apparent correlation was observed with measured properties of the coated particles (including layer thicknesses estimated from electrokinetic modeling). Part of the problem was attributed to the poor confidence in the layer thickness estimates for the coated particles used in this study, further emphasizing the need for statistical analysis when applying this method. More broadly, the results show that additional or improved characterization methods in general will be required to predict nanoparticle transport behavior. These needs are discussed in Section 8.2.
8.1.2 Part II: Properties of heterogeneous natural organic matter that control nanoparticle aggregation behavior

1. Distinguished the importance of the highest molecular weight components of NOM in steric stabilization of gold nanoparticles. The > 100,000 g/mol fraction of NOM was demonstrated to provide significantly better stability of gold nanoparticles than the smaller components of NOM. Characterization of the aromaticity of the fractions and the electrophoretic mobility of the nanoparticles coated with the different fractions suggested that molecular weight was the dominant factor in the stabilization, and that steric (rather than electrostatic) effects were likely responsible for the behavior. Furthermore, the presence or absence of small quantities of this high molecular weight material (e.g. 1 to 6 wt % of the total organic matter present) was shown to significantly affect nanoparticle aggregation behavior. These results emphasized the importance of characterizing the molecular weight distribution of NOM (rather than simply average molecular weights) to fully explain nanoparticle fate and transport in natural environments.

2. Observed evidence for interactions of different molecular weight components of NOM in the full mixture of NOM. Comparison of gold nanoparticle aggregation behavior in the unfractionated NOM versus its separated, constituent molecular weight fractions indicated that neither the filtrate or retentate fractions alone could replicate the effects of the mixture. That is, some interaction of the components occurs to impart better nanoparticle stability. This work implies that the use of pre-fractionated samples typically used in laboratories to represent NOM
may need to be questioned before extrapolation of results to real environments that contain complicated “supermixtures” of NOM.

3. Distinguished molecular weight and the exponential slope coefficient of the UV-vis spectrum of NOM as better explanatory parameters than specific UV absorbance (SUVA). A previous study found that average molecular weight and SUVA both showed good correlation with nanoparticle aggregation behavior in the presence of bulk (unfractionated) NOM. In this study, the use of fractionated samples (where molecular weight and SUVA do not always co-vary) allowed for the novel finding that nanoparticle aggregation rates correlate better with molecular weight than SUVA across the samples tested here. These results suggest that molecular weight effects are dominant in producing the stabilizing effect of NOM (e.g., due to enhanced adsorption or thicker adsorbed layers, resulting in steric stabilization), whereas interactions with hydrophobic, aromatic functional groups play a less important role. Another novel finding was that the slope coefficient of the UV-vis spectrum correlated better with nanoparticle aggregation than absorbance at a single wavelength and thus may be a useful parameter to assess in future correlations.

4. Identified molecular weight as the best explanatory parameter for the effects of NOM on gold nanoparticle aggregation, while identifying the importance of other parameters as well. Overall, the aggregation rate of the citrate-stabilized gold nanoparticles and various properties of NOM correlated best with the weight-averaged molecular weight of the NOM. Furthermore, weighting of the average toward the highest molecular weight portion of the NOM was needed to distinguishing the differing effects of the unfractionated NOM and the < 100 kg/mol fraction on
nanoparticle aggregation. However, one NOM type (Pony Lake fulvic acid) did not follow this trend. The behavior was postulated to result from enhanced adsorption of this sample to the gold nanoparticles due to the high reduced sulfur content of this sample, while other properties (charge, aromaticity, and aliphatic content) could be discounted. Direct measurements of adsorbed mass or further assessment of other NOM samples with high reduced sulfur content are needed to test this hypothesis. These results support previous correlations determined for bulk NOM samples,\(^3,^4\) while highlighting the role of the highest molecular weight fraction and identifying potential parameters (e.g., sulfur content) that could improve future correlations. These results are also consistent with expectations from basic colloid and polymer science; no nano-specific effects could be distinguished for the system assessed in this thesis.

### 8.2 Perspectives for future research

The research presented in this dissertation informs broader perspectives on future research needs. These needs include improved characterization methods for coated nanoparticles and a deeper understanding of nanoparticle interactions and behavior with complex mixtures of natural macromolecules.

#### 8.2.1 Characterization needs to enable development of correlations

Both parts of this dissertation have demonstrated the importance of thorough characterization of the macromolecules that are likely to coat nanoparticles, and the need for additional or improved characterization methods to explain the deposition or aggregation behavior of macromolecule-coated nanoparticles. A number of advanced characterization methods not assessed in this study are now available or being developed to characterize adsorbed
layers on colloids or nanoparticles. Promising methods include size separation based methods (e.g., flow field-flow fractionation and electrospray differential mobility analysis), spectroscopic methods (e.g., small angle neutron scattering and attenuated total reflectance – Fourier transform infrared spectroscopy), and force analysis methods (e.g., atomic force microscopy).

First, a comparison of methods and assessment of the strengths and limitations of each method would provide useful information for researchers to make decisions regarding the best method (or suite of methods) to characterize their coated nanoparticles of interest. Such comparisons have recently been made for sizing methods for uncoated nanoparticles; these studies have already made a high impact in the field of environmental nanotechnology. Analogous research is now needed for coated nanoparticles.

Then, these characterization methods can be more broadly applied to nanoparticle effects studies in order to identify mechanisms by which adsorbed macromolecules affect nanoparticle fate and transport behavior. In particular, studies that prepare and assess a larger or more systematically varied set of coated nanoparticles will enable the development of correlations between adsorbed layer properties and nanoparticle aggregation and deposition behavior. These correlations will have a high impact for the development of models for nanoparticle fate and transport.

8.2.2 Assessment of coatings on nanoparticles challenged in realistic environmental scenarios

In the work of this dissertation and many other recent studies, as well as the traditional colloid and polymer science literature, it is apparent that adsorbed macromolecules will significantly affect the fate and transport behavior, as well as the toxicity, of nanoparticles. Much of the mechanistic work to date on the effects of adsorbed macromolecules has been
performed in simple, well-controlled systems. However, nanoparticles released into complex environments will be exposed to conditions that challenge the stability or persistence of the macromolecular coating; that is, the coating is likely to be transformed. Transformations of the inorganic nanoparticle core (e.g. sulfidation) have been studied in realistic systems (e.g., pilot wastewater treatment plants, environmental mesocosms) and can have significant effects on their fate and toxicity.\textsuperscript{14-18} Analogous studies on the transformations of organic coatings are needed.

Challenging environmental conditions include exposure to new macromolecules (e.g., in a wastewater treatment plant), interactions with organisms (e.g. bio-degradation), exposure to sunlight, and changing pH, ionic strength, or redox conditions as the nanoparticle moves among various environmental compartments. Under these conditions, an adsorbed coating can change conformation, be displaced by other adsorbing species, or be degraded (Figure 8.1).

\textbf{Figure 8.1.} Possible transformations of the adsorbed coating on an engineered nanomaterial (ENM).
Some of these processes have now been well studied for protein adsorption and exchange in biological systems.\textsuperscript{12,19,20} These processes are also beginning to be probed for synthetic coatings interacting with natural organic matter\textsuperscript{21-25} or exposed to bacteria that can degrade the coating.\textsuperscript{26} Although some studies of nanoparticles in complex systems have assessed one or more types of macromolecule coatings (e.g., poly(vinyl pyrrolidone)- and gum arabic-coated silver nanoparticles), to our knowledge, the properties of the adsorbed coatings on the end-products have not been assessed in these complex systems. These transformations will be very difficult to characterize, requiring the development of improved and innovative methods. However, for conserved nanoparticles (i.e., those where the nanoparticle core does not rapidly transform) of concern, these processes will be important to understand in order to predict their environmental fate and transport behavior.

Additional studies are needed that describe the kinetics of macromolecule adsorption or transformations processes on nanoparticles in an environmental context, i.e., compared to the rates of other environmental processes and the residence time of the nanoparticle in different environmental compartments. For example, even if higher molecular weight NOM is thermodynamically favored to adsorb to nanoparticles and will provide better electrosteric stabilization, it is possible that the kinetics of this process will be slower than the timescale of aggregation or heteroaggregation of nanoparticles that are initially uncoated or coated with other components. If the nanoparticles cannot be disaggregated, the stabilizing capability of the high MW NOM components may no longer be relevant. The ability of NOM to disaggregate nanoparticles has not been well characterized, although a recent study demonstrated the ability of NOM to disaggregate TiO\textsubscript{2} nanoparticles.\textsuperscript{27} Reactions that transform the nanoparticle surface chemistry, such as oxidation or sulfidation, will also change the affinity of macromolecular
components; vice versa, adsorbed layers can change the rate of reaction of the nanoparticle. The NOM study presented here suggests that NOM will adsorb and change nanoparticle homoaggregation behavior within minutes at environmentally relevant NOM concentrations (~ 5 ppm as carbon), although adsorption kinetics may be slower at lower ionic strengths than used here (100 mM NaCl). The kinetics of heteroaggregation, deposition, or chemical transformation will depend on the concentration of suspended solids or reactants and the properties of the system (e.g., flowrate and ionic strength). Finally, a wide range of time scales (hours to years) and potentially drastic spatial or temporal changes in system conditions must be considered when assessing nanoparticle fate and transport across its lifetime in the environment, as it moves among different compartments of interest (e.g., wastewater treatment plants, soils, surface waters, groundwater and sediments, and estuaries).

Clearly, comparison of the kinetics of multiple transformation processes across multiple environmental compartments will be crucial to predict the likely sequence of nanoparticle transformations and improve predictions of nanoparticle behavior in realistic environments. The results presented in this thesis provide foundations for understanding nanoparticle interactions with complex NOM mixtures and suggest important properties of NOM (e.g., molecular weight distribution) that may be incorporated into models to predict nanoparticle fate and transport. However, future investigation of systems of greater complexity will be required to extend the results of this work to realistic natural systems.
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Appendix A: Supporting information for Chapter 3

A.1 Review of prior applications of soft particle electrokinetic modeling

A review of the literature for determination of adsorbed layer properties by soft particle electrokinetic modeling was performed. The types of systems and ranges of fitted parameters obtained are reported in Table A.1.

<table>
<thead>
<tr>
<th>System studied</th>
<th>Model used</th>
<th>Coating properties*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>N/N_A (mol m^-3)</td>
</tr>
<tr>
<td>Bacteria surface^1</td>
<td>Analytical^2, uncharged core</td>
<td>6 - 56</td>
</tr>
<tr>
<td>Bacteria surface^3</td>
<td>Analytical^2, uncharged core</td>
<td>11-41</td>
</tr>
<tr>
<td>Bacteria with EPS^4</td>
<td>Analytical^2, uncharged core</td>
<td>4-43</td>
</tr>
<tr>
<td>Bacteria with EPS^5</td>
<td>Analytical^2, uncharged core</td>
<td>9-42</td>
</tr>
<tr>
<td>Zirconia colloids with PAA coating^6</td>
<td>Analytical^2, uncharged core</td>
<td>1.1-8.1</td>
</tr>
<tr>
<td>Magnetite nanoparticles with PAA coating^7</td>
<td>Analytical^2, uncharged core</td>
<td>0.7-14</td>
</tr>
<tr>
<td>NZVI with PSS,CMC,PAP coatings^8</td>
<td>Analytical^2, charged core</td>
<td>0.13-0.37</td>
</tr>
<tr>
<td>Titanium dioxide, hematite, latex nanoparticles with various synthetic and NOM coatings^9</td>
<td>Analytical^2, charged core</td>
<td>0.4-12.3</td>
</tr>
<tr>
<td>Natural rubber latex with protein/lipid coatings^10</td>
<td>Analytical^2, uncharged core</td>
<td>20-200</td>
</tr>
<tr>
<td>pNIPAM microgels^11</td>
<td>Analytical^2, uncharged core</td>
<td>1-24</td>
</tr>
<tr>
<td>System studied</td>
<td>Model used</td>
<td>Coating properties*</td>
</tr>
<tr>
<td>----------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Gold nanoparticles with citrate, creatine, and human serum albumin coatings(^{12})</td>
<td>Comparison of analytical models(^{2,13,14}), uncharged core</td>
<td>(N/N_A) (mol m(^{-3})) (1/\lambda) (nm) (d) (nm)** Measured (1 nm for citrate, 10 nm for creatine)</td>
</tr>
<tr>
<td>Magnetite nanoparticles with citrate and IGF coatings(^{15})</td>
<td>Analytical and numerical models(^{14}), uncharged core</td>
<td>(28.7-109.5) (2-5) (2.5-23)</td>
</tr>
<tr>
<td><em>K. pneumoniae</em> surface(^{16})</td>
<td>Numerical(^{14}), uncharged core</td>
<td>(2.8-180) (0.75-3.85) Measured (2, 30, 160 nm for various strains)</td>
</tr>
<tr>
<td>Humic acid(^{17})</td>
<td>Numerical(^{14}), no core</td>
<td>Estimated, pH dependent (0.25-0.55) Measured (&lt;1 nm)</td>
</tr>
<tr>
<td>S. salivarius surface(^{18})</td>
<td>Numerical(^{14}), uncharged core</td>
<td>Estimated, pH dependent (1.2-1.9) Literature/measured (23 nm wall, ~200 nm fibrils)</td>
</tr>
<tr>
<td>MS2 bacteriophage(^{19})</td>
<td>Numerical(^{14}), uncharged core</td>
<td>Estimated (1-1.9) Literature (multilayer, 8.5+2.8+2.1 nm)</td>
</tr>
<tr>
<td>Red blood cells(^{20})</td>
<td>Numerical(^{14}), uncharged core</td>
<td>(50) (0.6-1.9) Literature (3-15 nm)</td>
</tr>
<tr>
<td>Copolymer micelles with poly(styrene sulfonate) corona(^{21})</td>
<td>Numerical(^{22}), uncharged core</td>
<td>From segment density (f(d/a)) (3.3, 11.2) Measured (37, 77 nm)</td>
</tr>
<tr>
<td>PEO-coated polystyrene lattices(^{21})</td>
<td>Numerical(^{22}), charged core</td>
<td>Uncharged (2.3-3.8) (^{\dagger}) (13.8-27.3) (^{\ddagger})</td>
</tr>
</tbody>
</table>

\(^{*}\) Obtained by model fitting unless otherwise specified

\(^{**}\) Layer thickness is listed as “n/a” where it does not appear as a variable in analytical equations for an uncharged core, taking the limit of either \(d \ll a\) or \(d \gg a\) in \(f(d/a)\)

\(^{\dagger}\) Charge density was expressed in terms of \(\lambda\) during the model fitting, so only \(\lambda\) was fitted

\(^{\ddagger}\) Data on adsorbed mass and hydrodynamic layer thickness were used to provide additional fitting constraints

### A.2 Sample calculations and computed values for sensitivity and collinearity indices

Identifiability measures for all 180 simulated cases using the numerical model (MPEK-0.02 software, provided by Dr. Reghan Hill)\(^{22}\) are provided in Table A.2. For an experimental case, interpolation on the table can be used to roughly estimate sensitivity and collinearity indices for the system of interest. Sensitivity and collinearity indices can also be easily
computed for the least squares estimate. These indices can be compared to Figures 3.5, A.4, or A.5 to assess whether identifiability may be problematic for $d$, $N$, or $\lambda^{-1}$, respectively. For layer thickness, cases with $\delta_d^{msqr} \leq 0.009$ and $\delta_d^{msqr} \leq 0.005$ are expected to fall in Groups C and D, respectively. Exceptions are at very high $N$ (e.g. $10^{25}$ mol/m$^3$), where identifiability can be better than suggested by $\delta_d^{msqr}$. For $N$ and $\lambda^{-1}$, both the sensitivity and collinearity indices must be computed.

Since consistency in the details of the computation are important when comparing sensitivity values to those provided in this study, a sample calculation of $\delta_d^{msqr}$ (based on equations published by Brun et al.\textsuperscript{23}) is provided for Case 89:

Ionic strengths, $I$: [5, 10, 15, 20, 30, 40, 50, 60, 70, 80] mM ($n = \text{ten points}; \text{indices } i=1,2,\ldots,n$)

True parameter set, $\theta_{\text{true}}$: $[d = 10 \text{ nm}; \lambda^{-1} = 0.5 \text{ nm}; N = 5 \times 10^{24} \text{ m}^{-3}]$ (parameter indices $j$)

Electrophoretic mobility at $\theta_{\text{true}}$ for the 10 ionic strengths = $\eta(\theta_{\text{true}})$

= [-2.39, -2.12, -1.99, -1.91, -1.76, -1.72, -1.69, -1.66, -1.64] $\mu$m-cm/V-s

To compute sensitivity (Equations 11 and 12), $\Delta \theta_j$, $SC_i$, and a computation of the slope $\nu_{ij}$ at each ionic strength $i$ for each parameter $j$ are necessary. Here, the chosen values are as follows:

- $\Delta \theta_j = 1 \text{ mol/m}^3$ for $N$ and 1 nm for $d$ and $\lambda^{-1}$

- $SC_i = \left| \frac{\eta_i(\hat{\theta})}{\eta_i(\theta_{\text{true}})} \right|$ where $\hat{\theta}$ is the true parameter set or the least squares estimate

- $\nu_{ij}$ is computed as a linear approximation between $\eta_i(\theta_{j,\text{true}})$ and $\eta_i(1.1 \theta_{j,\text{true}})$ for each parameter, holding the other two parameters at their true value or least squares estimate

Sample calculations for sensitivity to $d$ are as follows:

Electrophoretic mobility at $d = 1.1 \times 10$ nm = 11 nm (holding $\lambda^{-1}$ and $N$ at their true values) = [-2.43, -2.17, -2.05, -1.98, -1.89, -1.84, -1.80, -1.77, -1.75, -1.73] $\mu$m-cm/V-s
\( \nu_{ld} \) (slope at \( I=5 \) mM, varying \( d \)) = \((-2.43 - 2.39) \, \mu\text{m-cm/V-s} / (11 - 10) \, \text{nm} = -0.041 \, (\mu\text{m-cm/V-s})/\text{nm} \\
\nu_d \) (over all \( I \)) = [-0.041, -0.054, -0.064, -0.067, -0.072, -0.077, -0.077, -0.080, -0.082, -0.083] \, (\mu\text{m-cm/V-s})/\text{nm} \\
\( s_{ld} = \nu_{ld} \Delta \theta_d / SC_{i=1} = -0.041 \, (\mu\text{m-cm/V-s})/\text{nm} \times 1 \, \text{nm} / |-2.43| \, \mu\text{m-cm/V-s} = -0.017 \\
\( s_d \) (over all \( I \)) = [-0.017, -0.025, -0.032, -0.035, -0.040, -0.044, -0.045, -0.047, -0.049, -0.050] \\
From Equation 13:
\[ \delta_d^{\text{mopr}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} s_{id}^2} \quad n = 10 \text{ ionic strengths}; \quad i = 1, 2, \ldots, 10 \]
\[ = \left[\frac{1}{10}(-0.017^2 + -0.025^2 + \ldots + -0.050^2)\right]^{(1/2)} = 0.040 \]
Table A.2. Sensitivity ($\delta_{msqr}$) and collinearity ($\gamma_{\lambda}$) indices for 180 simulated cases

<table>
<thead>
<tr>
<th>Case</th>
<th>True Parameters</th>
<th>Numerical model $^{22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_{surf}$</td>
<td>$d$</td>
</tr>
<tr>
<td>1</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>12</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>13</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>14</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>15</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>16</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>17</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>18</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>19</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>21</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>22</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>23</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>24</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>25</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>26</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>27</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>28</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>29</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>30</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>31</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>Case</td>
<td>True Parameters</td>
<td>Numerical model 22</td>
</tr>
<tr>
<td>------</td>
<td>-----------------</td>
<td>-------------------</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{surf}$ (C/m$^2$)</td>
<td>$d$ (nm)</td>
</tr>
<tr>
<td>32</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>33</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>34</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>35</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>36</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>37</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>38</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>39</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>40</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>41</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>42</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>43</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>44</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>45</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>46</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>47</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>48</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>49</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>-3E-04</td>
<td>10</td>
</tr>
<tr>
<td>51</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>52</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>53</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>54</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>55</td>
<td>-3E-04</td>
<td>20</td>
</tr>
<tr>
<td>56</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>57</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>58</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>59</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>60</td>
<td>-3E-04</td>
<td>40</td>
</tr>
<tr>
<td>61</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>62</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>63</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>64</td>
<td>-3E-04</td>
<td>5</td>
</tr>
<tr>
<td>Case</td>
<td>True Parameters</td>
<td>Numerical model\textsuperscript{22}</td>
</tr>
<tr>
<td>------</td>
<td>-----------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{surf} ) (C/m\textsuperscript{2})</td>
<td>( d ) (nm)</td>
</tr>
<tr>
<td>65</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>66</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>67</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>68</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>69</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>70</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>71</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>72</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>73</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>74</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>75</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>76</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>77</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>78</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>79</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>80</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>81</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>82</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>83</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>84</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>85</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>86</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>87</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>88</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>89</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>90</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>91</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>92</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>93</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>94</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>95</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>96</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>97</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>Case</td>
<td>$\sigma_{\text{surf}}$ (C/m²)</td>
<td>$d$ (nm)</td>
</tr>
<tr>
<td>------</td>
<td>-------------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>98</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>99</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>100</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>101</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>102</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>103</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>104</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>105</td>
<td>-3E-03</td>
<td>5</td>
</tr>
<tr>
<td>106</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>107</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>108</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>109</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>110</td>
<td>-3E-03</td>
<td>10</td>
</tr>
<tr>
<td>111</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>112</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>113</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>114</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>115</td>
<td>-3E-03</td>
<td>20</td>
</tr>
<tr>
<td>116</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>117</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>118</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>119</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>120</td>
<td>-3E-03</td>
<td>40</td>
</tr>
<tr>
<td>121</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>122</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>123</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>124</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>125</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>126</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>127</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>128</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>129</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>130</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>Case</td>
<td>True Parameters</td>
<td>Numerical model\textsuperscript{22}</td>
</tr>
<tr>
<td>------</td>
<td>----------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\text{surf}}$ (C/m\textsuperscript{2})</td>
<td>$d$ (nm)</td>
</tr>
<tr>
<td>131</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>132</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>133</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>134</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>135</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>136</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>137</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>138</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>139</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>140</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>141</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>142</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>143</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>144</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>145</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>146</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>147</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>148</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>149</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>150</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>151</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>152</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>153</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>154</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>155</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>156</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>157</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>158</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>159</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>160</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>161</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>162</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>163</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>Case</td>
<td>True Parameters</td>
<td>Numerical model$^{22}$</td>
</tr>
<tr>
<td>------</td>
<td>----------------</td>
<td>------------------------</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{\text{surf}} ) (C/m²)</td>
<td>( d ) (nm)</td>
</tr>
<tr>
<td>164</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>165</td>
<td>-9E-03</td>
<td>5</td>
</tr>
<tr>
<td>166</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>167</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>168</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>169</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>170</td>
<td>-9E-03</td>
<td>10</td>
</tr>
<tr>
<td>171</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>172</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>173</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>174</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>175</td>
<td>-9E-03</td>
<td>20</td>
</tr>
<tr>
<td>176</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>177</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>178</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>179</td>
<td>-9E-03</td>
<td>40</td>
</tr>
<tr>
<td>180</td>
<td>-9E-03</td>
<td>40</td>
</tr>
</tbody>
</table>
A.3 Additional likelihood plots for 1/λ vs. N for theoretical cases

Conditional and profile likelihood plots for 1/λ vs. N are shown in Figure A.1 below for the four representative cases used in Figure 3.4.

![Figure A.1](image)

**Figure A.1.** (i) Conditional and (ii) profile likelihood plots for 1/λ vs. N for Group A, B, C, and D cases used in Figure 3.4.

*Comparison of analytical² and numerical²² models*

Additional comparison plots are provided in Figures A.2 and A.3 for σ<sub>surf</sub>=3x10⁻³ and 9x10⁻³ C/m², respectively. These plots are analogous to Figure 3.9 (for σ<sub>surf</sub>=3x10⁻⁴). Improved sensitivity to d is observed for the numerical model at high N and λ⁻¹. In addition, sensitivity is better for higher σ<sub>surf</sub>. 

236
Figure A.2. Sensitivity to $d$ ($\delta_d^{msqr}$) for the analytical$^2$ and numerical$^2$ models for $\sigma_{surf} = 3 \times 10^{-3}$ C/m$^2$. 
Figure A.3. Sensitivity to $d$ ($\delta_{d}^{msqr}$) for the analytical and numerical models for $\sigma_{surf}=9 \times 10^{-3}$ C/m$^2$. 
A.4 Identifiability analysis of layer charge density and permeability

Plots analogous to Figure 3.5 are provided for $N$ and $\lambda^{-1}$ in Figures A.4 and A.5, respectively. Unlike identifiability of $d$, which could be determined solely by model sensitivity, both sensitivity and collinearity are important for identifiability of $N$ or $\lambda^{-1}$. Since $N$ and $\lambda^{-1}$ are of the fitted parameters of interest in many studies, this plot can be useful to determine whether these parameters are always identifiable (Group A), only identifiable if $d$ is measured with confidence (Group B), or only identifiable if only one parameter (either $N$ or $\lambda^{-1}$) is fitted (Group C). The model is sensitive enough to $N$ and $\lambda^{-1}$ individually that no Group D cases are observed in the simulated range used here. The constraint $d \geq \lambda^{-1}$ was maintained, so $\lambda^{-1}$ is always identifiable within the range 0 to $d$ if $d$ is known. Here, Group C is instead labeled “Group C*” and denotes cases where the likelihood region in $\lambda^{-1}$ extends to the constraint $d \geq \lambda^{-1}$ instead of an arbitrary, large value (e.g. 100 nm).

Groups A to D were determined unambiguously for the analytical model; then, collinearity and sensitivity indices for the numerical model are plotted for comparison. These plots indicate that identifiability should be significantly improved in the numerical model, although several cases are expected to fall in Groups B or C. Since the parameter subset ($N, \lambda^{-1}$) is not always identifiable, statistical confidence should be acknowledged when applying the model to fit these parameters together. It is also noted that “identifiability” for $N$ is arbitrarily defined within the range 0 to 50 mM. One should consider what confidence range is deemed acceptable for their particular application.
Figure A.4. Sensitivity to $N$ and collinearity indices for the subset $(N, \lambda^{-1})$ for the 180 simulated cases using the analytical model\textsuperscript{2} and the numerical model\textsuperscript{22}. Parameter identifiability is grouped from good (Group A) to poor (Group D) by analysis of likelihood plots, analogous to the analysis for $d$. The upper limit to define identifiability is arbitrarily taken as $N/N_A = 50$ mM. Identifiability of $N$ using the analytical model shows some correlation to the collinearity and sensitivity indices. Collinearity between parameters is lesser in the numerical model, so identifiability in the numerical model is expected to improve in comparison to the analytical model.
Figure A.5. Sensitivity to $\lambda^{-1}$ and collinearity indices for the subset $(N, \lambda^{-1})$ for the 180 simulated cases. Parameter identifiability is grouped from good (Group A) to poor (Group D), with Groups defined analogously to those for $d$. The upper limit chosen to define identifiability for $\lambda^{-1}$ is 100 nm, except when $d$ is fixed: here, since the constraint $\lambda^{-1} \leq d$ is applied, Group C* is defined such that the likelihood region extends to $d_{true}$. Identifiability of $\lambda^{-1}$ using the analytical model correlates well to the sensitivity and collinearity indices. Collinearity is generally lower for the numerical model, so identifiability should be improved; however, some cases are expected to fall in Groups B or C*, where $\lambda^{-1}$ is only identifiable if one or both of the other parameters ($d, N$) are fixed, respectively.
A.5 Methods and data for Section 3.5.5 (Parameter identifiability of select systems)

Experimental samples or data sets were assessed in conjunction with the uncertainty analysis to confirm the results for the theoretical cases. Three types of coated nanoparticles were tested: poly(ethylene glycol) (PEG)-coated gold (Au) nanoparticles, poly(acrylic acid) (PAA)-coated magnetite (Fe₃O₄) nanoparticles, and poly(styrene sulfonate) (PSS)-coated reactive nano-iron particles (RNIP).

PEG-coated Au particles were prepared and measured for this study. Citrate-reduced Au nanoparticles (~13 ± 1.3 nm primary particle diameter by TEM (unpublished data from Stella Marinakos); 28 nm intensity-weighted diameter, polydispersity index (PdI) 0.17, by dynamic light scattering (Malvern Instruments, Westborough, MA)) were provided in suspension by Stella Marinakos (Duke University, Durham, NC) and were synthesized by sodium citrate reduction of hydrogen tetrachloroaurate in water at reflux. Poly(ethylene glycol) methyl ether thiol, average Mₙ 1000, was purchased from Sigma Aldrich. PEG stock solution was prepared by dissolving solid PEG in DI water overnight. PEG surface modification of the Au nanoparticles was performed at pH 8.3 in 1 mM NaHCO₃, by adding PEG stock solution to the Au-citrate stock suspension for a final concentration of 176 ppm Au-citrate and 0.1 g/L PEG. The sample was mixed on an end-over-end rotator at room temperature for 41 hours. Prior to measuring $u_e$, Au samples were washed two to three times of excess citrate and polymer by centrifuging at 57,000 g (~22,000 rpm) for 3 hr 20 min, removing the supernatant, and resuspending in DI water.

PAA-coated Fe₃O₄ samples used were prepared and described previously.²⁴ The primary particle diameter is ~20-30 nm (PdI 0.26); the DLS intensity-weighted diameter is 170 nm. The PAA was synthesized by ATRP with average molecular weight ~14,400. The general procedure
for adsorption of polymer to the nanoparticles was performed similarly to above, but with 1-2 g/L polymer and 6 g/L particle concentrations, at pH 9-10, mixing end-over-end for 18-24 hr, and washing twice at 42,275 g (27,500 rpm) for 1 hr 20 min, then 40 min.

Electrophoretic mobility ($u_e$) data for PSS-coated RNIP were published previously,\textsuperscript{8} with no additional data taken for this study. The primary particle diameter is ~40 nm, and the PSS molecular weight was ~70,000.

For $u_e$ measurements, samples were diluted to 10 and 30 ppm for the PEG-coated Au and PAA-coated Fe$_3$O$_4$ samples, respectively. Ionic strength adjustments were made using NaCl. Six samples ranging from 2 to 20 mM, and six samples ranging from 5 to 80 mM NaCl, were prepared for PEG-Au and PAA-Fe$_3$O$_4$, respectively. Ionic strengths higher than 20 mM were unusable for PEG-Au due to extensive aggregation and settling of particles. (Sensitivity indices recomputed for the 180 simulated cases using six data from 2 to 20 mM or from 5 to 80 mM are not different enough from those using ten data from 5 to 80 mM to change conclusions drawn on identifiability.) pH was adjusted by HCl/NaOH addition to 8.3 and 8.5 for PEG-Au and PAA-Fe$_3$O$_4$, respectively. Samples were equilibrated overnight and pH readjusted if necessary, immediately prior to measurement. Electrophoretic mobility was measured on a Malvern Zetasizer 3000 instrument. The average and standard deviation of the mean $u_e$ was taken over at least six repeat measurements. Data and best fits are shown in Figure A.6. The weighted sum of squared errors, normalized by the number of data, are similar for all fits (0.33, 0.19, and 0.15 for PEG-Au, PAA-Fe$_3$O$_4$, and PSS-RNIP, respectively). Therefore, better identifiability of layer thickness for PEG-Au can be attributed to model sensitivity, not differences in goodness of fit.
Figure A.6. Data (filled symbols) and weighted least square model fits (lines) for experimental cases. Error bars represent standard deviation in experimental measurements.

A.6 Attachment efficiency expressions for nanoparticle transport in packed columns

Expressions used to compute attachment efficiency in a packed column from experimental data, $\alpha_{\text{exp}}$, and the single-collector collision efficiency, $\eta_0$, are presented below.

\begin{equation}
\alpha_{\text{exp}} = -\ln\left(\frac{C}{C_0}\right) \frac{4a_c}{3(1-\varepsilon)\eta_0 L}
\end{equation}

where $a_c$ is the radius of glass beads, $\varepsilon$ is the packed bed porosity, $\eta_0$ is the predicted single-collector contact efficiency in the absence of repulsive interactions, $L$ is the length of the column, and $C_0$ and $C$ are the influent and effluent particle concentrations, respectively.

\begin{equation}
\eta_0 = 2.4A_s^{1/3}N_R^{-0.081}N_{pe}^{-0.715}N_{vdW}^{0.052} + 0.55A_sN_R^{1.675}N_A^{0.125} + 0.22N_R^{-0.24}N_G^{1.11}N_{vdW}^{0.053}
\end{equation}
where $A_s$ is a porosity-dependent parameter, $N_R$ is the aspect ratio, $N_{Pe}$ is the Peclet number, $N_{vdW}$ is the van der Waals number, $N_A$ is the attraction number, and $N_G$ is the gravity number. The reader is referred to the work by Tufenkji and Elimelech for definitions of these dimensionless parameters.25

A.7 Semi-empirical correlation of attachment efficiency

A semi-empirical correlation developed by Phenrat et al.9 was assessed in the study of coated nanoparticle deposition by Hotze, Louie, et al.26 for its accuracy in predicting the measured attachment efficiencies from the measured particle and adsorbed layer properties. Phenrat et al. derived dimensionless parameters for the correlation by using the Buckingham-Π approach based on an analysis of several sets of attachment efficiency data for coated nanoparticles. One of these parameters $N_{LEK}$, includes physical layer properties that contribute to steric repulsion forces and decreased frictional forces that arise when coatings are on the surface of a particle:9

$$N_{LEK} = \frac{d_p d_M^2 u_s \Gamma N_A \rho_p}{\mu M_w}$$ (A.3)

where $d_p$ is the particle diameter, $d_M$ is the adsorbed layer thickness, $u_s$ is the porewater velocity in the column, $\Gamma$ is the surface concentration of adsorbed macromolecule, $N_a$ is Avagadro’s number, $\rho_p$ is coating density, $\mu$ is viscosity, and $M_w$ is the coating molecular weight. The overall semi-empirical correlation equation including this dimensionless number gives the predicted attachment value, $\alpha_{pre}$.9
\[ \alpha_{\text{pre}} = 10^{-1.35} N_{\text{LO}}^{0.39} N_{\text{El}}^{-1.17} N_{\text{LEK}}^{-0.10} \]  

(A.4)

The predicted and experimental attachment efficiencies are shown in Figure A.7. For all coated nanoparticles, the attachment efficiency is under-predicted by an order of magnitude using the semi-empirical correlation.

**Figure A.7.** Attachment efficiencies predicted from a semi-empirical correlation (\( \alpha_{\text{predicted}} \)) versus those experimentally determined in column experiments (\( \alpha_{\text{experimental}} \)). Colors represent bare (white), humic acid- (light blue), PAA- (dark blue), and BSA-coated (green) particles.

A.8 Reassessment of transport correlations for the deposition of coated nanoparticles

The numerical solution to the soft particle electrokinetic model was employed to reassess the set of electrophoretic mobility data used by Phenrat et al.\(^9\) for development of a semi-empirical correlation to predict the deposition of coated nanoparticles in porous media. For the previously published correlation, adsorbed layer thicknesses were estimated using Ohshima’s analytical solutions\(^2\) to the soft particle electrokinetic model. In this study, the electrophoretic
mobility data are reanalyzed using Hill’s numerical solution,\textsuperscript{22} which is expected to provide more accurate estimates of layer thickness, as previously discussed.

The materials included in this study are polystyrene latex (PSL), hematite (Fe$_2$O$_3$), and titanium dioxide (TiO$_2$) nanoparticles coated with humic and fulvic acids (HA and FA), poly(styrene sulfonate) (PSS), polyaspartate (PAP), and carboxymethylcellulose (CMC). The electrophoretic mobility data and nanoparticle deposition data were collected by Phenrat et al.,\textsuperscript{9} Amirbahman and Olson,\textsuperscript{27,28} and Franchi and O’Melia.\textsuperscript{29} For the original correlation, Ohshima’s analytical solution to the electrokinetic model\textsuperscript{2} was used to estimate layer thicknesses. Here, layer thickness estimates are revised using Hill’s numerical solution.\textsuperscript{22} The attachment efficiency correlation was then revised by Tanapon Phenrat using the Buckingham-$\Pi$ approach, as described previously.\textsuperscript{9} The ability of the modified correlation to capture the observed deposition data was compared to the original model. Revised layer thickness estimates are reported in Table A.3.
Table A.3. Layer thickness estimates using the analytical and numerical electrokinetic models for coated particles assessed by Phenrat et al.⁹

<table>
<thead>
<tr>
<th>Particle</th>
<th>Coating</th>
<th>Layer thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Analytical model²</td>
</tr>
<tr>
<td>Polystyrene latex²⁹</td>
<td>Suwannee River Humic Acid (SRHA)</td>
<td>3</td>
</tr>
<tr>
<td>Polystyrene latex²⁸</td>
<td>Pahokee Peat Humic Acid (PHA)</td>
<td>2</td>
</tr>
<tr>
<td>Polystyrene latex²⁸</td>
<td>Georgetown Fulvic Acid (GFA)</td>
<td>0.7</td>
</tr>
<tr>
<td>Hematite²⁷</td>
<td>Pahokee Peak Fulvic Acid (PFA)</td>
<td>4</td>
</tr>
<tr>
<td>Hematite²⁷</td>
<td>Georgetown Fulvic Acid (GFA)</td>
<td>4.2</td>
</tr>
<tr>
<td>Hematite²⁷</td>
<td>Pahokee Peat Humic Acid (PHA)</td>
<td>7</td>
</tr>
<tr>
<td>Hematite⁹</td>
<td>Polystyrene sulfonate (PSS)</td>
<td>70</td>
</tr>
<tr>
<td>Hematite⁹</td>
<td>Polyaspartic acid (PAP)</td>
<td>52</td>
</tr>
<tr>
<td>Hematite⁹</td>
<td>Carboxymethyl cellulose (CMC)</td>
<td>32</td>
</tr>
<tr>
<td>Titanium dioxide⁹</td>
<td>Polystyrene sulfonate (PSS)</td>
<td>70</td>
</tr>
<tr>
<td>Titanium dioxide⁹</td>
<td>Polyaspartic acid (PAP)</td>
<td>54</td>
</tr>
<tr>
<td>Titanium dioxide⁹</td>
<td>Carboxymethyl cellulose (CMC)</td>
<td>36</td>
</tr>
</tbody>
</table>

The most significant difference in layer thickness estimates between the two models is observed for the macromolecules with the highest molecular weights (polystyrene sulfonate, polyaspartic acid, and carboxymethyl cellulose), whereas the layer thickness estimates for fulvic and humic acids agree within 10 nm for the two models. These results are consistent with expectations, considering the poorer accuracy and sensitivity of the analytical model for thicker and more highly charged layers, as would be expected for the synthetic polyelectrolytes and carboxymethyl cellulose. The results suggest that these layer thicknesses were overestimated using the analytical model, consistent with the conclusions drawn from the likelihood plots (Section 3.5.1).
The implications of the overestimation of layer thickness in predicting the attachment efficiency or deposition of coated nanoparticles are considered. It is expected that the overestimated layer thicknesses would result in lower predicted attachment efficiencies from the correlation ($\alpha_{\text{pre}}$) compared to the experimentally measured attachment efficiencies ($\alpha_{\text{exp}}$). To investigate this hypothesis, the correlation was revised using the improved layer thickness estimates. The original\textsuperscript{9} and revised correlation equations are given in Equations A.5 and A.6, respectively. $N_{LO}$, $N_{E1}$, $N_{DL}$, and $N_{LEK}$ are the London number, a dimensionless electrokinetic parameter, a double layer force parameter, and the layer electrokinetic parameter, respectively.\textsuperscript{9}

Original correlation\textsuperscript{9}:

$$\alpha_{\text{pre}} = 10^{-1.35} N_{LO}^{0.39} N_{E1}^{-1.17} N_{LEK}^{-0.10}$$  \hspace{1cm} (A.5)

Revised correlation:

$$\alpha_{\text{pre}} = 10^{-2.58} N_{LO}^{-0.401} N_{E1}^{-0.613} N_{DL}^{-0.457} N_{LEK}^{-0.416}$$  \hspace{1cm} (A.6)

The data in the original correlation by Phenrat et al.\textsuperscript{9} that correspond to the nanoparticles coated with high molecular weight polymers are highlighted (filled symbols) in Figure A.8(a). Some deviation is observed in the ability of the overall correlation to predict these polymer-coated nanoparticles compared to from the humic- and fulvic-coated nanoparticles.
Figure A.8. Comparison of correlations for the attachment efficiency of coated nanoparticles, developed with layer properties estimated using analytical\(^9\) (a) or numerical\(^{22}\) (b) solutions to the soft particle electrokinetic model. Layer thickness estimates from the numerical model were lower than those from the analytical model, resulting in small improvements in the correlation for the polymer-coated nanoparticles (filled symbols) with \(\alpha_{\exp} > 0.05\). However, the correlations have similar goodness of fit overall. Both correlations were produced by T. Phenrat; adsorbed layer properties for the revised correlation were provided by S. Louie.

The revised correlation is shown in Figure A.8(b). In the revised correlation, some improvement is observed for the nanoparticles coated with high molecular weight polymers where \(\alpha_{\exp} > 0.05\). However, the coefficient of determination (\(R^2\)) for the correlation across all samples is similar in the original and revised correlations. These results suggest that, while minor improvement to the prediction of nanoparticle deposition is possible for the polymer-coated nanoparticles when more accurate layer thicknesses are provided, additional properties of the coated nanoparticles or the system are needed to better explain the variance in the data. Furthermore, considering the insignificant change in the coefficient of determination given the lower layer thicknesses for all of the polymer-coated nanoparticles (representing 40\% of the data.
used to develop the correlations), further improvement in the accuracy of the layer thickness estimate (e.g., within ~ 10 nm) is not expected to further improve the correlation for the data set used here.

A.9 Possible route for parameter reduction

Expressions can be written (Equations A.7, A.11, and A.13) relating the layer thickness, charge density, and permeability to a single fitted parameter, i.e. the volume fraction of polymer in the adsorbed layer, $\phi$ (assuming uniform segment density), and properties that can be measured externally (adsorbed mass by solution depletion methods, number of charges per macromolecule or monomer from titration methods) or estimated (number of charges from known polyelectrolyte structure, segment radius or volume). These expressions are presented below. Expressions for the Brinkman screening length were presented by Hill et al. and Doane et al.\textsuperscript{22,30}

Layer thickness ($d$)

$$V_{shell} = \frac{4}{3}\pi [(a+d)^3-a^3]$$

(A.7)

$$d = \left( \frac{3}{4\pi} V_{shell} + a^3 \right)^{1/3} - a$$

(A.8)

where $V_{shell} = \frac{V_{poly}}{\phi}$

(A.9)

$$V_{poly} = \frac{\Gamma A_{NP}}{MW_{segment}} V_{segment}$$

(A.10)

$$d = \left( \frac{3 \Gamma A_{NP} V_{segment}}{4\pi MW_{segment} \phi} + a^3 \right)^{1/3} - a$$

(A.11)
Charge density \((N)\)

\[
N = \frac{n_{\text{charge}}}{V_{\text{shell}}} = r_{\text{charge}} \cdot n_{\text{segment}}
\]  
(A.12)

\[
N = r_{\text{charge}} \cdot \frac{\phi}{V_{\text{segment}}}
\]  
(A.13)

Permeability or Brinkman screening length \((\lambda^{-1} \text{ or } l_b)\)

\[
l_b^{-2} = 6 \pi m_{\text{segment}} a_{\text{segment}} F(\phi)
\]  
(A.14)

where

\[
F(\phi) = \frac{1 + 3(\phi / 2)^{1/2} + (135 / 64) \phi \ln \phi + 16.456 \phi}{1 + 0.681 \phi - 8.48 \phi^2 + 8.16 \phi^3} \approx 1 + 3(\phi / 2)^{1/2}
\]  
(A.15)

\[
n_{\text{segment}} = \frac{3\phi}{4\pi(a_{\text{segment}})^3} \quad \text{or} \quad n_{\text{segment}} = \frac{\phi}{V_{\text{segment}}}
\]  
(A.16)

\[
l_b^{-2} = 6 \pi \frac{\phi}{V_{\text{segment}}} a_{\text{segment}} \left(1 + 3(\phi / 2)^{1/2}\right)
\]  
(A.17)

Variable definitions

- \(m_{\text{poly}}\) = total mass adsorbed per particle
- \(A_{NP}\) = surface area of particle
- \(\Gamma = m_{\text{poly}} / A_{NP}\) = adsorbed mass
- \(a\) = radius of particle
- \(V_{\text{shell}}\) = volume of adsorbed layer
- \(V_{\text{poly}}\) = total volume of polymer per particle
- \(\phi\) = volume fraction of polymer in adlayer
- \(MW_{\text{segment}}\) = molecular weight of monomer

- \(V_{\text{segment}}\) = volume of monomer
- \(n_{\text{charge}}\) = total number of charges per particle
- \(r_{\text{charge}}\) = charge-to-segment ratio
- \(n_{\text{segment}}\) = number density of segments
- \(a_{\text{segment}}\) = segment radius
References for Appendix A


Appendix B: Supporting information for Chapters 5, 6, and 7

B.1 Additional methods and characterization of natural organic matter (NOM) samples (Chapters 5 and 6)

Detailed methods and additional characterization of the NOM samples (Pahokee Peat humic acid (PPHA), Suwannee River humic acid (SRHA), Suwannee River natural organic matter (SRNOM), Elliott Soil fulvic acid (ESFA), Pony Lake fulvic acid (PLFA) and Pacific Ocean fulvic acid (POFA)) are reported here.

B.1.1 Fluorescence EEM: Correction for inner filter effect

To correct for the inner filter effect, UV absorbance spectra were collected on the same samples used for the fluorescence measurements, using a Cary 300 Bio UV-Vis spectrophotometer (Agilent Inc.) and a 1 cm quartz cuvette. Assuming the fluorescence emission is measured from the center of the cell, the pathlengths are 0.5 cm for both the excitation and emission light. The corrected fluorescence intensities, \( I_{\text{corr}} \), were calculated from the observed fluorescence intensities, \( I_{\text{obs}} \), using Equation B.1:

\[
I_{\text{corr}} = I_{\text{obs}} \text{antilog}
\left( \frac{A_{\text{ex}} + A_{\text{em}}}{2} \right)
\] (B.1)

where \( A_{\text{ex}} \) and \( A_{\text{em}} \) are the absorbances for a 1 cm pathlength at the excitation and emission wavelengths, respectively.
B.1.2 SEC-MALS chromatograms for filtrate and retentate fractions of all NOM samples

The chromatograms for the filtrate and retentate fractions are shown in Figure B.1 (with the chromatograms for the whole samples shown again for comparison). Good removal of the > 100,000 g/mol portion in the filtrate and the < 100,000 g/mol portion in the retentate is observed.

Figure B.1 (continued on next page)
Figure B.1 (continued on next page)
Figure B.1. SEC-MALS chromatograms for the whole, filtrate, and retentate fractions for PPHA (a), SRHA (b), SRNOM (c), ESFA (d), PLFA (e), and POFA (f). Blue lines shown the weight-average molecular weight determined by MALS (using the RI detector for concentration determination). Dark gray dashed lines and light gray dash-dotted lines represent the dRI and UV absorbance (normalized to the peak height), respectively. Insufficient retentate for PLFA or POFA was collected for this analysis.

B.1.3 Molecular weight determination from MALS software (ASTRA 5.3.4, Wyatt Technology)

The analysis of the MALS data to obtain the “unadjusted” molecular weights is described in this section. All calculations and processing are performed in the ASTRA 5.3.4 software (Wyatt Technology). The raw data collected by the instruments include the UV and dRI signal and the light-scattering signal (intensity) at 16 scattering angles. For all samples, the dRI signal was used to determine the eluting concentration, and the first-order Zimm model (the default
method in the ASTRA 5.3.4 software) was used to fit the light scattering data to obtain the weight-averaged molecular weight ($M_w$) at each measurement along the chromatogram. Data from the two detectors at the lowest angles (28° and 32°), and depending on the noise in the signal, from additional low angle detectors up to 50°, were not included in the Zimm analysis. The signal at these low scattering angles (i.e., forward scattering) is sensitive to shedding of large particles from the SEC column, resulting in high noise compared to the signal due to the NOM. (Typically, exclusion of these data does not change the overall MALS results, but simply results in a smoother line for $M_w$ versus elution time.) For a detailed discussion of accuracy in MALS measurements, the reader is referred to the work of Andersson et al.\(^2\)

Prior to each set of NOM runs on SEC-MALS, a bovine serum albumin (BSA) or ribonuclease A (RnA) standard was run. These standards were prepared at 2 g/L in DI water. The RnA peak or the monomer peak of BSA was used to perform detector alignment, band broadening corrections, and normalization. Monodisperse molecules with radius of gyration less than 10 nm are required for these operations. Detector alignment shifts the UV, MALS, and dRI chromatograms along elution time to align the peak in the detector signals, thus correcting for the delay between detectors due to the tubing volume. Band broadening correction adjusts the signals for diffusion or dispersion from the first online detector (UV) to the subsequent detectors (MALS, followed by dRI). Normalization is performed for each of the 16 independent light scattering detectors (located at 16 scattering angles), where the intensity measured by each detector is normalized against that of the 90° detector, assuming isotropic (equal) scattering for a small molecule.
The alignment, band broadening, and normalization values are then applied to the NOM samples that are subsequently analyzed. The weight-averaged molecular weight across the selected peak of the SEC-MALS chromatogram is calculated in ASTRA 5.3.4 as follows:

\[
M_w = \frac{\sum (c_i M_i)}{\sum c_i}
\]  

(B.2)

where \(c_i\) and \(M_i\) are the concentration and molecular weight determined at each point along the chromatogram. It is noted that this formula differs from the typical expression for weight-averaged molecular weight because each \(M_i\) already represents a weight-averaged molecular weight of the NOM eluting at each point.

Number-averaged molecular weights \((M_n)\) can also be computed from \(M_w\) and the concentration. \(M_n\) will not be accurate for these NOM samples because perfect separation is not achieved in the SEC column; however, these values are reported in Section B.1.4 for comparison. The formula used in ASTRA 5.3.4 is as follows:

\[
M_n = \frac{\sum c_i}{\sum \left(\frac{c_i}{M_i}\right)}
\]  

(B.3)

**B.1.4 Fitting of SEC-MALS molecular weight distributions**

The late-eluting portion of the NOM samples could not be analyzed by MALS because of the low signal to noise ratio (due to the small size or molecular weight) or overlap with the RI signal for the solvent peak. The mass fraction of the sample that was analyzed, \(n\), was first
determined by dividing the mass of NOM in the portion of the dRI peak that was analyzed by the total mass of NOM injected into the SEC column. The un-analyzed fraction \((1 - n)\) was assumed to have lower molecular weight than the NOM that was analyzed. The cumulative weight fraction computed directly by MALS (ASTRA 5.3.4 software, Wyatt Technology), \(F_x(x)\), was then adjusted by Equation B.4 to account for the un-analyzed fraction, giving the corrected cumulative weight fraction, \(F_x(x)_{corr}\):

\[
F_x(x)_{corr} = (1-n) + n F_x(x)
\]  

(B.4)

where \(x\) is the weight-averaged molecular weight obtained from each MALS measurement along the SEC chromatogram.

The molecular weight distribution of NOM has previously been shown to fit well to a lognormal distribution. The cumulative distribution function for the lognormal distribution is given by Equation B.5:

\[
F_x(x) = \frac{1}{2} \text{erfc}\left(-\frac{\log_{10} x - \mu}{\sigma \sqrt{2}}\right)
\]  

(B.5)

The mean of the lognormal distribution, \(\mu\), and standard deviation of the lognormal distribution, \(\sigma\), were fitted to minimize the sum of squared errors between the modeled \(F_x(x)\) from Equation B.5 and \(F_x(x)_{corr}\) from Equation B.4.

All fitted cumulative distribution functions are shown in Figure B.2. The fitted distributions generally capture the location of the peak well, although the high molecular weight
tail is typically not fully represented; therefore, the mean of the distribution can be underestimated using this fitting method.
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Figure B.2. Experimental and modeled cumulative distribution functions for unfractionated samples and 100 kDa filtrate, and 100 kDa retentate fractions of (a) PPHA, (b) SRHA, (c) SRNOM, (d) ESFA, (e) PLFA, and (e) POFA. The black lines show the corrected experimental distribution functions, $F_{corr}(x)$, and the gray dotted lines show the fitted lognormal distributions. Insufficient retentate for PLFA and POFA was collected for SEC-MALS measurements.

The cumulative distribution functions for all six unfractionated samples are compared together in Figure B.3 below:
Figure B.3. Cumulative distribution functions for unfractionated PPHA, SRHA, ESFA, SRNOM, PLFA, and POFA. The solid lines represent the corrected experimental distribution functions, $F_{corr}(x)$ and $f_{corr}(x)$, and the gray dotted lines represent the modeled lognormal distributions.

The geometric mean of the weight-average molecular weight distribution ($M_g$) was computed from the fitted mean of the lognormal distribution (base 10) by the following equation:

$$M_g = 10^\mu$$  \hfill (B.6)

$M_g$, $\mu$, and $\sigma$ (Equation B.5) are reported in Table B.1, along with the unadjusted weight-average molecular weight ($M_w$), number-average molecular weight ($M_n$), and polydispersity (i.e., $M_w/M_n$) reported directly by the MALS software (ASTRA 5.3.4, Wyatt Technology).
Table B.1. Mean molecular weights and polydispersity or standard deviation, unadjusted or fitted from a lognormal distribution model

<table>
<thead>
<tr>
<th>NOM type</th>
<th>NOM fraction</th>
<th>Unadjusted</th>
<th></th>
<th>Fitted (Equations B.5 and B.6)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$M_w$ (kg/mol)</td>
<td>$M_n$ (kg/mol)</td>
<td>Polydispersity</td>
<td>$M_g$ (kg/mol)</td>
</tr>
<tr>
<td>PPHA</td>
<td>Whole</td>
<td>307</td>
<td>80</td>
<td>3.9</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>67</td>
<td>54</td>
<td>1.2</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>Retentate</td>
<td>857</td>
<td>242</td>
<td>3.5</td>
<td>185</td>
</tr>
<tr>
<td>SRHA</td>
<td>Whole</td>
<td>114</td>
<td>27</td>
<td>4.3</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>27</td>
<td>25</td>
<td>1.1</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Retentate</td>
<td>980</td>
<td>346</td>
<td>2.8</td>
<td>372</td>
</tr>
<tr>
<td>SRNOM</td>
<td>Whole</td>
<td>23</td>
<td>10.4</td>
<td>2.2</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>13</td>
<td>7.4</td>
<td>1.7</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>Retentate</td>
<td>691</td>
<td>185</td>
<td>3.7</td>
<td>151</td>
</tr>
<tr>
<td>ESFA</td>
<td>Whole</td>
<td>85</td>
<td>16</td>
<td>5.2</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>17</td>
<td>14</td>
<td>1.2</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td>Retentate</td>
<td>1030</td>
<td>318</td>
<td>3.2</td>
<td>231</td>
</tr>
<tr>
<td>PLFA</td>
<td>Whole</td>
<td>38</td>
<td>9.5</td>
<td>4.1</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>16</td>
<td>10.0</td>
<td>1.6</td>
<td>4.4</td>
</tr>
<tr>
<td>POFA</td>
<td>Whole</td>
<td>4.2</td>
<td>2.5</td>
<td>1.7</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>Filtrate</td>
<td>2.9</td>
<td>1.7</td>
<td>1.7</td>
<td>1.3</td>
</tr>
</tbody>
</table>

n.d.: not determined (insufficient sample collected for this analysis)

As discussed above and in Chapter 5, none of these measures is perfectly accurate. The advantages and disadvantages of each measure are listed in Table B.2.
Table B.2. Advantages and disadvantages of the molecular weight descriptors obtained from the unadjusted or fitted distributions

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unadjusted $M_w$</td>
<td>Only uses directly measured MALS data</td>
<td>Does not include late-eluting portion of NOM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Highly sensitive to selection of peak at low elution time (where very high molecular weights are obtained)</td>
</tr>
<tr>
<td>Unadjusted $M_n$</td>
<td>Less sensitive to peak selection than $M_w$</td>
<td>Does not include late-eluting portion of NOM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not accurate for MALS when eluting fractions are not monodisperse</td>
</tr>
<tr>
<td>Unadjusted polydispersity</td>
<td>Accounts for presence of small amounts of very high molecular weight NOM</td>
<td>Same as those for the unadjusted $M_w$ and $M_n$</td>
</tr>
<tr>
<td>Fitted $\mu$ and $M_g$</td>
<td>Accounts for late-eluting portion of NOM</td>
<td>Assumes all late-eluting NOM has lower molecular weight than those measured</td>
</tr>
<tr>
<td>(Equations B.5 and B.6)</td>
<td></td>
<td>Typically does not capture the high molecular weight tail of the distribution</td>
</tr>
<tr>
<td>Fitted $\sigma$</td>
<td>Less sensitive to peak selection than the unadjusted polydispersity ($M_w/M_n$)</td>
<td>Typically does not capture the high molecular weight tail of the distribution</td>
</tr>
</tbody>
</table>

Despite the differences in the methods, the mean molecular weights in Table B.1 tend to correlate with each other (Figure B.4). However, the unadjusted $M_w$ more clearly distinguishes the whole NOM from the filtrate fraction for some samples (circled on Figure B.4), compared to the unadjusted $M_n$ or the fitted $M_w$. 
Figure B.4. Comparison of the geometric mean, $M_g$, of the fitted lognormal distribution of weight-averaged molecular weights ($x$-axis) with the weight- and number-average molecular weights ($M_w$ and $M_n$) directly measured by MALS ($y$-axis). Molecular weights from either method tend to correlate. However, the unadjusted $M_w$ is always higher than the geometric mean, $M_g$, obtained from fitting. Notably, the higher $M_w$ of the unfractionated NOM compared to the fractionated NOM for PLFA (circled in orange), ESFA (blue), SRHA (purple), and PPHA (dark gray) is most clearly distinguished in the unadjusted $M_w$. The dashed line represents a 1:1 correlation.

B.2. Additional characterization and aggregation data for SRNOM (Chapter 5)

B.2.1 SRNOM (Chapter 5): SEC-MALS in 2 mM phosphate buffer

SEC-MALS analysis was conducted for the Suwannee River natural organic matter 0.2 µm filtrate (NOM$_1$), the < 100,000 g/mol filtrate (NOM$_f$), and the > 100,000 g/mol retentate (NOM$_r$) using 2 mM phosphate buffer at pH 7 (Figures B.5 and B.6). At this lower ionic strength, most of the sample elutes before the DI water solvent, allowing a more complete
analysis of the sample. However, poor resolution of the void and main peaks is obtained. Faster elution could be due to reduced adsorption at lower ionic strength, or swelling of NOM molecules or aggregates due to decreased electrostatic screening. Weight-average molecular weights, $M_w$, are reported in Table B.3. $M_w$ for each sample was within 10% of that obtained using 4 mM phosphate buffer.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6a.png}
\caption{SEC-MALS results for NOM$_1$ in 2 mM phosphate buffer, pH 7.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6b.png}
\caption{SEC-MALS results for (a) NOM$_f$ and (b) NOM$_r$ in 2 mM phosphate buffer, pH 7. Molecular weights are similar to those determined in higher ionic strength buffer (4 mM phosphate with 25 mM NaCl, pH 7).}
\end{figure}
Table B.3. \(M_w\) for NOM\(_1\), NOM\(_f\), and NOM\(_r\) in 2 mM phosphate buffer (not adjusted for unanalyzed portion at elution times > 18 min)

<table>
<thead>
<tr>
<th>Eluent</th>
<th>Fraction</th>
<th>Peak selection (min)</th>
<th>(M_w) (kg/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 mM phosphate, pH 7</td>
<td>NOM(_1) (entire sample)</td>
<td>10-18</td>
<td>23.9</td>
</tr>
<tr>
<td></td>
<td>NOM(_r)</td>
<td>10-18</td>
<td>665</td>
</tr>
<tr>
<td></td>
<td>NOM(_f)</td>
<td>10-18</td>
<td>13.9</td>
</tr>
</tbody>
</table>

B.2.2 SRNOM (Chapter 5): DLS and SEC-MALS in NP aggregation solution conditions

DLS and SEC-MALS were performed on NOM samples without NPs in the solution conditions used for the aggregation experiments, 100 mM NaCl with 1 mM NaHCO\(_3\), pH 8.3. DLS measurements were performed on the highest concentrations of NOM used (560 ppm NOM\(_1\), 550 ppm NOM\(_f\), and 10 ppm NOM\(_r\)) before and after addition of NaCl; no significant light scattering was observed for any sample. SEC-MALS performed on the NOM\(_1\) sample showed a similar range of molecular weights but smaller void peak area (Figure B.7(a)), which may be attributable to conformational changes or additional adsorption to the column packing (ionic strength is higher than that of the 4 mM phosphate + 25 mM NaCl (pH 7) eluent). Comparison of the cumulative molecular weight distribution in the two eluents (Figure B.7(b)) indicates that approximately the same amount of > 100 kg/mol material is present (1.4 to 1.9 wt%) using either eluent; some disaggregation of < 30 kg/mol NOM may occur in 100 mM NaCl with 1 mM NaHCO\(_3\) at pH 8.3 (\(M_w\) of the main peak is 14.1 kg/mol, in contrast to 15.6 kg/mol in the phosphate/NaCl eluent).
Figure B.7. SEC-MALS results (a) and unadjusted cumulative distribution of weight-averaged molecular weights (b) for NOM₁ (whole SRNOM) in NP aggregation solution conditions. Compared to the eluent used for characterization (4 mM phosphate, 25 mM NaCl, pH 7), minimal change in the shapes of the plots or the range of molecular weights is observed in 1 mM NaHCO₃ with 100 mM NaCl (pH 8.3), although some disaggregation of < 30 kg/mol NOM may occur. Cumulative weight fractions were not adjusted for the unanalyzed portion.
B.2.3 SRNOM (Chapter 5): $^1$H NMR spectra

The $^1$H NMR spectra are shown in Figure B.8 for NOM$_1$ and NOM$_f$. Insufficient mass of NOM$_r$ was available for $^1$H NMR. Spectra were collected on a Bruker Avance 500 NMR instrument. NOM$_1$ and NOM$_f$ sample preparation was similar to that described by Thorn et al.$^4$ Briefly, dissolved samples (~2 g/L) were adjusted to pH 8.5 with NaOH, then lyophilized and resuspended in D$_2$O twice. For the last resuspension, 27 mg of lyophilized sample was suspended into 0.6 mL D$_2$O. No significant differences were observed in the NOM$_1$ and NOM$_f$ spectra.

Figure B.8. $^1$H NMR spectra for NOM$_1$ and NOM$_f$ for SRNOM. Insufficient mass of NOM$_r$ was collected for this analysis. No significant differences are apparent in the peaks present or relative peak areas. A portion of the filtrate was collected from a preliminary ultrafiltration (UF) performed without rinsing the Amicon membrane. Additional peaks in the filtrate spectrum are likely glycerol residue from the membrane. The membranes were rinsed for all other experiments to remove glycerol.
**B.2.4 Aggregation of citrate-stabilized Au NPs without NOM**

The aggregation of the citrate-stabilized gold nanoparticles (Au NPs) was first tested without NOM, varying the concentration of NaCl (Figure B.9). Aggregation increases with ionic strength as expected, due to charge screening of the citrate surface coating and hence reduced electrostatic repulsion. In 5 to 20 mM NaCl, minimal size increases are observed, and the size remains stable over time. Aggregation occurs in 50 mM NaCl, and rapid aggregation is observed in 100 mM NaCl.

![Figure B.9. Time-resolved intensity average radius by DLS for citrate-stabilized Au NPs in 0 to 100 mM NaCl. All samples are in 1 mM NaHCO₃ at pH 8.3. Rapid aggregation of the NPs is observed in 50 and 100 mM NaCl.](image)

**B.2.5 SRNOM (Chapter 5): Aggregation of Au NPs in 50 mM NaCl with 10 mM NOMᵢ or NOMᵢ.**

Because the particles are stable against rapid aggregation in up to 20 mM NaCl, higher ionic strengths were used for the SRNOM experiments to better observe possible differences in NOM effects. Aggregation behavior in 50 mM NaCl with 10 ppm of NOMᵢ or NOMᵢ is shown.
in Figure B.10. Both fractions stabilize the NPs against aggregation similarly well at this ionic strength, so 100 mM NaCl was used for all following experiments to further challenge the system. Steric effects are more evident at this relatively high salt concentration, where electrostatic repulsion is screened.

![Figure B.10](image)

**Figure B.10.** Time-resolved DLS intensity average radius for citrate-stabilized Au NPs in 50 mM NaCl (with 1 mM NaHCO₃, pH 8.3) without NOM and in the presence of 10 ppm NOMᵣ or NOMᵦ. Both NOM fractions provide similarly good stability at this ionic strength.

**B.2.6 SRNOM (Chapter 5): Aggregation of Au NPs in 100 mM NaCl, varying NOMᵦ concentrations**

The effect of NOMᵦ concentration (from 0.18 to 10 ppm) is shown in Figure B.11. No stabilization is provided at 0.18 or 0.36 ppm NOMᵦ, but increasingly better NP stability is obtained as the NOMᵦ concentration is increased from 1 to 10 ppm.
Figure B.11. Time-resolved DLS intensity average radius of citrate-stabilized Au NPs with 0.18, 0.36, 1, 1.8, and 10 ppm of NOM$_r$.

B.2.7 SRNOM (Chapter 5): TEM images for citrate-stabilized Au NPs in the presence of NOM$_f$

TEM micrographs for citrate-stabilized Au NPs with NOM$_f$ coatings are shown in Figure B.12. The procedure was the same as that used for NOM$_r$ in the main text (drop deposition of a suspension of 20 ppm Au NPs with 10 ppm NOM$_f$ adjusted to pH 8.3 with NaOH). No coating is visible by TEM.

Figure B.12. TEM images of citrate-stabilized Au NPs in the presence of 10 ppm NOM$_f$. 
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B.3. Additional characterization and aggregation data across all NOM types (Chapter 6)

B.3.1 Mass recovery in the ultrafiltration process

A mass balance was performed on the 100 kDa ultrafiltration process for each NOM sample, using the inputted volume and TOC concentration and the collected volumes and concentrations of filtrate and retentate fractions. The mass recovered and lost are reported in Table B.4.

Table B.4. Mass recovery and loss in the 100 kDa centrifugal ultrafiltration units

<table>
<thead>
<tr>
<th>NOM type</th>
<th>Wt % recovered in filtrate</th>
<th>Wt % recovered in retentate</th>
<th>Wt % lost onto filter or in rinse liquid</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPHA</td>
<td>59 %</td>
<td>27 %</td>
<td>13 %</td>
</tr>
<tr>
<td>SRHA</td>
<td>89 %</td>
<td>1.1 %</td>
<td>10 %</td>
</tr>
<tr>
<td>SRNOM</td>
<td>91 %</td>
<td>1.1 %</td>
<td>8 %</td>
</tr>
<tr>
<td>ESFA</td>
<td>97 %</td>
<td>3.3 %</td>
<td>3 %</td>
</tr>
<tr>
<td>PLFA</td>
<td>86 %</td>
<td>0.6 %</td>
<td>13 %</td>
</tr>
<tr>
<td>POFA</td>
<td>96 %</td>
<td>not collected</td>
<td>&lt; 4 %</td>
</tr>
</tbody>
</table>

B.3.2 UV-vis absorbance spectra compared across NOM types

The UV-vis spectra shown in Figure 6.3 are replotted in Figure B.13 to better demonstrate trends across the six different types of NOM. Generally, the UV absorbance at 280 nm trends with the average molecular weight of the NOM, except for the retentate fractions. SUVA\textsubscript{280}, SUVA\textsubscript{254}, the exponential slope coefficient, and the average of aromaticities estimated from three correlations\textsuperscript{5-7} are provided in Table B.5.
Figure B.13. UV absorbance of the whole NOM (a) and the filtrate (b) and retentate (c) fractions of NOM. Samples were prepared at 5 ppm in DI water.

Table B.5. UV-vis absorbance properties and estimated aromaticities for NOM fractions

<table>
<thead>
<tr>
<th>NOM type</th>
<th>NOM fraction</th>
<th>SUVA$_{280}$ (L mg$^{-1}$ cm$^{-1}$)</th>
<th>SUVA$_{254}$ (L mg$^{-1}$ cm$^{-1}$)</th>
<th>Aromaticity (%)$^{5,7}$</th>
<th>Slope coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPHA</td>
<td>whole</td>
<td>0.065</td>
<td>0.076</td>
<td>51</td>
<td>0.0087</td>
</tr>
<tr>
<td></td>
<td>filtrate</td>
<td>0.07</td>
<td>0.082</td>
<td>55</td>
<td>0.0088</td>
</tr>
<tr>
<td></td>
<td>retentate</td>
<td>0.058</td>
<td>0.069</td>
<td>46</td>
<td>0.0084</td>
</tr>
<tr>
<td>SRHA</td>
<td>whole</td>
<td>0.059</td>
<td>0.072</td>
<td>48</td>
<td>0.0125</td>
</tr>
<tr>
<td></td>
<td>filtrate</td>
<td>0.062</td>
<td>0.075</td>
<td>49</td>
<td>0.0127</td>
</tr>
<tr>
<td></td>
<td>retentate</td>
<td>0.065</td>
<td>0.076</td>
<td>51</td>
<td>0.0106</td>
</tr>
<tr>
<td>SRNOM</td>
<td>whole</td>
<td>0.036</td>
<td>0.048</td>
<td>33</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>filtrate</td>
<td>0.033</td>
<td>0.046</td>
<td>31</td>
<td>0.0146</td>
</tr>
<tr>
<td></td>
<td>retentate</td>
<td>0.041</td>
<td>0.05</td>
<td>35</td>
<td>0.0105</td>
</tr>
<tr>
<td>ESFA</td>
<td>whole</td>
<td>0.04</td>
<td>0.054</td>
<td>36</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>filtrate</td>
<td>0.041</td>
<td>0.055</td>
<td>36</td>
<td>0.0147</td>
</tr>
<tr>
<td></td>
<td>retentate</td>
<td>0.014</td>
<td>0.018</td>
<td>17</td>
<td>0.0101</td>
</tr>
<tr>
<td>PLFA</td>
<td>whole</td>
<td>0.024</td>
<td>0.031</td>
<td>24</td>
<td>0.0166</td>
</tr>
<tr>
<td></td>
<td>filtrate</td>
<td>0.02</td>
<td>0.025</td>
<td>21</td>
<td>0.0153</td>
</tr>
<tr>
<td></td>
<td>retentate</td>
<td>0.009</td>
<td>0.011</td>
<td>13</td>
<td>0.0109</td>
</tr>
<tr>
<td>POFA</td>
<td>whole</td>
<td>0.004</td>
<td>0.007</td>
<td>10</td>
<td>0.0246</td>
</tr>
<tr>
<td></td>
<td>filtrate</td>
<td>0.033</td>
<td>0.005</td>
<td>9</td>
<td>0.0227</td>
</tr>
</tbody>
</table>
B.3.3 Electrophoretic mobility of unwashed gold nanoparticles in 10 ppm NOM

Electrophoretic mobilities (EPM) of the gold NPs in 10 ppm NOM were also measured without removing excess NOM, in 20 mM NaCl, 1 mM NaHCO₃, pH 8.3 (Figure B.14). This procedure minimizes aggregation that can occur when separating the NPs and dissolved NOM (by centrifugation), as well as desorption of NOM that can occur when resuspending into NOM-free medium. Similar results are obtained as for the washed particles (Figure 6.5): no trend is observed between EPM and $M_w$ for the samples (where the NOM sources are ordered from highest to lowest $M_w$ from left to right in Figure B.14); however, the retentate NOM tends to produce lower EPM than the filtrate NOM from the same source.

![Figure B.14](image)

**Figure B.14.** EPM measured for unwashed citrate-stabilized gold NPs with 10 ppm of NOM in 20 mM NaCl, 1 mM NaHCO₃, pH 8.3. The NOM types are ordered from highest $M_w$ (PPHA) to lowest $M_w$ (POFA). No trend with $M_w$ is observed across the six NOM types, although the retentate fraction tends to produce a less negative EPM than the filtrate fraction within each NOM type.
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B.3.4 Aggregation of gold nanoparticles in 1 ppm NOM

Aggregation was also measured in 1 ppm of the unfractionated and fractionated NOM, in 100 mM NaCl, 1 mM NaHCO₃, pH 8.3 (Figure B.15). At this concentration, differences between molecular weight fractions are more apparent in some samples (SRHA, PLFA, ESFA) than at 10 ppm NOM concentrations. Qualitative trends are generally the same for 1 ppm and 10 ppm of NOM.
Figure B.15. Hydrodynamic radius measured by time-resolved DLS for 20 ppm citrate-stabilized gold NPs in the presence of 1 ppm of PPHA (a), SRHA (b), ESFA (c), SRNOM (d), PLFA (e), and POFA (f) in 100 mM NaCl, in 1 mM NaHCO₃ at pH 8.3. NOM types are ordered from highest to lowest $M_w$ (a to f) of the unfractionated NOM. Error bars represent the standard deviation for two or more runs. SRNOM was assessed in the initial study (Chapter 5), and additional data were not taken at this concentration.
B.3.5 *Aggregation of gold nanoparticles with recombined fractions of NOM*

The filtrate (< 100 kg/mol) and retentate (> 100 kg/mol) fractions of NOM were recombined in their estimated proportions from the SEC-MALS analysis (see Figure 6.2) to obtain a final concentration of 10 ppm NOM. They were also compared separately at these concentrations. Both the whole NOM and the recombined fractions typically provide better NP stability against aggregation than the separated fractions (Figure B.16).
Figure B.16. Effect of NOM mixture or degree of heterogeneity on gold NP aggregation for PPHA (a), SRHA (b), ESFA (c), SRNOM (d), PLFA (e), and POFA (f) in 100 mM NaCl, 1 mM NaHCO₃ at pH 8.3. Mixtures or recombined fractions (at 10 ppm total concentration) typically provide better NP stability than the separated fractions. NOM types are ordered from highest to lowest $M_w$ (a to f) of the unfractionated NOM. Error bars represent the standard deviation for two or more runs. Insufficient quantities of POFA retentate were collected for these experiments.
B.3.6 Aggregation of nanoparticles compared across NOM sources

Data from Figure 6.4 are re-organized in Figure B.17 to more clearly show trends in aggregation with the NOM source.

Figure B.17. Gold NP aggregation in the whole (unfractionated) NOM and filtrate and retentate fractions at 10 ppm (a-c) and 1 ppm (d-f) concentrations. Legend is organized from the lowest $M_w$ (POFA) to the highest $M_w$ (PPHA) of the unfractionated NOM. Aggregation behavior typically correlates with $M_w$ except for PLFA (all plots) and PPHA retentate (f).
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B.3.7 Computation of initial aggregation rates

In this study, aggregation was typically too rapid to obtain data during the initial doublet formation (i.e., until the hydrodynamic radius, \( R_h \), reaches 1.3 times the initial \( R_h \)), so the rate was estimated between the initial size and the first measurement. Some uncertainty is introduced from the delay (approximately 15 to 20 s) between addition of NaCl solution and the first measurement. Furthermore, samples that did not aggregate rapidly were only measured every two minutes (instead of 15 s), so the initial rate may be higher than that estimated here (i.e., by dividing by 135 seconds, assuming a 15 s delay); however, calculations using a shorter time (35 s) did not change the general conclusions of this study.

In spite of the uncertainties involved, these rates generally correlate with the hydrodynamic radius, \( R_h \), at later times, e.g., from 3.5-4 minutes (Figure B.18(a)), or at 20 minutes (Figure B.18(b)). Sedimentation may contribute to the poorer correlation at 20 minutes. The initial aggregation rate for citrate-stabilized gold NPs without NOM (in 100 mM NaCl, 1 mM NaHCO₃, pH 8.3) was 1.64 nm/s (not included in Figure B.18).

![Figure B.18](image)

**Figure B.18.** Correlation of the initial aggregation rate with \( R_h \) of the gold NPs after 3.5-4 min (a) or 20 min (b) in 100 mM NaCl, 1 mM NaHCO₃, pH 8.3.
B.3.8 Correlation for gold nanoparticle aggregation in 1 ppm NOM

A correlation was attempted using the data collected with 1 ppm NOM. However, most aggregation rates were near that of the uncoated NPs, and no correlation was observed (Figure B.19).

![Aggregation rates in 1 ppm NOM show no correlation with $M_w$. The empty circle represents the aggregation rate of the citrate-stabilized gold NPs without NOM (plotted at an arbitrary location on the x-axis).](image)

**Figure B.19.** Aggregation rates in 1 ppm NOM show no correlation with $M_w$. The empty circle represents the aggregation rate of the citrate-stabilized gold NPs without NOM (plotted at an arbitrary location on the x-axis).

B.3.9 Correlation for gold nanoparticle aggregation using log-log models

Correlations were assessed for a log-log model between initial aggregation rate, $k_{agg}$, and molecular weight (either $M_g$ or $M_{w,unadjusted}$). The form of the model is given by Equation B.7:

$$k_{agg} = aM^b$$  \hspace{1cm} (B.7)
The linearized form, Equation B.8, is fitted to minimize the sum of squared errors.

\[
\log k_{agg} = \log a + b \log M
\]  

(B.8)

The advantage of this form compared to those presented in Chapter 6 is that negative values of \(k_{agg}\) are precluded. However, the log-log models show a lower \(R^2\) value, shown in Figure B.20:

![Figure B.20](image)

**Figure B.20.** Correlation of aggregation rate with molecular weight using a log-log model, with molecular weights determined from two methods: the geometric mean, \(M_g\), for a fitted lognormal distribution of weight-averaged molecular weights (a), or \(M_{w,\text{unadjusted}}\) directly measured by MALS (b). Lower \(R^2\) values are obtained than for correlations in Chapter 6 (linear in \(k_{agg}\)).

**B.3.10 Correlation between gold nanoparticle aggregation and absorbance ratios**

UV-vis absorbance ratios are often used to characterize NOM. Commonly used absorbance ratios include \(E4/E6\) (defined as \(A_{436}/A_{665}\)), \(A_{254}/A_{203}\), \(A_{254}/A_{435}\), \(A_{250}/A_{365}\). The latter two absorbance ratios were assessed here because they avoid regions of very low absorbance at high wavelengths (e.g., 665 nm) and regions with a high likelihood for uncertainty, e.g. due to
absorbance of salt species, at low wavelengths (e.g., 203 nm). The correlations for $A_{254}/A_{436}$ and $A_{250}/A_{365}$ are shown in Figure B.21. The former provides similar goodness of fit compared to the exponential slope coefficient, whereas the latter provides poorer goodness of fit.

![Figure B.21](image)

**Figure B.21.** Correlation of aggregation rate with $A_{254}/A_{436}$ (a) and $A_{250}/A_{365}$ (b) from UV-vis absorbance measurements on NOM. Correlations are shown either excluding or including the PLFA results (black or orange lines, respectively).

### B.3.11 Akaike Information Criteria for one- and two-parameter correlations

Two- and three-parameter linear models (both purely empirical) were compared for the correlation of NP aggregation rates in NOM. The forms of the two models are shown in Equations B.9 and B.10:

Two-parameter correlation:  
$$ k_{agg} = a_1 \log(M_w) + b_1 $$  
(B.9)

Three-parameter correlation:  
$$ k_{agg} = a_2 \log(M_w) + b_2(x_s) + c_2 $$  
(B.10)
Best fit parameters were determined, either including or excluding the PLFA data. These parameters are presented in Table B.6. The Akaike Information Criterion (AIC) is given by Equation B.11:

\[
AIC = 2m + n \left[ \ln \left( \frac{2\pi \text{RSS}}{n} \right) + 1 \right]
\]  

(B.11)

where \( m \) is the number of parameters in the model, \( n \) is the sample size (16 including PLFA; 14 excluding PLFA), and RSS is the residual sum of squares between the modeled and observed \( k_{agg} \).

The AIC values are reported in Table B.6. A lower AIC is desirable. The results indicate that reduced S content provides sufficient improvement in goodness of fit to justify including in the correlation if PLFA is considered; however, it does not significantly improve the correlation if PLFA is not included.

<table>
<thead>
<tr>
<th>Model</th>
<th>Fitted parameters</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All data</td>
<td>Excluding PLFA</td>
</tr>
<tr>
<td>Eqn. B.7</td>
<td>( a_1 = -0.42 * )</td>
<td>( a_1 = -0.55 * )</td>
</tr>
<tr>
<td></td>
<td>( b_1 = 2.3 ) ( \dagger )</td>
<td>( b_1 = 3.0 ) ( \dagger )</td>
</tr>
<tr>
<td>Eqn. B.8</td>
<td>( a_2 = -0.50 * )</td>
<td>( a_2 = -0.51 * )</td>
</tr>
<tr>
<td></td>
<td>( b_2 = -0.53 ) ( \dagger )</td>
<td>( b_2 = -0.35 ) ( \dagger )</td>
</tr>
<tr>
<td></td>
<td>( c_2 = 2.9 ) ( \dagger )</td>
<td>( c_2 = 2.9 ) ( \dagger )</td>
</tr>
</tbody>
</table>

* units of nm s\(^{-1}\) (log g/mol)\(^{-1}\)
\( \dagger \) units of nm/s
\( \ddagger \) units of (nm/s)\(^2\)
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