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Abstract 

One of the key challenges to producing high-quality software architecture is identifying and 
understanding the software’s architecturally significant requirements. These requirements are 
the ones that have the most far-reaching effect on the architecture. In this report, five methods 
for the elicitation and expression of requirements are evaluated with respect to their ability to 
capture architecturally significant requirements. The methods evaluated are requirements 
specification using natural language, use case analysis, the Quality Attribute Workshop 
(developed by the Carnegie Mellon® Software Engineering Institute), global analysis, and an 
approach developed by Fergus O’Brien. These methods were chosen because they are in 
widespread use or emphasize the capture of architecturally significant requirements.  

Three problems must be solved to systematically transform business and mission goals into 
architecturally significant requirements: (1) the requirements must be expressed in a form 
that provides the information necessary for design; (2) the elicitation of the requirements 
must capture architecturally significant requirements; and (3) the business and mission goals 
must provide systematic input for elicitation process. The primary finding from the 
evaluation of these methods is that there are promising solutions to the first two problems. 
However, there is no method for systematically considering the business and mission goals in 
the requirements elicitation.  
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1 Introduction 

Software systems are created to satisfy business and mission goals. To ensure that the system 
satisfies these goals, you must ensure that the various activities involved in the creation of the 
system (requirements engineering, architecture design, and implementation) conform to the 
business and mission goals of the system. In this report, we evaluate five methods to 
determine how they identify, elicit, and record the types of requirements that are important 
for architectural design. These types of requirements are referred to as architecturally 
significant requirements in this report. The term comes from the Software Architecture 
Review and Assessment (SARA) Report [Dominick 02]. These requirements are called 
architecturally significant use cases by the Rational Unified Process (RUP) [IBM 06] and 
architectural drivers by the Carnegie Mellon® Software Engineering Institute (SEI) [Bass 
03].  

In this report, we evaluate five methods for the expression of architecturally significant 
requirements:  

1. requirements expression using natural language 

2. use case analysis 

3. the SEI Quality Attribute Workshop (QAW) 

4. global analysis  

5. an approach developed by Fergus O’Brien, which we will call O’Brien’s approach  

We chose these five methods because they are in widespread use or emphasize the capture of 
architecturally significant requirements.  

Three problems must be solved to capture architecturally significant requirements: (1) the 
requirements must be expressed in a form that provides the information necessary for design; 
(2) the elicitation of the requirements must capture architecturally significant requirements; 
and (3) the business and mission goals must provide systematic input for elicitation process. 
The primary finding from our evaluation of these methods is that there are promising 
solutions to the first two problems (i.e., the expressiveness of requirements and the elicitation 
of architecturally significant requirements), but there is no method for systematically 
considering the business and mission goals in the elicitation.  

                                                      

®  Carnegie Mellon is registered in the U.S. Patent and Trademark Office by Carnegie Mellon 
University. 
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This report consists of six sections:  

1. This introduction contains some background information and a brief summary of our 
evaluation. 

2. Section 2 describes what we mean by architecturally significant requirements. 

3. Section 3 introduces the evaluation criteria that we used to examine the five methods 
evaluated in this report. 

4. Section 4 describes the methods that we evaluated and compares them based on the 
evaluation criteria in Section 3.  

5. Section 5 briefly describes related work. 

6. Section 6 presents our conclusions and outlines our future work. 
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2 Identifying Architecturally Significant Requirements 

Determining which requirements have architectural significance is currently a matter of 
experience and judgment. For any particular system, architecturally significant requirements 
must be coupled to the business and mission goals for the system. In this section, we discuss 
some factors that may cause a requirement to have a significant impact on an architecture. 
When we look at some of the methods for capturing requirements in Section 3, we will 
identify other factors. 

If functionality is the only concern in designing an architecture, any structure will do. This 
conclusion stems from the work of Parnas more than 30 years ago [Parnas 72], and it means 
that some properties of the system(s) must be architecturally significant in addition to the 
functionality of the system. Architecturally significant requirements often arise from 

• quality attributes. Security, performance, reliability, modifiability, and so forth are all 
quality attributes that might affect the structure of the system. Each quality attribute has a 
collection of structural techniques (i.e., architectural tactics [Bass 03, Ch. 5]) that are 
used to achieve it. 

• volume of functionality. Any particular function will not have an impact on structure, but 
large collections of similar functionality will. One example of a structural impact is 
breaking up the functionality so it can be implemented in a timely fashion. Another 
example is identifying commonality within the functionality to reduce implementation 
and maintenance time.  

• architecting for a family of related systems. When requirements are being gathered for a 
collection of similar systems such as in a software product line [Clements 01], the 
commonalities and variations in those systems may be architecturally significant. 

• choice of technologies. There may be a requirement to use a particular technology for a 
system, such as .NET or J2EE (Java 2 Enterprise Edition). These requirements may be 
architecturally significant, since many other decisions will be constrained by the use of 
particular technologies. 

• deployment and operations. Requirements that describe an anticipated deployment 
strategy and how the system will be operated may be architecturally significant, since 
structural entities may be required to support deployment or operational considerations. 
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3 Evaluation Criteria 

To evaluate and compare various methods for requirements elicitation and specification, we 
used the set of criteria described in Sections 3.1-3.3. These criteria are divided into the 
following categories: 

• criteria related to how the method fits into the development process  

• criteria related to the artifacts produced by the method  

• criteria related to how easy the method is to use  

When choosing these criteria, we took into account the types of requirements (identified in 
Section 2) that might be architecturally significant.  

3.1 Criteria Related to How the Method Fits into the Development 
Process 

3.1.1 Support for Discovering Architecturally Significant Requirements 
Discovering how the various methods support the discovery of architecturally significant 
requirements is the goal of this report. Does the method provide explicit support for 
discovering architecturally significant requirements?  

3.1.2 Derivation from the Business and Mission Goals for the System 
Requirements represent business goals. The method for elicitation should help ensure that the 
architecturally significant requirements provide support for the business and mission goals. 

3.1.3 Checking for Consistency 
Given the number of requirements for even medium-sized systems, there are bound to be 
inconsistencies. Does the method’s formalism for the expression of requirements provide 
support for checking the consistency of the architecturally significant requirements? 

3.1.4 Support for Testing 
When the system is constructed, it must be tested to determine whether requirements are 
satisfied. Are the architecturally significant requirements that are generated by the method 
well suited for the testing process? Can they act as test specifications? 
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3.2 Criteria Related to the Artifacts Produced by the Method 

3.2.1 Expressiveness 
Expressing requirements—especially those that are architecturally significant—requires a 
range of vocabulary. For example, a performance requirement may be expressed in terms of 
latency and throughput, a modifiability requirement may be expressed in terms of time to 
make a change, an availability requirement may be expressed in terms of percentage of up-
time, and so forth. Furthermore, requirements may vary depending on the context of the 
system at a specific time. For example, the system may attempt to recover for the first three 
failures but then shut down after the fourth. 

Because a range of vocabulary is required, the method’s form for expressing requirements 
must be flexible. Total flexibility, however, provides no guidance to the requirements analyst. 
Without this guidance, it becomes too easy to specify requirements that are vague and 
untestable, such as “The system shall be modifiable.” There must be a specified form of 
expressing requirements that includes the testing criteria.  

In summary, the method’s form for expressing requirements should be sufficiently expressive 
to allow for any quality attribute requirement that might be architecturally significant, should 
allow for the specification of context, and should discourage vague requirements.  

3.2.2 Ease of Organizing Architecturally Significant Requirements 
Within an enumeration of requirements, those that are architecturally significant should be 
easy for the architect to find. If, for example, the architect wants to focus on performance and 
modifiability requirements, the method should make them easy to find. Those requirements 
that have both modifiability and performance aspects may also be the focus of attention. 

The method’s formalism for the expression of requirements should facilitate the collection of 
requirements into categories. In addition, a particular requirement should be able to exist in 
multiple categories simultaneously. In other words, the form of expressing the requirements 
should facilitate searching for a variety of different criteria and organizing the requirements 
based on a variety of different criteria. 

3.2.3 Support for Variability 
To what extent does the method provide support for eliciting and expressing the variability 
requirements for a collection of systems? Frequently, requirements are specified for a 
collection of systems—either variants of the same system or incrementally delivered versions 
of a single system. Does the method or its expression formalism provide support for 
capturing and expressing variability? 
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3.3 Criteria Related to the Method’s Ease of Use  

3.3.1 Skill Level Necessary to Carry Out the Method 
What special skills should those carrying out the method possess? What type of special 
training must they have to perform the method effectively?  

3.3.2 Tooling 
What tool support exists for the method? Are there commercial versions of the tool support? 
How specific is the tool for the method? Does the tool provide support for ease of organizing, 
traceability, prioritizing requirements, and checking for inconsistencies? 

The availability of tool support may not necessarily be an indicator of the method’s 
effectiveness; rather, the level of tool support may be due to the popularity of the method or 
the marketing prowess of the tool vendors. However, if specialized tool support is available, 
the method or formalism may be easier to adopt. 
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4 Evaluation of Methods for Capturing Requirements  

In this section, we briefly describe and evaluate five different methods for eliciting and 
specifying requirements:  

1. requirements specification using natural language 

2. use case analysis 

3. the QAW 

4. global analysis  

5. O’Brien’s approach  

First, we first describe each method and identify its artifact and process aspects. Then we 
provide an evaluation of the method based on the criteria described in Section 3.  

4.1 Requirements Specification Using Natural Language  
Requirements are frequently specified using natural language. This method is especially 
common in the U.S. Department of Defense (DoD). A primary benefit of using natural 
language to specify requirements is that they are understandable by a variety of stakeholders. 

4.1.1 Artifact(s) Produced   
Natural language requirements have been characterized as “contract-style requirements lists” 
[Wikipedia 06]. A strength is that they provide a checklist of requirements. Some weaknesses 
are that the list can run to hundreds of pages, the requirements are hard to check for 
completeness and consistency, and the requirements may not be described in a useful form 
because the expression is so free-form. 

Most descriptions of natural language requirements provide guidelines regarding their use. 
For example, “Write complete sentences that have proper grammar, spelling, and 
punctuation. Keep sentences and paragraphs short and direct” [Wiegers 03]. 

Other guidelines specify how to organize the requirements and the actual form of the 
requirements. For example, in some specifications, “shall” is used to indicate what is required 
of the system to be developed, while “will” is used to indicate what is expected of the 
system’s environment. 
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The general form of these guidelines is shown below: 

<entity> shall (or will) <textual description describing specific requirement> 

where <entity> may be the system or subsystem, the software, a quality attribute, the 
contractor, the development activity (e.g., testing or configuration management), some 
condition, another actor, or an element of one of these.   

Other guidelines involve labeling the requirements and using categories such as 
“performance” to help organize the requirements. Guidelines also exist for numbering the 
requirements in a hierarchical fashion to identify different levels of detail for the 
requirements. 

4.1.2 Process 
This form of requirements specification is the traditional means for specifying system and 
software requirements in the DoD. In this environment, the specification serves as a 
communication vehicle between the DoD agency acquiring the system and the organization 
building the software under contract.  

DoD standards mandate that the requirements be specified in a document called a computer 
software configuration item (CSCI) with a fixed table of contents including the following 
sections and subsections: 

• applicable documents 

• engineering requirements 

- external interface requirements 

- capability requirements 

- internal interfaces 

- data element requirements 

- adaptation requirements 

- sizing and timing requirements 

- safety requirements 

- security requirements 

- design constraints 

- software quality factors 

- human performance/human engineering requirements  

- requirements traceability 

• qualification requirements 

• preparation for delivery 
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• notes 

• appendices 

4.1.3 Evaluation 
Table 1 summarizes the results of our evaluation of the natural language method using the 
criteria described in Section 3. 

Table 1: Evaluation of the Natural Language Method 

Criteria Evaluation of Method 

Criteria related to how the method fits into the development process 

Support for discovering 
architecturally 
significant requirements 

The organization of the CSCI isolates some of the types of requirements 
that may be architecturally significant. Performance, safety, and security 
requirements are identified separately. Other types of architecturally 
significant requirements are not identified explicitly. 

Derivation from the 
business and mission 
goals for the system 

The method provides no support for deriving architecturally significant 
requirements from business and mission goals. 

Checking for consistency Requirements statements using natural language are prone to 

• be poorly structured, which leads to confusion and misinterpretation 

• include ambiguities, inaccuracies, and inconsistencies [Wilson 98] 

• use words that have dual meanings and lack context for proper 
interpretation 

• be written at varying levels of granularity across system elements 

• use a large number of “shalls” and “wills,” which makes reading 
difficult 

• reflect an unstructured view of the desired operation of the system 

These characteristics make checking for consistency painstaking and 
problematic. 

Support for testing Although ensuring requirements testability is a recommended practice 
[IEEE 98], there is no inherent mechanism for ensuring that the 
requirements are testable. Many natural language requirements are not 
crafted carefully enough to be testable. As a result, it is common practice 
to establish a team to work with the testers to determine what really 
needs to be tested. 
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Table 1: Evaluation of the Natural Language Method (cont.) 

Criteria Evaluation of Method 

Criteria related to the artifacts produced by the method 

Expressiveness  Natural language requirements are expressive enough to completely 
specify architecturally significant requirements with an arbitrary 
vocabulary. Natural language does not discourage requirements that are 
too vague, since it does not provide any guidance regarding the content of 
the requirements’ textual descriptions. 

Ease of organizing 
architecturally 
significant 
requirements 

Because the requirements can be arbitrarily annotated, categories of 
requirements could be labeled, which would simplify organizing the 
architecturally significant requirements. Therefore, while this method 
provides no support for organization, it does not hinder it either, 
particularly the organization of requirements for particular purposes. 

Support for variability Natural language specification does not provide support for variability. 

Criteria related to the method’s ease of use  

Skill level necessary to 
carry out the method 

Although no special skill is required to write a natural language 
requirement, extraordinary skill is required to make the requirements 
statement meaningful and the collection of statements comprehensive. 
Establishing complete and correct requirements is extremely difficult and 
still more of an art than a science. The individuals involved should include 
subject matter experts, requirements engineers, and key stakeholders of 
the system. An important aspect is establishing a core requirements team 
with an expert facilitator as the team leader.  

Tooling A variety of tools exist to support natural language requirements. They 
typically have features supporting traceability, organization, and 
modification of the requirements. 

4.2 Use Case Analysis 
The building blocks of use case analysis are actors, use cases, and use case scenarios. The 
output of the method is a model. A use case model is the complete set of diagrams, 
descriptions of actors, use cases, use case scenarios, and other supplemental information 
needed to represent the use cases. Since use case analysis primarily involves organizing the 
way that external entities interact with the system, it tends to give high priority to eliciting a 
system’s functional requirements. Other requirements are often captured with supplemental 
documentation, for which use case analysis does not provide much guidance. 
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4.2.1 Artifact(s) Produced 
The starting point for applying use case analysis is defining the system boundary and the 
actors that interact with the system. An actor is an external entity that interacts with the 
system for the purpose of achieving a goal [Cockburn 00]. Actors can be of different types. 
An actor may initiate a behavior or act as an external server, receiver, and facilitator of 
behavior [Armour 00].  

Identifying the actors of the system lends itself to the identification of use cases that are of 
value to the actors. A use case is a description of sequences of actions between an actor and 
the system that result in value to the actor. A description of a use case often follows an 
agreed-upon template and, at a minimum, should specify the actor involved, the flow of 
events, the preconditions that should occur before the execution of the use case, and the 
postconditions that should occur after the execution of the use case [Armour 00, Leffingwell 
00]. The scope of a given use case is a single goal that the actor tries to achieve. For example, 
in an online course management system, “submit assignment” and “check grade” would be 
examples of use cases.  

A use case, in its sequences of actions, describes abstract and general behavior, but it does not 
describe what happens when a specific actor performs a specific action with specific values. 
Capturing the specific executions of a use case is referred to as a use case scenario or, 
sometimes, as a use case instance. For example, in the online course management system, 
instructors and teaching assistants may have different controls as actors. Instantiating the 
“edit student properties” use case may limit the properties to which a teaching assistant has 
access, as opposed to an instructor. Such variations would be revealed when generating 
scenarios during the use case analysis. Requirements are captured within the sequences of 
actions and scenarios. 

The collection of use cases and actors is often represented by a Unified Modeling Language 
(UML) use case diagram, but such a diagram is not always necessary. Within a use case 
diagram, further structuring between use cases (such as generalization, include, and extend 
relationships) can also be represented. A generalization is similar to a parent/child 
relationship in the object-oriented programming context. Child, or specific, use cases share 
structural behavior with the general use case. The latter is referred to as an abstract use case. 
The “includes” relationship is used when common behavior within use cases can be factored 
out. The “extends” relationship is used when one use case adds functionality to another. 
Figure 1 shows a partial use case diagram for the online course management system to 
illustrate these relationships. 
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Figure 1: Partial Use Case Diagram for Online Course Management System 
 

The relationship mechanisms allow the further organization of requirements as part of a use 
case analysis. In Figure 1, since both “check grade” and “submit grade” require validating the 
user, “validate user” is factored out with an “includes” relationship. For the purpose of 
demonstration, we assume that the system can validate the user either by checking for a 
password or performing a retinal scan, which share some commonality and are, therefore, 
modeled as generalization relationships from the “validate user” use case. Assume that the 
instructor may submit a grade either by going through the user interface and specifying each 
student one by one or by submitting grades via a specially formatted file. In Figure 1, 
submitting a grade with a given file is depicted as extending the initial behavior of submitting 
a grade. In this example, the “validate user” and “submit grade via one click” use cases are 
not directly instantiated by actors; therefore, they are abstract use cases.  

4.2.2 Process 
Use case analysis is used both inside and outside of the Rational Unified Process (RUP). 
There isn’t one overarching process for conducting a use case analysis. The process may start 
with conducting a domain analysis, identifying the actors, finding the use cases that the actors 
will conduct, and then describing each use case with sequences of actions and scenarios. 
Alternatively, a bottom-up approach may be used by first elaborating the scenarios. Process 
variations may exist depending on the overall software development process selected. 
Jacobsen, Booch, and Rumbaugh provide a detailed analysis of conducting use case analysis 
in the RUP [Jacobsen 99].  

Berenbach describes an approach using a use case model that shows high-level product 
features in the context of a model-driven requirements engineering process [Berenbach 04]. A 
broad and shallow approach is taken when creating such a model; rather than elaborating on 
the features, all desired features of the product under development are captured first, forming 
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a feature specification for the product. To obtain a comprehensive set of features, a system 
context diagram that shows all system actors (external entities that interact with the system) 
is used to capture features from the perspective of each individual actor. 

Use case analysis begins by first prioritizing the product features based on release planning. 
Initial releases of the product give higher priority to high-risk and architecturally significant 
product features.  

Each feature for a given release is elaborated into concrete use cases, each of which 
represents the system functions required to implement the given feature. Each system 
function is further described using scenarios of how the system will be used by its actors. 
These functions are then used to generate a requirements specification for the system. This 
specification is only for the given release, and subsequent iterations will add requirements for 
future releases.  

4.2.3 Evaluation  
Table 2 summarizes the results of our evaluation of the use case analysis method using the 
criteria described in Section 3. 

Table 2: Evaluation of the Use Case Analysis Method 

Criteria Evaluation of Method 

Criteria related to how the method fits into the development process 

Support for discovering 
architecturally 
significant requirements 

If a use case scenario is annotated as a type of requirement that could be 
architecturally significant, the annotations could be searched to discover 
the particular types of requirements. However, use cases are not typically 
annotated in this way.  

Derivation from the 
business and mission 
goals for the system 

Berenbach’s method supports deriving variability from the business 
goals, but it does not support any other type of derivation. Other methods 
do not support any form of derivation. 

Checking for consistency Use case modeling is a scenario-based technique. Knowing when to stop 
generating scenarios and how to achieve consistency is one of the 
frequently discussed challenges in use case modeling [Cockburn 00]. 
Similarly, achieving consistency becomes challenging because, as the 
number of scenarios increases, variations create opportunities for 
inconsistencies that are hard to track. 

Support for testing One of the advantages of use case scenarios is that they can be used for 
functional testing and generating test cases.  
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Table 2:  Evaluation of the Use Case Analysis Method (cont.) 

Criteria Evaluation of Method 

Criteria related to the artifacts produced by the method 

Expressiveness  Each use case is described using sequences of events and scenarios that 
capture the interaction of the actor with the system. When describing a 
scenario, the quality attributes and other requirements that may be 
architecturally significant could be captured as special requirements 
[Larman 05]. Since use cases or groups of use cases map to system-level 
functions, using this technique to capture architecturally significant 
requirements may be difficult [Garlan 00, Kazman 04]. Consider the 
following example:  

An improved, commercially available discrete event generator is 
available for the system, and the system permits engineers to 
remove the old discrete event generator and incorporate the new 
one in less than two person-weeks. 

While it is possible to express this requirement as a desirable use case of 
the discrete event generator, elaborating the requirement into sequences 
of actions and their corresponding special requirements may be awkward. 
Moreover, use cases best capture runtime behavior as requirements, 
whereas this example is clearly a design-time requirement. 

Even though some architecturally significant requirements could be 
expressed as use cases, in practice, they are not generally included. They 
may also be expressed as annotations to a use case diagram, but then they 
would be expressed using natural language.  

Ease of organizing 
architecturally 
significant requirements 

Architecturally significant requirements are not an explicitly identified 
portion of use cases or scenarios. They may appear as fragments within 
the sequences of actions in describing a particular step (e.g., “The online 
management course system validates the password that the user enters in 
0.1 seconds”). However, architecturally significant requirements do not 
normally appear in use case scenarios. If they do, they are not easily 
accessible. 

Support for variability There are examples of using use cases to capture product line 
requirements where variability is critical [Gooma 05]. Although there are 
no tools available to support specifying variability requirements in a use 
case analysis, variability can be captured using scenarios, “extend” 
relationships, and techniques for identifying generalization relationships.  
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Table 2:  Evaluation of the Use Case Analysis Method (cont.) 

Criteria Evaluation of Method 

Criteria related to the method’s ease of use  

Skill level necessary to 
carry out the method 

Use case analysis is ideally performed by a requirements engineer during 
a requirements workshop with key system stakeholders (including 
subject matter experts and architects). The requirements engineer is an 
expert facilitator and elicits requirements, trying to identify special 
requirements for the use cases being modeled. The skills required to 
conduct the method effectively range from understanding object-oriented 
development and UML to having enough experience to know when 
further scenario elicitation will no longer add value and new 
requirements.  

Tooling Use cases can be diagramed in UML, and there are many UML modeling 
tools available on the market. These tools help in generating use case 
diagrams and interaction diagrams (such as sequence and collaboration) 
where the interactions can be modeled. Generating these diagrams alone 
does not create a use case model. Word processors support combining 
these diagrams with supplemental descriptions.  

4.3 The SEI Quality Attribute Workshop 
The Quality Attribute Workshop (QAW) is a method for eliciting quality attribute 
requirements [Barbacci 03]. The output of the method is a prioritized set of quality attribute 
requirements that could be architecturally significant. The QAW is based on two main 
premises: 

1. Concrete quality attribute requirements can be described in the form of quality attribute 
scenarios. 

2. Stakeholders are the best sources of the different perspectives that are manifested in 
quality attribute requirements. 

The QAW does not help to elicit architecturally significant requirements that are not quality 
attribute requirements. 

4.3.1 Artifact(s) Produced 
Quality attribute goals, by themselves, are not definitive enough for either design or 
evaluation. They must be made more concrete. Using modifiability as an example, if a system 
can be adapted easily to have different user interfaces but is dependent on a particular 
operating system, is it modifiable? The answer depends on which modifications to the system 
are expected over its lifetime. That is, the abstract quality goal of modifiability must be made 
concrete. 
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System-specific scenarios can be used to describe more clearly the quality attributes that are 
important to the system and to identify the desired quality attribute responses. Scenarios are 
short stories that describe an interaction with the system that exercises a particular quality 
attribute. For example, a scenario makes the modifiability requirement above more explicit as 
follows: 

An improved, commercially available discrete event generator is available 
for the system, and the system permits engineers to remove the old discrete 
event generator and incorporate the new one in less than two person-weeks. 

To be useful, a scenario must, at the very least, have a clear stimulus and response. The 
stimulus is the part of the scenario that describes an agent or factor that causes the system to 
react. In the example above, the stimulus is “An improved, commercially available discrete 
event generator is available for the system.” The response is the system’s reaction to the 
stimulus. In the example above, the response is “…the system permits engineers to remove 
the old discrete event generator and incorporate the new one in less than two person-weeks.” 

An important part of the response is a clear response measure. Simply stating “Modify the 
system to incorporate the new discrete event generator” would not describe how well the 
architecture accommodated the modification. Given enough time and money, any 
modification is possible. However, in this scenario, a response measure of “two person-
weeks” is imposed, forcing the architect to ensure that the system is modifiable with respect 
to very specific and measurable criteria. 

One proposal, although not in the current QAW method, is to use a utility tree [Clements 02] 
to organize the scenarios that are derived during a QAW. 

4.3.2 Process 
A computer system is intended to support a myriad of business goals emanating from the 
different perspectives that various stakeholders have for the system. The business manager 
may view a system as a means of consolidating or expanding particular markets. The 
operating manager may view a system as a means of making a particular process more 
efficient. The maintenance team may view a system as something new to be understood. 
Perspectives such as these are rarely written down explicitly, and yet they could potentially 
have an impact on the system design.  

The QAW method is designed to identify the concerns of the different stakeholders. The more 
distinct perspectives that are expressed, the more likely it is that the concerns implicit in the 
perspectives will be addressed. 
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The QAW Method 
A QAW is a one- or two-day facilitated meeting of the stakeholders of a particular system. 
The output of the QAW is a set of prioritized quality attribute scenarios and associated 
information.  

The QAW involves the following steps. 

Step 1: QAW Presentation and Introductions 
In this step, the QAW facilitator describes the motivation for the QAW and explains each step 
of the method. The purpose of this step is to ensure that all attendees understand the QAW 
process and meet all of the other attendees. It is also an opportunity for the facilitator to get to 
know the stakeholders in attendance. 

Step 2: Business/Mission Presentation 
After Step 1, a representative of the stakeholder community presents the business and 
mission drivers for the system. The stakeholder representing the business and mission 
concerns (typically a manager or management representative) spends about one hour 
presenting 

• the system’s business/mission context 

• high-level functional requirements, constraints, and quality attribute requirements 

The purpose of this step is for the facilitator to understand the context for the system under 
discussion and to begin creating a utility tree of the important quality attributes. 

Step 3: Architectural Plan Presentation 
At this point in the workshop, a technical stakeholder presents the system architectural plans 
as they are currently known. Information in this presentation may include 

• plans and strategies for how key business/mission requirements will be satisfied 

• key technical requirements and constraints—such as mandated operating systems, 
hardware, middleware, and standards—that will drive architectural decisions 

• existing context diagrams, high-level system diagrams, and other written descriptions 

The purpose of this step is twofold: 

1. The attendees should understand what technical decisions have been made already. 

2. The facilitators will use this information to produce the list of architectural drivers in 
Step 4. 
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Step 4: Identification of Architectural Drivers 
The facilitator enumerates a list of key architectural drivers and asks the stakeholders for 
clarifications, additions, deletions, and corrections. This step requires architectural skill on 
the part of the facilitators. The purpose of this step is to provide some focus for the scenario 
brainstorming in Step 5.  

Step 5: Scenario Brainstorming 
Stakeholders generate scenarios through a brainstorming process. Each stakeholder expresses 
a scenario representing his or her concerns with respect to the system in round-robin fashion. 
During a nominal QAW, at least two round-robin passes are made so that each stakeholder 
can contribute at least two scenarios. The facilitator ensures that at least one representative 
scenario exists for each architectural driver listed in Step 4. 

Facilitators must remember that there are three general types of scenarios and ensure that 
each one is covered during the QAW. The three types of scenarios are  

1. use case scenarios, which involve anticipated uses of the system 

2. growth scenarios, which involve anticipated changes to the system 

3. exploratory scenarios, which involve unanticipated stresses to the system that can 
include uses or changes 

The purpose of this step is to express the stakeholders’ concerns. These concerns are cross 
referenced to architectural drivers to ensure that requirements important for architectural 
design are included in the final list of scenarios. 

Step 6: Scenario Consolidation 
After scenario brainstorming, similar scenarios are consolidated when reasonable. To 
consolidate the scenarios, the facilitator asks stakeholders to identify those scenarios that are 
very similar in content. These scenarios are merged, as long as the people who proposed them 
agree to the merging and feel that their scenarios will not be diluted in the process. The 
purpose of this step is to prevent a “dilution” of votes during the prioritization of scenarios. 

Step 7: Scenario Prioritization 
The scenarios are prioritized through a voting scheme that treats all of the stakeholders as 
equals. The purpose of this step is to determine which scenarios are viewed as important by 
the stakeholders. 
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Step 8: Scenario Refinement 
After the prioritization, the top four or five scenarios are refined in more detail. The 
facilitator further elaborates each top scenario and documents the results of the following 
activities: 

• Further clarify the scenario by clearly describing the following: 

- stimulus: the condition that affects the system 

- response: the activity that results from the stimulus 

- source of stimulus: the entity that generated the stimulus 

- environment: the condition under which the stimulus occurred 

- artifact stimulated: the artifact that was stimulated 

- response measure: the measure by which the system’s response will be evaluated 

• Describe the business/mission goals that are affected by the scenario. 

• Describe the relevant quality attributes associated with the scenario. 

• Allow the stakeholders to pose questions and raise any concerns regarding the scenario. 

4.3.3 Evaluation  
Table 3 summarizes the results of our evaluation of the QAW method using the criteria 
described in Section 3. 

Table 3: Evaluation of the QAW Method 

Criteria Evaluation of Method 

Criteria related to how the method fits into the development process 

Support for discovering 
architecturally 
significant requirements 

The QAW provides support for discovering architecturally significant 
requirements that are also quality attribute requirements. It has a process 
for prioritizing quality attribute requirements. 

Derivation from the 
business and mission 
goals for the system 

The QAW maintains traceability back to the business and mission goals, 
but it does not have a process to derive architecturally significant 
requirements based on these goals. 

Checking for consistency The QAW checks the scenarios generated against the business goals and 
against the architectural drivers. There is no check for consistency of 
functionality or against other potential architecturally significant 
requirements.  

Support for testing The quality attribute scenarios generated by the QAW are suitable for use 
as test cases. 
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Table 3:  Evaluation of the QAW Method (cont.) 

Criteria Evaluation of Method 

Criteria related to the artifacts produced by the method 

Expressiveness  Quality attribute scenarios allow the use of any vocabulary in expressing 
a quality attribute requirement and ensure that the requirement is explicit 
in both the desired response and the measure used for that response. 

The terms stimulus and response may cause confusion when applied to 
some quality attributes such as modifiability. 

When using quality attribute scenarios, the quality attribute requirements 
are expressed at a concrete level. There are no means for expressing 
requirements at a more abstract level. 

Ease of organizing 
architecturally 
significant requirements 

For the quality attribute scenarios that are refined, a link to the relevant 
quality attributes is maintained. For those that are not refined, no such 
link is maintained within the method. The linking of the scenarios to the 
relevant quality attribute provides one means of organizing those 
architecturally significant requirements that are also quality attribute 
requirements. 

Another means of organizing the quality attribute requirements is through 
the response measure. All requirements that have the same type of 
response measure can be grouped together easily. (For example, group all 
requirements that have “time to change” as a response measure.) 

Other types of organization methods (e.g., identifying the quality 
attribute requirements associated with a particular piece of functionality) 
are not supported by the QAW method or by the use of quality attribute 
scenarios.  

Support for variability The quality attribute scenarios can be used to express variability 
requirements. (For example, a requirement stating that “a new product 
incorporating features x, y, and z can be created from the core assets 
within three person-months” fits into the quality attribute scenario 
template.)  

Criteria related to the method’s ease of use  

Skill level necessary to 
carry out the method 

In order to identify the architectural drivers, the facilitator must have 
architectural skills in addition to facilitation skills.  

Tooling No specialized tool support is available for use within a QAW.  
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4.4 Global Analysis 
The purpose of the global analysis method is to identify and analyze the factors that have a 
global influence on the architecture [Hofmeister 00]. These factors fall into three categories: 
technological, organizational, and product. The target hardware and software platforms, 
standards to be followed, and development frameworks to be used are examples of 
technological factors. Organizational factors include the project’s schedule and budget, 
software process in use, and developers’ skill set. Product factors are the requirements 
specific to the product being developed and include functional features as well as quality 
attribute requirements. 

4.4.1 Artifact(s) Produced 
The artifacts produced by a global analysis are 

• factor tables: There is one factor table for each category of factors. A factor table has 
three columns: (1) a description of the factor, (2) the aspects of the factor that can 
change, and (3) a description of the impact that the factor or the changes to the factor 
have on the architecture. 

• issue cards: Issues are identified during the analysis and recorded on issue cards. Each 
card contains the description of a design issue that results from factors and their 
changeability. A common example of an issue is that it may not be possible to implement 
all requirements on schedule. Another example is that changes in the target runtime 
platform may affect the ability of the system components to function. The issue cards 
also contain a list of influencing factors and, most importantly, a discussion of strategies 
to address the issue. 

4.4.2 Process 
Global analysis complements risk analysis and requirements analysis, which can be 
performed using other techniques. It consists of two phases: analyze factors and develop 
strategies. Each phase has three steps: (1) identify and describe factors, (2) characterize the 
changeability and flexibility of factors, and (3) analyze the impact of factors. The global 
analysis steps and their artifacts are revisited as needed as the design activities proceed.  

4.4.3 Evaluation  
Table 4 summarizes the results of our evaluation of the global analysis method using the 
criteria described in Section 3. 
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Table 4: Evaluation of the Global Analysis Method 

Criteria Evaluation of Method 

Criteria related to how the method fits into the development process 

Support for discovering 
architecturally 
significant requirements 

Global analysis provides tables of common organizational, technological, 
and product features. These tables are a starting point for discovering 
architecturally significant requirements. 

Derivation from the 
business and mission 
goals for the system 

Global analysis provides no assistance for deriving architecturally 
significant requirements from the business goals. 

Checking for consistency The global analysis method does not prescribe consistency checks. 
Dividing the influencing factors into three groups and suggesting several 
categories within each group may help architects cover all influencing 
factors, but no verification step is enforced. 

Support for testing The factor tables collect the influencing factors in an organized way. 
Although factor tables do not provide enough detail to map directly to 
test cases, they can help to define tests and validations, not only for 
functional features, but also for other types of requirements. Because the 
factor tables describe what can change for a given factor, they also 
provide insight into exploratory test conditions. 

Paulish has suggested that issue cards produced in global analysis 
provide valuable input to test planning [Paulish 01]. The issue cards 
identify the key issues related to functionality, so that test planners can 
concentrate the testing effort on those issues.  

Criteria related to the artifacts produced by the method 

Expressiveness  Global analysis recognizes the importance of architecturally significant 
requirements, which are categorized and listed in the factor tables. 
However, the method does not prescribe structure or well-formed rules 
for specifying factors. 

Ease of organizing 
architecturally 
significant requirements 

The way that global analysis organizes the architecturally significant 
requirements makes it easy to browse and find information. The 
requirements (factors) are distributed in three groups: technological 
factors, organizational factors, and product factors. Within each group, 
the architect should list the factors separated into categories. Typical 
categories of product factors are, for example, functional features, user 
interface, performance, and dependability. 

Support for variability Although factor tables describe the intended or forecasted changeability 
for each factor, global analysis does not include specific provisions for 
handling multiple systems simultaneously. 
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Table 4:  Evaluation of the Global Analysis Method (cont.) 

Criteria Evaluation of Method 

Criteria related to the method’s ease of use  

Skill level necessary to 
carry out the method 

The team or individual performing the global analysis method should (1) 
have good knowledge of the organization and details of the project 
resources and constraints, so that the team or individual is able to elicit 
organizational factors; (2) be conversant in the technology and standards 
involved, so that the team or individual is able to explore the 
technological factors; and (3) have good design skills and quality 
attribute knowledge to analyze the product factors. 

Tooling No tool specialized for global analysis is publicly available. Text editors 
could be adapted through templates to support global analysis.  

4.5 O’Brien’s Approach 
Fergus O’Brien has outlined an approach for strongly linking architectural decisions to 
measurable quality attributes that become apparent when business goals are captured 
explicitly [O’Brien 04].   

4.5.1 Artifact(s) Produced 
This approach is intended to cover the whole life cycle—from business case to deployment 
and decommissioning of the system. In the requirements phase, six artifacts are identified, 
although the forms and details of these artifacts are not provided. The six artifacts are 

1. business case: a justification for the system in terms understandable to the board of 
directors 

2. functional requirements: a specification of the functional requirements of the system 

3. quality attribute requirements: a specification of the quality attribute requirements of the 
system 

4. use cases: a use case model, as described earlier, for the functional aspects of the system 

5. service-level agreement: a description of the level of service (in quality attribute terms) 
that is to be expected from the system. This agreement is human readable and is 
intended to describe the various stakeholders’ understanding of the system being 
constructed. 

6. executable service-level agreement: a machine-executable agreement in which the 
elements of the agreement can be determined in real time by examining the executing 
system 
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4.5.2 Process 
The basic feature of this approach is that a business case for a system is captured, which leads 
to the identification of functional and quality attribute requirements. Both types of 
requirements inform the architecture of the system and are monitored for compliance 
throughout the development and production life cycle. 

The key characteristics of this approach, compared to more traditional life-cycle models, 
include the following: 

• explicit capture of a business case for the system. The purpose of this business case is to 
inform technical decisions, not just financial ones. Hence, its audience includes the 
system’s architect(s). 

• explicit derivation of quality attribute requirements from the business case 

• careful crafting of measurable quantities (which O’Brien calls metrics) for each of the 
quality attributes, instead of vague descriptions that are difficult to test 

• “derivation” of the architecture from the requirements, primarily the quality attribute 
requirements. O’Brien doesn’t mean automated derivation but rather a principled design 
approach for systematically examining the requirements and applying suitable design 
techniques (which we would call tactics [Bass 03, Ch. 5]) to develop the architecture. 
This process is similar in spirit to the SEI Attribute-Driven Design method [Bass 03, Ch. 
7]. 

4.5.3 Evaluation  
Table 5 summarizes the results of our evaluation of O’Brien’s approach using the criteria 
described in Section 3. 

Table 5: Evaluation of O’Brien’s Approach 

Criteria Evaluation of Method 

Criteria related to how the method fits into the development process 

Support for discovering 
architecturally 
significant requirements 

The method describes interacting with the board of directors to discover 
dominant quality attribute requirements; these requirements are then 
regarded as the architecturally significant ones. 

Derivation from the 
business and mission 
goals for the system 

The interaction with the board members is intended to identify their 
business goals for a system, and these goals are then translated into 
quality attribute requirements. This process is described as very time and 
labor intensive. 
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Table 5: Evaluation of O’Brien’s Approach (cont.) 

Criteria Evaluation of Method 

Criteria related to how the method fits into the development process 

Checking for consistency The best example of a consistency rule in O’Brien’s approach is the 
requirement that each quality attribute should be accompanied by a 
metric that defines it quantitatively. 

Support for testing Monitoring the coverage of functional and quality attribute requirements 
is an integral part of this approach and can be expected to make testing 
more straightforward. This monitoring constitutes indirect support for 
testing by making the resulting system easier to test. O’Brien suggests 
using the cleanroom approach to generate test cases for the use cases. 
Cleanroom statistical testing covers functionality, but it is also the 
starting point for monitoring nonfunctional requirements.  

O’Brien’s approach advocates the use of an automated monitoring 
framework to ensure that the system meets performance, reliability, and 
maintainability requirements. The monitoring framework is implemented 
separately and used continuously during development and production. 

Criteria related to the artifacts produced by the method 

Expressiveness  Any quality attribute that can be measured can be expressed. Although 
use cases are mentioned as a way to capture functional requirements, no 
particular expressive form is given for quality attribute requirements. We 
assume that quality attribute scenarios, or even more formal languages, 
could be used if desired. The assumption is that all architecturally 
significant requirements are quality attribute requirements, so there is no 
discussion of other architecturally significant requirements. 

Ease of organizing 
architecturally 
significant requirements 

The method does not prescribe how quality attribute requirements are to 
be organized or formatted. However, the intent is to examine the 
requirements systematically and explicitly, so it is reasonable to assume 
that they should be cataloged in one place, arranged by quality attribute 
name, and easily searched and used. 

Support for variability No support for variability was explicitly mentioned. 

Criteria related to the method’s ease of use  

Skill level necessary to 
carry out the method 

The approach involves taking the type of business case that exists in 
boardrooms and translating that business case into quality attribute 
requirements. Doing this requires a specialized skill. Once the quality 
attribute requirements are identified, the remainder of the approach can 
be performed by a skilled architect or developer. 

Tooling No tools specific to the method were mentioned.  
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5 Related Work 

Work related to this study generally falls into two categories: (1) work associated with the 
relationship between requirements and architecture or (2) work associated with representing 
requirements that are usually architecturally significant. An example of the latter category is 
the paper by Paech and colleagues, who give an elegant argument for intertwining functional 
and nonfunctional (we would say “quality attribute”) requirements with architecture; in fact, 
they build a compelling case claiming that the failure to connect requirements with 
architecture resulted in the infamous Ariane 5 disaster [Paech 03].  

Work that has attempted to constructively connect requirements with architecture includes the 
2001 and 2003 workshops titled From Software Requirements to Architectures (STRAW), 
which were held at the International Conference on Software Engineering (ICSE) [Castro 01, 
Berry 03].  

Connecting requirements to architecture can be viewed as a special case of connecting a 
system’s problem space and its solution space. When the problem is viewed in that light, 
other work becomes relevant. 

Lucia Rapanotti and colleagues [Rapanotti 04] have drawn a bridge between problem space 
and solution space by extending Michael Jackson’s concept of problem frames [Jackson 01]. 
Rapanotti’s approach is to create architectural frames (Aframes), which are styles that 
provide solutions to problems that are members of a corresponding problem frame. For 
example, a (linear) Pipe-and-Filter Transformation Aframe represents the class of 
transformation problems whose solution is to be provided through the Pipe-and-Filter 
architectural style. Similarly, Nuseibeh has also emphasized developing requirements and 
architectures simultaneously by using problem frames [Nuseibeh 01]. In this work, he 
suggests a process model called Twin Peaks. In this model, the goal is to create a relationship 
between requirements, architecture, and design at a pattern level. For example, rigid 
requirements, manifested by problem frames, can limit the candidate architecture and design 
choices, manifested by architectural styles and design patterns. 

These approaches are somewhat reminiscent of the work in attribute-based architectural 
styles (ABASs) by Klein and colleagues [Klein 99]. ABASs are architectural styles that are 
carefully annotated to denote the quality attributes they provide, thus offering another bridge 
between problem and solution spaces. 

Some people have worked to solve a specific instance of the requirement-to-architecture 
problem by working in specific problem areas or specific solution areas. Corradini and 
colleagues have provided a way to relate state-based software architecture specifications to 
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high-level functional specifications [Corradini 06]. Lapouchnian and colleagues use goal-
oriented requirements models to formally generate feature, statechart, and component-
connector models of a system’s architecture [Lapouchnian 05]. Sparkman and colleagues 
have described a method to produce multi-agent architectures from a specification language 
that is intended to be used for expressing agent requirements [Sparkman 02]. Grünbacher and 
colleagues have created intermediate, architecture-aware requirements models by applying a 
taxonomy of architectural dimensions to requirements [Grünbacher 04]. This process 
involves extracting the component, bus (connector), and system, as well as their respective 
properties from requirement statements. Finally, Stephenson and McDermid have described a 
technique for assessing individual requirements for issues that may indicate uncertainty on 
the part of the customer [Stephenson 05]. This assessment includes steps to identify 
information that would be expected to resolve the issue, the resulting requirements change, 
and the derived flexibility requirements (architecturally provided) that would guard against 
the resulting change. The technique provides information that enables a designer to make an 
immediate architectural decision while waiting for formal confirmation of the customer’s 
intent.  

A finer grained approach tying architectural design decisions with qualities in the problem 
domain is represented by architectural tactics. A tactic is a fine-grained design decision that 
has a positive impact on some quality attribute. For example, ping/echo is a tactic that might 
be chosen to help provide fault detection in a system whose requirements include high 
availability. Deferred binding is a tactic to promote modifiability, and resource management 
(such as scheduling) is a tactic to increase performance. Quality attributes are specified using 
quality attribute scenarios [Bass 03]. 

Baniassad and colleagues discuss a requirements approach that feeds into architecture in an 
aspect-oriented setting [Baniassad 06]. 

The FURPS+ model is a categorization scheme for requirements [Grady 92]. It divides 
requirements into the following categories: functionality, usability, reliability, performance, 
and supportability. The “+” in the acronym refers to different types of constraints that might 
be imposed. It does not discriminate among the requirements to identify ones that are 
architecturally significant.  

Some requirement specification techniques aim to improve upon natural language 
specifications (e.g., planguage [Gilb 05]). Planguage, referring to the combination of 
planning and language, is a language that provides parameters for structuring natural 
language specifications instead of just providing a textual description. The goal of this 
method is to recognize each requirement as a unique instance and provide additional 
information to allow for specifying the requirement’s quality measures, cost, schedule, 
priority, and other attributes using the parameters as tags. Example parameter tags in 
planguage are stakeholders, owner, scale, goal, wish, ideal, version, author, status, and design 
proposal.  
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Finally, Alan Davis’s excellent bibliography on requirements engineering is worth reviewing 
from time to time to see if any new architecture-related work has been published [Davis 06]. 
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6 Conclusions and Future Work 

We identified three problems that motivated our evaluation. In this section, we restate the 
problems and summarize our conclusions based on the evaluation.  

1. Requirements must be expressed in a form that provides the information necessary 
for design.  

The quality attribute scenarios from the QAW explicitly identify the information 
necessary for design. Designers need to know what environmental assumptions are made 
in the requirements and must differentiate among the sources of a stimulus. The QAW 
method is more explicit than the other methods about requiring the different types of 
information needed by the designer. 

2. The elicitation of the requirements must capture architecturally significant 
requirements. 

We identified many different techniques for capturing architecturally significant 
requirements during requirements elicitation:  

• Global analysis factors provide a list that includes candidates for architecturally 
significant requirements.  

• The QAW identifies and uses business goals, as determined by the stakeholders, to 
prioritize quality attribute scenarios.  

• Berenbach’s refinement of use case analysis identifies variability. 
3. The business and mission goals must provide systematic input for the elicitation 

process.  

O’Brien’s approach is the only method that addresses business goals explicitly. The 
other methods rely on the stakeholders to translate business and mission goals into 
requirements. 

The major unsolved problem is how to link business and mission goals to architecturally 
significant requirements. O’Brien’s approach is time and labor intensive, and it requires the 
active involvement of an organization’s board members. Additional work is needed to 
determine if there is a more systematic and less labor-intensive process for identifying 
architecturally significant requirements from business and mission goals. 
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