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Abstract

We propose Fast Generalized Subset Scan (FGSS), a new method for detecting anomalous patterns in general categorical data sets. We frame the pattern detection problem as a search over subsets of data records and attributes, maximizing a nonparametric scan statistic over all such subsets. We prove that the nonparametric scan statistics possess a novel property that allows for efficient optimization over the exponentially many subsets of the data without an exhaustive search, enabling FGSS to scale to massive and high-dimensional data sets. We evaluate the performance of FGSS in three real-world application domains (customs monitoring, disease surveillance, and network intrusion detection), and demonstrate that FGSS can successfully detect and characterize relevant patterns in each domain. As compared to three other recently proposed detection algorithms, FGSS substantially decreased run time and improved detection power for massive multivariate data sets.
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1. Introduction

We focus on the task of detecting anomalous patterns in massive, multivariate data sets. The anomalous pattern detection task arises in many domains: customs monitoring, where we attempt to discover patterns of illicit container shipments; disease surveillance, where we must detect emerging outbreaks of disease in the very early stages; network intrusion detection, where we attempt to identify patterns of suspicious network activities; and various others. The underlying assumption of anomalous pattern detection is that the majority of the data is generated according to the same distribution representing the (typically unknown and possibly complex) normal behavior of the system, and thus we wish to detect groups of records which are unexpected given the typical data distribution. Most existing anomaly detection methods focus on the discovery of single anomalous data records, for example, detecting a fraudulent transaction in financial data. However, an intelligent fraudster will attempt to disguise their activity so that it closely resembles legitimate transactions. In such a case, each individual fraudulent transaction may only be slightly anomalous, and thus it is only by detecting groups of such transactions that we can discover the pattern of fraud.

Alternatively, customs officials who are tasked with detecting smuggling efforts must decide which of the many containers entering the country daily should be opened for inspection. If a smuggler has discovered an effective method for concealing contraband, he may make similar il-
licit shipments—for example, through the same shipping company, to the same port, and/or with the same declared contents—in the future. By searching for groups of these similar and slightly anomalous shipments, we can detect the presence of the subtle underlying pattern of smuggling. As a concrete example, in §4.1 we analyze a data set of real-world container shipments, with attributes including country of origin, commodity, size, weight, and value. Our approach, described in §2, can identify self-similar subsets of data records (container shipments) for which any subset of these attributes are anomalous, for example, shipments of pineapple from the same country, each with elevated weights as a result of the fruits being hollowed out and filled with drugs. Similarly, in the disease surveillance domain, health officials may wish to ignore a single hospital Emergency Department (ED) having an increased number of patient visits. This could be due to noise or associated with a completely different process that does not reflect an actual disease outbreak. However, health officials are very interested when a group of hospital locations, perhaps within a close proximity to each other, all have an increase in the number of ED visits. As a concrete example, in §4.2 we analyze a data set of real-world Emergency Department visits from Allegheny County, PA, with attributes including hospital id, prodrome, age decile, gender, and zip code. Our approach can identify subsets of data records (ED visits) for which any subset of attributes are anomalous, enabling early and accurate outbreak detection.

1.1 The Anomalous Pattern Detection Problem

Here we focus on the problem of anomalous pattern detection in general data, that is, data sets where data records are described by an arbitrary set of attributes. We describe the anomalous pattern detection problem as detecting groups of anomalous records and characterizing their anomalous features, with the intention of understanding the anomalous process that generated these groups. The anomalous pattern detection task begins with the assumption that there are a set of processes generating records in a data set. The “background” process generates records that are typical and expected; these records are assumed to constitute the majority of the data set. Records that do not correspond to the background data pattern, and therefore represent atypical system behavior, are assumed to have been generated by an anomalous process and follow an alternative data pattern. If these anomalies are generated by a process which is very different from the background process, it may be sufficient to evaluate each individual record in isolation because many of the records’ attributes will be atypical, or individual attributes may take on extremely surprising values. However, a subtle anomalous process will generate records that may each be only slightly anomalous and therefore extremely challenging to detect. The key insight is to acknowledge and leverage the group structure of these records, since we expect records generated by the same process to have a high degree of similarity. Therefore, we propose to detect self-similar groups of records, for which some subset of attributes are unexpected given the background data distribution.

While searching over groups of records (rather than individual records) may substantially increase detection power, performing this search for general data sets presents several challenges. Many previously proposed pattern detection methods are optimized to detect patterns in data from a specific domain, such as fraud detection or disease surveillance, but cannot be as easily applied to other domains (Chau et al., 2006; Neill and Cooper, 2010; Neill, 2011). Typically these methods can attribute their success to prior knowledge of the behavior of relevant patterns of anomalies. Conversely, general methods for anomalous pattern detection are most useful for identifying interesting and non-obvious patterns occurring in the data, when there is little knowledge of what patterns to
look for. All of the pattern detection methods considered in this work use background data to learn a null model $M_0$, where $M_0$ captures the joint probability distribution over the set of attributes under the null hypothesis $H_0$ that nothing of interest is occurring. A general anomalous pattern detection method must learn $M_0$ while making few assumptions, as it must maintain the ability to detect previously unknown and relevant patterns across diverse data without prior knowledge of the domain or the true distribution from which the data records are drawn.

We can reduce the challenge of anomalous pattern detection in general data to a sequence of tasks: learning a null model, defining the search space (i.e., which subsets of the data will be considered), choosing a function to score the interestingness or anomalousness of a subset, and optimizing this function over the search space in order to find the highest scoring subsets. Therefore, we briefly summarize several previously proposed methods for anomalous pattern detection in general categorical data sets based on their techniques, and their limitations, for addressing these tasks; more detailed descriptions can be found in §3. Each method discussed here, including our proposed Fast Generalized Subset Scan approach, learns the structure and parameters of a Bayesian network from training data to represent $M_0$, and then searches for subsets of records in test data that are collectively anomalous given $M_0$. The training data can be historical data, background data, or simply a separate data set. However, the methods do assume that the training data set does not contain anomalous patterns. Das and Schneider (2007) present a simple solution to the problem of individual record anomaly detection by computing each record’s likelihood given $M_0$, and assuming that the lowest-likelihood records are most anomalous; we refer to this approach as the Bayesian Network Anomaly Detector (BN). Although BN is able to locate highly individually anomalous records very quickly, it will lose power to detect anomalous groups produced by a subtle anomalous process where each record, when considered individually, is only slightly anomalous. Furthermore, BN ignores the group structure of anomalies and thus fails to provide specific details (groups of records, or subsets of attributes for which these records are anomalous) useful for understanding the underlying anomalous processes. Anomaly Pattern Detection (APD) first computes each record’s likelihood given $M_0$, assuming that the lowest-likelihood records are individually anomalous, and then finds rules (conjunctions of attribute values) with higher than expected numbers of individually anomalous records (Das et al., 2008). APD improves on BN by allowing for subsets larger than one record. However, like BN, APD loses power to detect subtle anomalies because of its dependency on individual record anomalousness. Also, APD permits records within a group to each be anomalous for different reasons, therefore compromising its ability to differentiate between true examples of anomalous patterns and noise, and making it difficult to characterize why a given subset is anomalous. Anomalous Group Detection (AGD) maximizes a likelihood ratio statistic over subsets of records, where a subset’s likelihood under $H_0$ is computed from the null model Bayesian network and the subset’s likelihood under $H_1$ is computed from a Bayesian network learned specifically from the subset of interest (Neill et al., 2008; Das, 2009). The search spaces of all possible rules and all possible subsets are too vast to search over exhaustively for APD and AGD respectively. Therefore both approaches reduce their search spaces, by using a set of 2-component rules for APD and a greedy heuristic search for AGD. In both cases, the algorithm may fail to identify the most interesting subset of the data. Therefore the current state of the literature requires anomalies to be found either in isolation or through a reduction in the search space, when searching for groups, which could remove the anomalous groups of interest from consideration. In §2 we propose an algorithm, Fast Generalized Subset Scan (FGSS), that can efficiently maximize a scoring function over all possible subsets of data records and attributes, allowing us to find the most anomalous sub-
set. Furthermore, our algorithm does not depend on the anomalousness of an entire record, but only some subset of its attributes, and is therefore able to provide useful information about the underlying anomalous process by identifying the subset of attributes for which a group is anomalous.

2. Fast Generalized Subset Scan

Fast Generalized Subset Scan (FGSS) is a novel method for anomalous pattern detection in general categorical data. Unlike previous methods, we frame the pattern detection problem as a search over subsets of data records and subsets of attributes; we therefore search for self-similar groups of records for which some subset of attributes is anomalous. More precisely, we define a set of data records \( R_1 \ldots R_N \) and attributes \( A_1 \ldots A_M \). Here we assume that all attributes are categorical, but future work will extend the approach to continuous attributes as well. For each record \( R_i \), we assume that we have a value \( v_{ij} \) for each attribute \( A_j \). We then define the subsets \( S \) under consideration to be \( S = R \times A \), where \( R \subseteq \{R_1 \ldots R_N\} \) and \( A \subseteq \{A_1 \ldots A_M\} \). We wish to find the most anomalous subset

\[
S^* = R^* \times A^* = \arg \max_S F(S),
\]

where the score function \( F(S) \) defines the anomalousness of a subset of records and attributes. We accomplish this by first learning a Bayesian network model, \( M_0 \), from the training data. For each value \( v_{ij} \) (the value of attribute \( A_j \) for record \( R_i \)), FGSS then computes its likelihood \( l_{ij} \) given \( M_0 \). This likelihood represents the conditional probability of the observed value \( v_{ij} \) under the null hypothesis \( H_0 \), given its parent attribute values for record \( R_i \). Then the method computes an empirical \( p \)-value range \( p_{ij} \) for each \( l_{ij} \), which serves as a measure of how uncommon it is to see a likelihood as low as \( l_{ij} \) under \( H_0 \). More specifically, \( p_{ij} \) is computed by ranking the likelihoods \( l_{ij} \) for a given attribute \( A_j \), with the rankings then scaled to \([0,1]\). Finally, FGSS searches for subsets that contain an unexpectedly large number of low (significant) empirical \( p \)-value ranges, as such a subset is more likely to have been generated by an anomalous process.

2.1 Learning the Data Probability Distribution

The FGSS algorithm first learns a Bayesian network which models the probability distribution of the data under the assumption of the null hypothesis that no anomalous patterns exist. As in the previously proposed BN, APD, and AGD methods, this Bayesian network is typically learned from a separate “clean” data set of training data assumed to contain no anomalous patterns, but can also be learned from the test data if the proportion of anomalies is assumed to be very small. We use the Optimal Reinsetion algorithm proposed by Moore and Wong (2003) to learn the structure of the Bayesian network, using smoothed maximum likelihoods to estimate the parameters of the conditional probability table. Smoothing provides a means to handle sparsity of the training data, as it is possible that combinations of attribute values which appear in the test data will not appear in the training data. In such cases we would like to assume a low, but non-zero, probability for the corresponding entries in the conditional probability table.

If we consider the node corresponding to attribute \( A_j \) in our Bayesian network \( M_0 \) and let \( A_{p(j)} \) represent its parent nodes, then we represent the parameters of the conditional probability tables as follows:

\[
\theta_{jmk} = P_{M_0}(A_j = m | A_{p(j)} = k) \quad \forall j, m, k.
\]
To estimate $\theta_{jmk}$, let $N_{jmk}$ correspond to the number of instances in the data where $A_j = m$ and $A_{p(j)} = k$. To apply Laplace smoothing, we define the arity of $A_j$ as $C$ and add $1/C$ to each $N_{jmk}$. Therefore, our smoothed parameter estimates are computed as

$$\hat{\theta}_{jmk} = \frac{N_{jmk} + 1/C}{\sum m' (N_{jmk'} + 1/C)},$$

thus assuming that the total weight of the prior sums to one for each attribute $A_j$ and set of parent values $A_{p(j)}$. After learning a model of the data distribution under the null hypothesis, FGSS then computes

$$l_{ij} = p_{M_0}(A_j = v_{ij} | A_{p(j)} = v_i, p(j)),$$

representing the individual attribute-value likelihoods of each attribute for a given record, conditioned on its parent attribute values for that record. We compute these individual attribute-value likelihoods for all records in the training and test data sets.

### 2.2 Computing Empirical $p$-value Ranges

The calculation of empirical $p$-value ranges in the test data set requires obtaining a ranking of the likelihoods $l_{ij}$ for each attribute $A_j$. To do so, we calculate for each likelihood $l_{ij}$ the quantities

$$N_{\text{beat}}(l_{ij}) = \sum_{R_k \in D_{\text{train}}} I(l_{kj} < l_{ij}),$$

$$N_{\text{tie}}(l_{ij}) = \sum_{R_k \in D_{\text{train}}} I(l_{kj} = l_{ij}).$$

We then define the empirical $p$-value range corresponding to likelihood $l_{ij}$ as

$$p_{ij} = [p_{\text{min}}(p_{ij}), p_{\text{max}}(p_{ij})]$$

$$= \left[ \frac{N_{\text{beat}}(l_{ij})}{N_{\text{train}} + 1}, \frac{N_{\text{beat}}(l_{ij}) + N_{\text{tie}}(l_{ij}) + 1}{N_{\text{train}} + 1} \right],$$

where $N_{\text{train}}$ is the total number of training data records.

To properly interpret the concept of an empirical $p$-value range, we first consider the traditional empirical $p$-value

$$\hat{p}(x) = \frac{1}{n} \sum_{z=1}^{n} I(X_z \leq x)$$

for $n$ data samples, which closely resembles $p_{\text{max}}(p_{ij})$, the upper limit of $p_{ij}$. For an attribute $A_j$, corresponding to a column in the test data set, there is some true distribution of likelihoods $l_{ij}$ under $H_0$. Since the training data is assumed to contain no anomalous patterns, we can estimate the true cumulative distribution function $F_{L_j}(l)$ with an empirical cumulative distribution function

$$\hat{F}_{L_j}(l) = \frac{N_{\text{beat}}(l) + N_{\text{tie}}(l)}{N_{\text{train}}}$$

derived from the training data set. Then the empirical $p$-value corresponding to a given likelihood $l_{ij}$ in the test data set can be defined as $\hat{p}(l_{ij}) = \hat{F}_{L_j}(l_{ij})$. If the null hypothesis is true, then the test data set also has no anomalous patterns, and is generated from the same distribution as the training data.
set. In this case, the empirical $p$-values $\hat{p}(l_{ij})$ will be asymptotically distributed as Uniform[0,1] for each attribute $A_j$. Davison and Hinkley (1997) note that the smoothed empirical $p$-value

$$\hat{p}(l) = \hat{F}_j(l) = \frac{N_{\text{beat}}(l) + N_{\text{tie}}(l) + 1}{N_{\text{train}} + 1}$$

is also asymptotically unbiased, and is a more accurate estimator of the true $p$-value. This definition also guards against obtaining an empirical $p$-value of zero, which is consistent with our knowledge that true $p$-values are non-zero.

Our FGSS algorithm extends the concept of empirical $p$-values to empirical $p$-value ranges in order to appropriately handle ties in likelihoods. In the general data set context, we often see many records with identical attribute-value likelihoods, typically as a result of identical attribute values. Using an empirical $p$-value, where tied likelihoods are treated identically to lower likelihood values, will introduce a bias toward larger $p$-values when ties in likelihood are present. However, under the null hypothesis that the training and test data sets are drawn from the same distribution, if we compute the empirical $p$-value ranges as defined in (1) and then draw an empirical $p$-value uniformly at random from each range $[p_{\text{min}}(p_{ij}), p_{\text{max}}(p_{ij})]$, then the resulting empirical $p$-values will be asymptotically distributed as Uniform[0,1]. As a concrete example, if a given attribute was entirely uninformative (i.e., all training and test data records had identical likelihoods for that attribute), we would obtain an empirical $p$-value range of [0,1] for each test record, while the previous empirical $p$-value approach would set each empirical $p$-value equal to 1.

For a single $p$-value, $p$, we can define an indicator variable $n_\alpha(p)$ representing whether or not that $p$-value is significant at level $\alpha$:

$$n_\alpha(p) = I(p \leq \alpha).$$

This traditional definition of significance can be extended naturally to $p$-value ranges by considering the proportion of each range that is significant at level $\alpha$, or equivalently, the probability that a $p$-value drawn uniformly from $[p_{\text{min}}(p_{ij}), p_{\text{max}}(p_{ij})]$ is less than $\alpha$. The quantity $n_\alpha(p_{ij})$ representing the significance of a $p$-value range is therefore defined as:

$$n_\alpha(p_{ij}) = \begin{cases} 
1 & \text{if } p_{\text{max}}(p_{ij}) < \alpha \\
0 & \text{if } p_{\text{min}}(p_{ij}) > \alpha \\
\frac{\alpha - p_{\text{min}}(p_{ij})}{p_{\text{max}}(p_{ij}) - p_{\text{min}}(p_{ij})} & \text{otherwise.}
\end{cases}$$

For a subset $S$, we can then define the quantities

$$N_\alpha(S) = \sum_{v_{ij} \in S} n_\alpha(p_{ij}),$$

$$N(S) = \sum_{v_{ij} \in S} 1$$

where $N(S)$ represents the total number of empirical $p$-value ranges contained in subset $S$. $N_\alpha(S)$ can informally be described as the number of $p$-value ranges in $S$ which are significant at level $\alpha$, but is more precisely the total probability mass less than $\alpha$ in these $p$-value ranges, since it is possible for a range $p_{ij}$ to have $p_{\text{min}}(p_{ij}) \leq \alpha \leq p_{\text{max}}(p_{ij})$. For a subset $S$ consisting of $N(S)$ empirical
\( p \)-value ranges, we can compute the expected number of significant \( p \)-value ranges under the null hypothesis \( H_0 \):

\[
E[N_{\alpha}(S)] = E \left[ \sum_{ij \in S} n_{\alpha}(p_{ij}) \right] \\
= \sum_{ij \in S} E[n_{\alpha}(p_{ij})] \\
= \sum_{ij \in S} \alpha \\
= \alpha N(S).
\]

We note that this equation follows from the property that the empirical \( p \)-values are identically distributed as Uniform[0,1] under the null hypothesis, and holds regardless of whether the \( p \)-values are independent. Under the alternative hypothesis, we expect the likelihoods \( l_{ij} \) (and therefore the corresponding \( p \)-value ranges \( p_{ij} \)) to be lower for the affected subset of records and attributes, resulting in a higher value of \( N_{\alpha}(S) \) for some \( \alpha \). Therefore a subset \( S \) where \( N_{\alpha}(S) > \alpha N(S) \) (i.e., a subset with a higher than expected number of low, significant \( p \)-value ranges) is potentially affected by an anomalous process.

### 2.3 Nonparametric Scan Statistic

To determine which subsets of the data are most anomalous, FGSS uses a nonparametric scan statistic (Neill and Lingwall, 2007) to compare the observed and expected number of significantly low \( p \)-values contained in subset \( S \). We define the general form of the nonparametric scan statistic as

\[
F(S) = \max_{\alpha} F_{\alpha}(S) = \max_{\alpha} \phi(\alpha, N_{\alpha}(S), N(S)) 
\]  

where \( N_{\alpha}(S) \) and \( N(S) \) are defined as in (2) and (3) respectively. We assume that the function \( \phi(\alpha, N_{\alpha}, N) \) satisfies several intuitive properties that will also allow efficient optimization:

- \( (A1) \) \( \phi \) is monotonically increasing w.r.t. \( N_{\alpha} \).
- \( (A2) \) \( \phi \) is monotonically decreasing w.r.t. \( N \) and \( \alpha \).
- \( (A3) \) \( \phi \) is convex.

These assumptions follow naturally because the ratio of observed to expected number of significant \( p \)-values \( \frac{N_{\alpha}}{N} \) increases with the numerator \( (A1) \), and decreases with the denominator \( (A2) \). Also, a fixed ratio of observed to expected should be more significant when the observed and expected counts are large \( (A3) \).

We consider “significance levels” \( \alpha \) between 0 and some constant \( \alpha_{\text{max}} < 1 \). If there is a prior expectation of the subtleness of the anomalous process, \( \alpha_{\text{max}} \) can be chosen appropriately. The less subtle the anomalous process, that is, the more individually anomalous the records it generates are expected to be, the lower \( \alpha_{\text{max}} \) can be set. We note that maximizing of \( F(S) \) over a range of \( \alpha \) values, rather than for a single arbitrarily-chosen value of \( \alpha \), enables the nonparametric scan statistic to detect a small number of highly anomalous \( p \)-values, a larger number of subtly anomalous \( p \)-values, or anything in between.

In this work we explore the use of two functions \( \phi(\alpha, N_{\alpha}, N) \) which satisfy the monotonicity and convexity properties \( (A1)-(A3) \) assumed above: the Higher Criticism (HC) statistic (Donoho and
Jin, 2004) and the Berk-Jones (BJ) statistic (Berk and Jones, 1979). The HC statistic is defined as follows:

$$
\phi_{HC}(\alpha, N_\alpha, N) = \frac{N_\alpha - N\alpha}{\sqrt{N\alpha(1-\alpha)}}.
$$

(5)

Under the null hypothesis of uniformly distributed $p$-value ranges, and the additional simplifying assumption of independence between $p$-value ranges, the number of empirical $p$-value ranges less than $\alpha$ is binomially distributed with parameters $N$ and $\alpha$. Therefore the expected number of $p$-value ranges less than $\alpha$ under $H_0$ is $N\alpha$, with a standard deviation of $\sqrt{N\alpha(1-\alpha)}$. This implies that the HC statistic can be interpreted as the test statistic of a Wald test for the number of significant $p$-value ranges. We note that the assumption of independent $p$-value ranges is not necessarily true in practice, since our method of generating these $p$-value ranges may introduce dependence between the $p$-values for a given record; nevertheless, this assumption results in a simple and efficiently computable score function.

The BJ statistic is defined as:

$$
\phi_{BJ}(\alpha, N_\alpha, N) = NK\left(\frac{N_\alpha}{N}, \alpha\right),
$$

(6)

where $K$ is the Kullback-Liebler divergence,

$$
K(x,y) = x \log \frac{x}{y} + (1-x) \log \frac{1-x}{1-y},
$$

between the observed and expected proportions of $p$-values less than $\alpha$. The BJ statistic can be described as the log-likelihood ratio statistic for testing whether the empirical $p$-values are uniformly distributed on $[0,1]$, where the alternative hypothesis assumes a piecewise constant distribution with probability density function

$$
f(x) = \begin{cases} 
  f_1 & \text{for } 0 \leq x \leq \alpha \\
  f_2 & \text{for } \alpha \leq x \leq 1 
\end{cases}
$$

with $f_1 > f_2$.

Berk and Jones (1979) demonstrated that this test statistic fulfills several optimality properties and has greater power than any weighted Kolmogorov statistic.

We note that the original version of the nonparametric scan statistic, used for spatial data by Neill and Lingwall (2007), considered the HC statistic (5) only, and used empirical $p$-values rather than $p$-value ranges. Our empirical results below demonstrate that the BJ statistic (6) outperforms HC for some real-world anomalous pattern detection tasks, and our use of empirical $p$-value ranges guarantees unbiased scores even when ties in likelihood are present. Furthermore, we present a novel approach for efficient optimization of any nonparametric scan statistic (satisfying the monotonicity and convexity properties (A1)-(A3) assumed above) over subsets of records and attributes, as described below.

### 2.3.1 Efficient Nonparametric Subset Scanning

Although the nonparametric scan statistic provides a function $F(S)$ to evaluate the anomalousness of subsets in the test data, naively maximizing $F(S)$ over all possible subsets of records and attributes
would be infeasible for even moderately sized data sets, with a computational complexity of \(O(2^N \times 2^M)\). However, Neill (2012) defined the linear-time subset scanning (LTSS) property, which allows for efficient and exact maximization of any function satisfying LTSS over all subsets of the data. For a pair of functions \(F(S)\) and \(G(R_i)\), which represent the “score” of a given subset \(S\) and the “priority” of data record \(R_i\) respectively, the LTSS property guarantees that the only subsets with the potential to be optimal are those consisting of the top-k highest priority records \(\{R_{i(1)} \ldots R_{i(k)}\}\), for some \(k\) between 1 and \(N\). This property enables us to search only \(N\) of the \(2^N\) subsets of records, while still guaranteeing that the highest-scoring subset will be found. We demonstrate that the nonparametric scan statistics satisfy the necessary conditions for the linear-time subset scanning property to hold, allowing efficient maximization over subsets of data records (for a given subset of attributes) or over subsets of attributes (for a given subset of records). In the following section, we will show how these efficient optimization steps can be combined to enable efficient joint maximization over all subsets of records and attributes. We begin by restating a theorem from Neill (2012):

**Theorem 1 (Neill, 2012)** Let \(F(S) = F(X, |S|)\) be a function of one additive sufficient statistic of subset \(S\), \(X(S) = \sum_{R_i \in S} x_i\) (where \(x_i\) depends only on record \(R_i\)), and the cardinality of \(S\). Assume that \(F(S)\) is monotonically increasing with \(X\). Then \(F(S)\) satisfies the LTSS property with priority function \(G(R_i) = x_i\).

**Corollary 2** We consider the general class of nonparametric scan statistics as defined in (4), where the significance level \(\alpha\) is allowed to vary from zero to some constant \(\alpha_{\text{max}}\). For a given value of \(\alpha\), and assuming a given subset of attributes \(A \subseteq \{A_1 \ldots A_M\}\) under consideration, we demonstrate that \(F_{\alpha}(S)\) can be efficiently maximized over all subsets \(S = R \times A\), for \(R \subseteq \{R_1 \ldots R_N\}\). First, we know that every record \(R_i\) has the same number \(|A|\) of p-value ranges, and thus \(N(S) \propto |R|\). Hence we can write

\[
F_{\alpha}(S) = \phi(\alpha, N_{\alpha}(R), |R|),
\]

where the additive sufficient statistic \(N_{\alpha}(R)\) is defined as follows:

\[
N_{\alpha}(R) = \sum_{R_i \in R} \sum_{A_j \in A} n_{\alpha}(p_{ij}).
\]

Since the nonparametric scan statistic is defined to be monotonically increasing with \(N_{\alpha}(A1)\), we know that \(F_{\alpha}(S)\) satisfies the LTSS property with priority function

\[
G_{\alpha}(R_i) = \sum_{A_j \in A} n_{\alpha}(p_{ij}). \tag{7}
\]

Therefore the LTSS property holds for each value of \(\alpha\), enabling each \(F_{\alpha}(S)\) to be efficiently maximized over subsets of records. Nearly identical reasoning can be used to demonstrate that \(F_{\alpha}(S)\) can be efficiently maximized over all subsets \(S = R \times A\), for \(A \subseteq \{A_1 \ldots A_M\}\), assuming a given set of records \(R \subseteq \{R_1 \ldots R_N\}\). In this case,

\[
F_{\alpha}(S) = \phi(\alpha, N_{\alpha}(A), |A|)
\]

satisfies the LTSS property with priority function

\[
G_{\alpha}(A_j) = \sum_{R_i \in R} n_{\alpha}(p_{ij}). \tag{8}
\]
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Thus the LTSS property enables efficient computation of \( \max_S F_\alpha(S) \) for a given value of \( \alpha \), but we must still consider how to maximize this function over all values of \( \alpha \), for \( 0 < \alpha \leq \alpha_{\text{max}} \). We demonstrate that only a small set of \( \alpha \) levels must be examined, and therefore

\[
\max_S F(S) = \max_{\alpha} \max_S F_\alpha(S)
\]

can also be computed efficiently. More precisely, we demonstrate that only the maximum value \( p_{\text{max}}(p_{ij}) \) of each \( p \)-value range \( p_{ij} \) in the subset \( S \) must be considered as a possible value of \( \alpha \). We first define some preliminaries:

**Definition 3** Let \( U(S, \alpha_{\text{max}}) \) be the set of distinct values \( \{ p_{\text{max}}(p_{ij}) : v_{ij} \in S, p_{\text{max}}(p_{ij}) \leq \alpha_{\text{max}} \} \cup \{ 0, \alpha_{\text{max}} \} \).

**Definition 4** Let \( \alpha_{(k)} \) be the \( k^{\text{th}} \) smallest value in \( U(S, \alpha_{\text{max}}) \). We will consider the set of intervals \( [\alpha_{(k)}, \alpha_{(k+1)}] \), for \( k = 1 \ldots |U(S, \alpha_{\text{max}})| - 1 \).

**Definition 5** Let \( P(S, \alpha) = \{ p_{ij} : v_{ij} \in S, \alpha \in p_{ij} \} \), be the set of \( p \)-value ranges \( p_{ij} \) in \( S \) such that \( p_{\text{min}}(p_{ij}) \leq \alpha \leq p_{\text{max}}(p_{ij}) \).

**Lemma 6** \( N_\alpha(S) \) is a convex function of \( \alpha \) over each interval \( [\alpha_{(k)}, \alpha_{(k+1)}] \), for \( k = 1 \ldots |U(S, \alpha_{\text{max}})| - 1 \).

**Proof of Lemma 6** We consider two cases, one of which will hold for any given interval \( [\alpha_{(k)}, \alpha_{(k+1)}] \).

In either case, we note that no \( p_{\text{max}} \) values are contained within the interval, that is, for all values \( v_{ij} \in S \) and the corresponding \( p \)-value ranges \( p_{ij} \), \( p_{\text{max}}(p_{ij}) \notin (\alpha_{(k)}, \alpha_{(k+1)}) \). We begin by observing that

\[
\frac{\partial N_\alpha(S)}{\partial \alpha} = \sum_{p_{ij} \in P(S, \alpha)} \frac{1}{p_{\text{max}}(p_{ij}) - p_{\text{min}}(p_{ij})}.
\]

Case 1: For all values \( v_{ij} \in S \) and the corresponding \( p \)-value ranges \( p_{ij} \), \( p_{\text{min}}(p_{ij}) \notin (\alpha_{(k)}, \alpha_{(k+1)}) \). In this case, no \( p \)-value range begins or ends within the interval, and thus \( P(S, \alpha) \) is constant over the entire interval \( (\alpha_{(k)}, \alpha_{(k+1)}) \). Therefore, we know that (9) equals a positive constant over the entire interval, and thus \( N_\alpha(S) \) is a linear (and therefore convex) function of \( \alpha \).

Case 2: For some value(s) \( v_{ij} \in S \) and the corresponding \( p \)-value ranges \( p_{ij} \), \( p_{\text{min}}(p_{ij}) \in (\alpha_{(k)}, \alpha_{(k+1)}) \). As for Case 1, we know that (9) is piecewise constant, and therefore \( N_\alpha(S) \) is a piecewise linear function of \( \alpha \). We note additionally that, for a given \( p_{\text{min}}(p_{ij}) \), the slope described in (9) increases by \( \frac{1}{p_{\text{max}}(p_{ij}) - p_{\text{min}}(p_{ij})} > 0 \) at \( \alpha = p_{\text{min}}(p_{ij}) \).

From these two cases, we conclude that, as a function of \( \alpha \), \( N_\alpha(S) \) is piecewise linear with an increasing slope at each value \( p_{\text{min}}(p_{ij}) \), a decreasing slope at each value \( p_{\text{max}}(p_{ij}) \), and an otherwise constant slope. Therefore, within each interval defined by \( [\alpha_{(k)}, \alpha_{(k+1)}] \) and thus containing no values \( p_{\text{max}}(p_{ij}) \), we know that \( N_\alpha(S) \) is convex.

**Theorem 7** If \( F_\alpha(S) = \phi(\alpha, N_\alpha(S), N(S)) \) satisfies assumptions (A1)-(A3) given in §2.3, then

\[
\max_{\alpha} F_\alpha(S) = \max_{\alpha \in U(S, \alpha_{\text{max}})} F_\alpha(S).
\]
Proof of Theorem 7 For any point $\alpha_{\text{int}}$ in the open interval $(\alpha_{(k)}, \alpha_{(k+1)})$, we show that:

$$F_{\alpha_{\text{int}}}(S) \leq \max\{F_{\alpha_{(k)}}(S), F_{\alpha_{(k+1)}}(S)\}.$$  

To see this, we can write

$$\alpha_{\text{int}} = \lambda \alpha_{(k)} + (1 - \lambda) \alpha_{(k+1)}$$

where $0 < \lambda < 1$.

Then the proof proceeds as follows:

$$F_{\alpha_{\text{int}}}(S) = \phi(\alpha_{\text{int}}, N_{\alpha_{\text{int}}}(S), N(S))$$

$$\leq \phi(\alpha_{\text{int}}, \lambda N_{\alpha_{(k)}}(S) + (1 - \lambda) N_{\alpha_{(k+1)}}(S), N(S))$$

$$\leq \max\{F_{\alpha_{(k)}}(S), F_{\alpha_{(k+1)}}(S)\}.$$  

The first inequality follows from the assumption (A1) that $\phi(\alpha, N_{\alpha}, N)$ is monotonically increasing with $N_{\alpha}$: by Lemma 6, we know that

$$N_{\alpha_{\text{int}}}(S) \leq \lambda N_{\alpha_{(k)}}(S) + (1 - \lambda) N_{\alpha_{(k+1)}}(S).$$  

The second inequality follows from the assumption (A3) that $\phi(\alpha, N_{\alpha}, N)$ is convex.  

We can conclude that, when computing $\max_{\alpha} F_{\alpha}(S)$, only values of $\alpha \in U(S, \alpha_{\text{max}})$ (Definition 3) must be considered, as there will not be any local maxima of the function outside of this set. This fact, combined with Theorem 1, demonstrates that

$$\max_{S} F(S) = \max_{\alpha} \max_{S} F_{\alpha}(S)$$

$$= \max_{\alpha \in U(S, \alpha_{\text{max}})} \max_{S} F_{\alpha}(S)$$

(10)

can be efficiently and exactly computed over all subsets $S = R \times A$, where $R \subseteq \{R_1 \ldots R_N\}$, for a given subset of attributes $A$. To do so, we consider the set of distinct $\alpha$ values $U = U(\{R_1 \ldots R_N\} \times A, \alpha_{\text{max}})$. For each $\alpha \in U$, we employ the same logic as described in Corollary 2 to optimize $F_{\alpha}(S)$: compute the priority $G_{\alpha}(R_i)$ for each record as in (7), sort the records from highest to lowest priority, and evaluate subsets $S = \{R_1 \ldots R_k\} \times A$ consisting of the top-$k$ highest priority records, for $k = 1 \ldots N$. For each of the $|U|$ values of $\alpha$ under consideration, the aggregation step requires $O(N'|A|) = O(NM)$ time, sorting the records by priority requires $O(N \log N)$ time, and evaluation of the $N$ subsets requires $O(N)$ time, giving a total complexity of $O(|U|N(M + \log N))$ for this optimization step. In the unconstrained case (as opposed to the similarity-constrained FGSS approach described in §2.5), $|U|$ tends to grow linearly with $N$. However, even though we must consider $N'|A|$ $p$-values, we note that $|U|$ is upper bounded by the number of distinct likelihood values $l_{ij}$ with corresponding $p_{\text{max}}(p_{ij}) \leq \alpha_{\text{max}}$ in the conditional probability tables of the Bayesian network learned in the first step of the FGSS algorithm, and thus tends to be much smaller than $N'|A|$ in practice.

Similarly, (10) can be efficiently and exactly computed over all subsets $S = R \times A$, where $A \subseteq \{A_1 \ldots A_M\}$, for a given subset of records $R$. In this case, we consider the set of distinct $\alpha$ values $U = U(R \times \{A_1 \ldots A_M\}, \alpha_{\text{max}})$. For each $\alpha \in U$, we again employ the same logic as described in Corollary 2 to optimize $F_{\alpha}(S)$: compute the priority $G_{\alpha}(A_j)$ for each attribute as in (8),
sort the attributes from highest to lowest priority, and evaluate subsets $S = R \times \{A_1 \ldots A_k\}$ consisting of the top-\(k\) highest priority attributes, for \(k = 1 \ldots M\). For each of the $|U|$ values of $\alpha$ under consideration, the aggregation step requires $O(M|R|) = O(MN)$ time, sorting the attributes by priority requires $O(M \log M)$ time, and evaluation of the $M$ subsets requires $O(M)$ time, giving a total complexity of $O(|U|M(N + \log M))$ for this optimization step.

### 2.4 Search Procedure

Given the two efficient optimization steps described above (optimizing over all subsets of attributes for a given subset of records, and optimizing over all subsets of records for a given subset of attributes), we propose two different search procedures for maximizing the score function $F(S)$ over all subsets of records and attributes. The first approach, which we call “exhaustive FGSS”, performs an efficient search over records separately for each of the $2^M$ subsets of attributes. This approach is computationally efficient when the number of attributes is small, and is guaranteed to find the globally optimal subset of records and attributes. However, its run time scales exponentially with the number of attributes (Table 1), with a total complexity of $O(2^M|U|N(M + \log N))$, and thus the exhaustive FGSS approach is not feasible for data sets with a large number of attributes.

Thus we propose the FGSS search procedure that scales well with both $N$ and $M$, using LTSS to efficiently maximize over subsets of records and subsets of attributes. To do so, we first choose a subset of attributes $A \subseteq \{A_1 \ldots A_M\}$ uniformly at random. We then iterate between the two efficient optimization steps described above. We first maximize $F(S)$ over all subsets of records for the current subset of attributes $A$, and set the current set of records as follows:

$$R = \arg\max_{R \subseteq \{R_1 \ldots R_N\}} F(R \times A). \tag{11}$$

We then maximize $F(S)$ over all subsets of attributes for the current subset of records $R$, and set the current set of attributes as follows:

$$A = \arg\max_{A \subseteq \{A_1 \ldots A_M\}} F(R \times A). \tag{12}$$

We continue iterating between (11) and (12) until convergence, at which point we have reached a conditional maximum of the score function ($R$ is conditionally optimal given $A$, and $A$ is conditionally optimal given $R$). This ordinal ascent approach is not guaranteed to converge to the joint optimum

$$\arg\max_{R \subseteq \{R_1 \ldots R_N\}, A \subseteq \{A_1 \ldots A_M\}} F(R \times A),$$

but multiple random restarts can be used to approach the global optimum. We show in §4 that with 50 random restarts, FGSS will locate a near globally optimal subset with high probability. Moreover, if $N$ and $M$ are both large, this iterative search is much faster than an exhaustive search approach, making it computationally feasible to detect anomalous subsets of records and attributes in data sets that are both large and high-dimensional. Each iteration (optimization over records, followed by optimization over attributes) has a complexity of $O(|U|(NM + N\log N + M\log M))$, where $|U|$ is the average number of $\alpha$ thresholds considered. In this expression, the $O(NM)$ term results from aggregating over records and attributes, while the $O(N\log N)$ and $O(M\log M)$ terms result from sorting the records and attributes by priority respectively. Thus the FGSS search procedure has a total complexity of $O(YZ|U|(NM + N\log N + M\log M))$, where $Y$ is the number of random restarts and $Z$ is the average number of iterations required for convergence (Table 1). Since each iteration
Table 1: Outline of the computational complexity of each FGSS search procedure. From left to right the columns describe: the particular search procedure, the number of optimization steps required, the complexity of sorting over records per optimization step, the complexity of sorting over attributes per optimization step, and the complexity of aggregating over records and attributes per optimization step.

<table>
<thead>
<tr>
<th>Search Procedure</th>
<th># of Steps</th>
<th>Optimizing Records</th>
<th>Optimizing Attributes</th>
<th>Aggregating Records and Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exhaustive</td>
<td>$2^M</td>
<td>U</td>
<td>$</td>
<td>$O(N \log N)$</td>
</tr>
<tr>
<td>Efficient</td>
<td>$YZ</td>
<td>U</td>
<td>$</td>
<td>$O(N \log N)$</td>
</tr>
<tr>
<td>Exhaustive w/ Similarity Constraints</td>
<td>$2^M</td>
<td>U</td>
<td>N$</td>
<td>$O(k \log k)$</td>
</tr>
<tr>
<td>Efficient w/ Similarity Constraints</td>
<td>$YZ</td>
<td>U</td>
<td>N$</td>
<td>$O(k \log k)$</td>
</tr>
</tbody>
</table>

Variable Definitions:

- $|U|$ is the average number of $\alpha$ thresholds considered.
- $Y$ is the number of random restarts (efficient methods only).
- $Z$ is the average number of iterations required for convergence (efficient methods only).
- $M$ is the number of attributes.
- $N$ is the number of records.
- $k$ is the average neighborhood size corresponding to distance threshold $r$ (similarity-constrained methods only).

2.5 Incorporating Similarity Constraints

The search approaches described above exploit the linear-time subset scanning property to efficiently identify the unconstrained subset of records and attributes that maximizes the score function $F(S)$. However, the unconstrained optimal subset may contain unrelated records, while records generated by the same anomalous process are expected to be similar to each other. The self-similarity of the detected subsets can be ensured by enforcing a similarity constraint. We augment the FGSS search procedure by defining the “local neighborhood” of each record in the test data set, and then performing an unconstrained FGSS search for each neighborhood, where $F(S)$ is maximized over all subsets of attributes and over all subsets of records contained within that neighborhood. Given a metric $d(R_i, R_j)$ which defines the distance between any two data records, we define the local neighborhood of $R_i$ as $\{R_j : d(R_i, R_j) \leq r\}$, where $r$ is some predefined distance threshold. We then find the maximum score over all similarity-constrained subsets. The FGSS constrained search procedure
has a complexity of $O(YZ|U|N(kM + k \log k + M \log M))$, where $k$ is the average neighborhood size (number of records) corresponding to distance threshold $r$ (Table 1).

In the constrained case, the value of $|U|$ tends to be small, and we observed $|U| < 20$ for all of our experiments described below. For small numbers of attributes, $|U|$ is upper bounded by the number of distinct likelihood values $l_{ij}$ with corresponding $p_{\text{max}}(p_{ij}) \leq \alpha_{\text{max}}$ in the conditional probability tables of the Bayesian network learned in the first step of the FGSS algorithm, as in the unconstrained case. For larger numbers of attributes, the neighborhood size $k$ tends to decrease, and since all of the records in the neighborhood differ in at most $r$ attributes, we note that $|U|$ is upper bounded by $M + (k - 1)r$. This is because the center record could have $M$ distinct values of $p_{\text{max}}$, while each other record in the neighborhood could only have $r$ distinct values of $p_{\text{max}}$ not contained in the center record. In practice, we expect $|U|$ to be far lower than this because of duplicates and because many attribute values have $p_{\text{max}}(p_{ij})$ greater than $\alpha_{\text{max}}$.

2.6 Statistical Significance Testing

The FGSS algorithm is designed to detect and report the most anomalous subsets of a large test data set. However, by scanning over many different subsets of records and attributes, and computing the maximum of these scores, we may see “large” scores simply due to chance. FGSS can avoid this problem, commonly referred to as multiple hypothesis testing, by simply reporting the highest scoring subsets without drawing conclusions as to whether or not their scores are high enough to be considered significant. Alternatively, we can correct for multiple testing by randomization, and then only report the statistically significant subsets. To perform randomization testing, we create a large number $T$ of “replica” data sets under the null hypothesis, perform the same scan (maximization of $F(S)$ over self-similar subsets of records and attributes) for each replica data set, and compare the maximum subset score for the original data to the distribution of maximum subset scores for the replica data sets. More precisely, we create each replica data set, containing the same number of records as the original test data set, by sampling uniformly at random from the training data or by generating random records according to our Bayesian network representing $H_0$. We then use the previously described steps of the FGSS algorithm to find the score of the most anomalous subset $F^* = \max_S F(S)$ of each replica. We can then determine the statistical significance of each subset $S$ detected in the original test data set by comparing $F(S)$ to the distribution of $F^*$. The $p$-value of subset $S$ can be computed as $\frac{T_{\text{beat}} + 1}{T+1}$, where $T_{\text{beat}}$ is the number of replicas with $F^*$ greater than $F(S)$ and $T$ is the total number of replica data sets. If this $p$-value is less than our significance level $f_{pr}$, we conclude that the subset is significant. An important benefit of this randomization testing approach is that the overall false positive rate (i.e., the probability of reporting any subsets as significant if the null hypothesis $H_0$ is true) is guaranteed to be less than or equal to the chosen significance level $f_{pr}$. However, a disadvantage of randomization testing is its computational expense, which increases run time proportionally to the number of replications performed. Our results discussed in §4 directly compare the scores of “clean” and anomalous data sets, and thus do not require the use of randomization testing.

2.7 FGSS Algorithm

Inputs: test data set, training data set, $\alpha_{\text{max}}, r, Y$.

1. Learn a Bayesian network (structure and parameters) from the training data set.
2. For each data record \( R_i \) and each attribute \( A_j \), in both training and test data sets, compute the likelihood \( l_{ij} \) given the Bayesian network.

3. Compute the \( p \)-value range \( p_{ij} = [p_{\text{min}}(p_{ij}), p_{\text{max}}(p_{ij})] \) corresponding to each likelihood \( l_{ij} \) in the test data set.

4. For each (non-duplicate) data record \( R_i \) in the test data set, define the local neighborhood \( S_i \) to consist of \( R_i \) and all other data records \( R_j \) where \( d(R_i, R_j) \leq r \).

5. For each local neighborhood \( S_i \), iterate the following steps \( Y \) times. Record the maximum value \( F^* \) of \( F(S) \), and the corresponding subsets of records \( R^* \) and attributes \( A^* \) over all such iterations:
   
   (a) Initialize \( A \leftarrow \) random subset of attributes.
   
   (b) Repeat until convergence:
       
       i. Maximize \( F(S) = \max_{\alpha \leq \alpha_{\text{max}}} F_{\alpha}(R \times A) \) over subsets of records \( R \subseteq S_i \) in the local neighborhood, for the current subset of attributes \( A \), and set \( R \leftarrow \arg \max_{R \subseteq S_i} F(R \times A) \).
       
       ii. Maximize \( F(S) = \max_{\alpha \leq \alpha_{\text{max}}} F_{\alpha}(R \times A) \) over all subsets of attributes \( A \), for the current subset of records \( R \), and set \( A \leftarrow \arg \max_{A \subseteq \{A_1, \ldots, A_M\}} F(R \times A) \).

6. Output \( S^* = R^* \times A^* \).

7. Optionally, perform randomization testing, and report the \( p \)-value of \( S^* \).

3. Related Work

In this section, we briefly contrast the theoretical contributions of this work with the previous work of Neill (2011, 2012) as well as describe two other recently proposed methods for anomalous pattern detection in general categorical data sets: Anomaly Pattern Detection (APD) and Anomalous Group Detection (AGD). In §4, we directly compare the detection performance of our new FGSS method to APD and AGD along with the simple Bayesian network anomaly detection method defined above in the domains of customs monitoring, disease surveillance, and network intrusion detection.

3.1 Anomaly Pattern Detection

Anomaly Pattern Detection (APD) (Das et al., 2008) attempts to solve the problem of finding anomalous records in a categorical data set through a two-step approach. The first step is to evaluate the anomalousness of each individual record using a local anomaly detector. Local anomaly detectors are typically simple methods that use characteristics of the individual data record to determine its anomalousness. Das et al. (2008) defined two local anomaly detectors for use within the APD framework. Here we focus on the BN method, which defines the anomalousness of a record as inversely proportional to the likelihood of that record given the Bayesian network learned from the training data; all likelihoods below some threshold value are considered anomalous. The second step evaluates a set of candidate rules, each consisting of a conjunction of attribute values. For example, in Emergency Department data, one possible rule could be “hospital id = 5 AND prodrome = respiratory”. Each rule is scored by comparing the observed and expected numbers of individually
anomalous records with the given attribute values, using Fisher’s Exact Test. When the number of individually anomalous records is significantly higher than expected, that rule is considered anomalous.

Some of the limitations of APD stem from its dependency on searching over “rules”; more specifically, APD enforces a stringent constraint which allows records to be grouped together if and only if they share certain attribute values. All records that share these attribute values will be evaluated together, but it is conceivable that the true anomalies only make up a small fraction of the records that satisfy a given rule. Second, considering all conjunctions of attribute values would be computationally infeasible, and thus only rules containing no more than two attributes are considered. Although this reduction of the search space reduces the run time of APD, it can also adversely affect detection ability. Many of the relevant and interesting patterns we wish to detect may affect more than two attributes, and APD will likely lose power to detect such patterns. Also, APD bases the score of a rule on the number of (perceived) individually anomalous records that satisfy it. Thus we do not expect it to perform well in cases where each individual record is not highly anomalous, and the anomalous pattern is only visible when the records are considered as a group. Finally, APD, unlike FGSS, lacks the ability to provide accurate insight into the subset of attributes or relationships for which a given group of records is anomalous. The patterns returned by APD are simply constraints used to group records for the purpose of searching; in §4.5 we show that these do not correspond well to the true anomalous subset of attributes.

3.2 Anomalous Group Detection

Anomalous Group Detection (AGD) (Neill et al., 2008; Das, 2009) is a method designed to find the most anomalous groups of records in a categorical data set. AGD attempts to solve this problem in a loosely constrained manner, improving on a limitation of APD, such that any arbitrary group of anomalous records can be detected and reported. AGD identifies subsets of records $S$ that maximize the likelihood ratio statistic $F(S) = \frac{P(Data|H_1(S))}{P(Data|H_0)}$. In this expression, the null hypothesis is represented as a “global” Bayesian network with structure and parameters learned from the training data. Each alternative hypothesis $H_1(S)$ is represented by a “local” Bayesian network, which maintains the same structure as the global Bayesian network but learns parameter values using only the subset of records $S$. A subset that has a large $F(S)$ is one whose records are mutually very likely given the local Bayesian network (self-similar) but are dissimilar to the records outside of subset $S$. The self-similarity metric used by AGD addresses some limitations of APD’s rule-based metric, allowing for less stringent constraints in the formation of groups of records. However, with this approach, it is still computationally infeasible to maximize over all possible subsets of records. Therefore, AGD relies on a greedy search heuristic to reduce the search space, with no guarantee that it will find the subset of records which maximizes $F(S)$. Furthermore, for the subsets it does return, AGD does not provide any additional information useful for characterizing the underlying anomalous process, such as the affected subset of attributes.

3.3 Fast Subset Scan and Fast Subset Sums

The previous work of Neill (2011, 2012), like the present work, presents new methods for efficient detection of anomalous patterns. However, both previous approaches focus on the domain of spatial event detection, where one or more count data streams are monitored across a collection of spatial locations and over time, with the goal of identifying space-time regions with significantly higher
than expected counts. Our work builds on Neill (2012), which defines and lays the theoretical foundations for the LTSS property, proves that many parametric, univariate spatial and space-time scan statistics satisfy LTSS, and shows how this property can be used for “fast subset scanning” over proximity-constrained subsets of locations. We extend LTSS to detect self-similar, anomalous subsets of records and attributes in general multivariate data, where many of the traditional parametric assumptions found in space-time detection fail to hold. Thus we demonstrate that a general class of nonparametric scan statistics satisfy the necessary conditions of LTSS, and provide an algorithmic framework for optimizing these statistics over subsets of records and attributes. Neill (2011) describes a methodological approach which is very different from both Neill (2012) and this work. It optimizes the Bayesian framework of Neill and Cooper (2010) for integrating prior information and observations from multiple data streams, assuming a known set of event types to be detected. Unlike Neill (2012) and the present work, this “fast subset sums” approach does not identify a most anomalous subset of the data, but instead efficiently computes the posterior probability that each event type has affected each monitored location.

4. Evaluation

In this section, we compare the performance of FGSS to the previously proposed AGD, APD, and BN approaches. We consider data sets from three distinct application domains (customs monitoring, disease surveillance, and network intrusion detection) in order to evaluate each method’s ability to detect anomalous patterns. These data sets are described in §4.1-§4.3 respectively, along with the evaluation results for each domain. In §4.4, we consider the scalability and evaluate the run times of the competing methods, and in §4.5 we compare the methods’ ability to accurately characterize the detected patterns.

We define two metrics for our evaluation of detection power: area under the precision/recall (PR) curve, which measures how well each method can distinguish between anomalous and normal records, and area under the receiver operating characteristic (ROC) curve, which measures how well each method can distinguish between data sets which contain anomalous patterns and those in which no anomalous patterns are present. In each case, a higher area under the curve (AUC) corresponds to better detection performance.

To precisely define these two metrics, we first note that three different types of data sets are used in our evaluation. The training data set only contains records representing typical system behavior (i.e., no anomalous patterns are present) and is used to learn the null model. Each test data set is composed of records that represent typical system behavior as well as anomalous groups, while each normal data set has the same number of records as the test data sets but does not contain any anomalous groups.

For the PR curves, each method assigns a score to each record in each test data set, where a higher score indicates that the record is believed to be more anomalous, and we measure how well the method ranks true anomalies above non-anomalous records. The list of record scores returned by a method are sorted and iterated through: at each step, we use the score of the current record as a threshold for classifying anomalies, and calculate the method’s precision (number of correctly identified anomalies divided by the total number of predicted anomalies) and recall (number of correctly identified anomalies divided by the total number of true anomalies). For each method, the area under the PR curve is computed for each of the 50 test data sets, and its average AUC and standard error are reported.
For the ROC curves, each method assigns a score to each test and normal data set, where a higher score indicates that the data set is believed to be more anomalous, and we measure how well the method ranks the test data sets (which contain anomalous groups) above the normal data sets (which do not contain anomalous groups). For each method, the algorithm is run on an equal number of data sets containing and not containing anomalies. The list of data set scores returned by a method are sorted and iterated through: at each step, we compute the true positive rate (fraction of the 50 test data sets correctly identified as anomalous) and false positive rate (fraction of the 50 normal data sets incorrectly identified as anomalous). The area under the ROC curve is computed for each method along with its standard error.

To compute the PR and ROC curves, each method must return a score for every record in each data set, representing the anomalousness of that record, as well as a score for the entire data set. For the BN method, the score of a record \( R_i \) is the negative log-likelihood of that record given the Bayesian network learned from training data, and the score of a data set is the average negative log-likelihood of the individual records it contains. For the AGD method, the score of a record \( R_i \) is the score of the highest scoring group of which that record is a member: \( \text{Score}(R_i) = \max_{S \in F(S)} \). Similarly, the score of a data set is the score of its highest scoring group (Neill et al., 2008; Das, 2009). For the APD method, all records that belong to a significant pattern are ranked above all records that do not belong to a significant pattern: within each of these subsets of records, the individual records are ranked using the individual anomaly detector (BN method). Similarly, a data set’s score is the score of the most individually anomalous record it contains, with all data sets containing significant patterns ranked above all data sets which do not contain significant patterns (Das et al., 2008).

In our FGSS method, we find the top-\( k \) highest scoring disjoint subsets \( S \), by iteratively finding the optimal \( S \) in our current test data set and then removing all of the records that belong to this group; we repeat this process until we have \( k \) groups or have grouped all the test data records. In this framework, a record \( R_i \) can only belong to one group, and thus the score of each record \( R_i \) is the score of the group of which it is a member. All records that do not belong to a top-\( k \) group are grouped together in the \((k + 1)th\) group. Within each group, records are sorted from most to least anomalous, that is, from the lowest to the highest record likelihood given the Bayesian network learned from training data. For all of the FGSS results described in this paper, unless otherwise specified, we use the similarity-constrained FGSS search with a top-\( k \) of 20, a maximum radius of \( r = 1 \), and an \( \alpha_{\text{max}} \) of 0.1. The score of a data set is defined as the average group score of all grouped records, \( \frac{\sum_{i} F_i N_i}{\sum N_i} \), where \( F_i \) is the score of group \( i \) and \( N_i \) is the number of records in group \( i \).

### 4.1 PIERS Container Shipment Data

This real-world data set contains records of scanned containers imported into the U.S. from various ports in Asia. Customs and border patrol officials wish to examine such data sets in order to identify patterns of shipments which may represent smuggling or other illicit activities so that these containers can be flagged for further inspection. In our data set, each record is described by 10 features, 7 categorical and 3 continuous. The categorical features include the container’s country of origin, departing and arriving ports, shipping line, shipper’s name, vessel name, and the commodity being shipped. The continuous features, which we discretize into five equal-width bins, include the size, weight, and value of the container. As this data set has no labeled anomalies which could be used
These APD did not complete 10,000 runs.

Table 2: PIERS Container Shipment Data: Average area (in percent) under the ROC curve, with standard errors. For each row, the method which demonstrates the best performance, and those methods with performance not significantly different at significance level $\alpha = 0.05$, are bolded.

Table 3: PIERS Container Shipment Data: Average area (in percent) under the PR curve, with standard errors. For each row, the method which demonstrates the best performance, and those methods with performance not significantly different at significance level $\alpha = 0.05$, are bolded.

as a gold standard, our evaluation approach is to inject synthetic anomalous groups into the test data sets.

To create a group of anomalies, we first make $s_{inj}$ identical copies of a randomly chosen record. A subset of attributes $A_{inj}$ is then chosen at random; each of the identical records in the group is then modified by randomly redrawing its values for this subset of attributes. The new value for each attribute is drawn from the marginal distribution of that attribute in the training data set. The records within the injected group are self-similar, as each pair of records differs by at most $m_{inj} = |A_{inj}|$ attributes. Each record in the injected group may be subtly anomalous, since randomly changing an attribute value breaks the relationship of that attribute with the remaining attributes. One possible
a real-world scenario where such an anomalous group might occur is when a smuggler attempts to ship contraband using methods which have proved successful in the past, thus creating a group of similar, subtly anomalous container shipments.

We performed ten different experiments which differed in four parameters: the number of records $N$ in the test data sets, the number of injected groups $k_{inj}$, the number of records per injected group $s_{inj}$, and the number of randomly altered attributes $m_{inj}$. In each case, 50 test data sets were created, along with an additional 50 normal data sets (containing the same number of records as the test data sets, but with no injected anomalies). A separate training data set containing 100,000 records was generated for each experiment; the training and normal data sets are assumed to contain only “normal” shipping patterns with no anomalous patterns of interest. Results of these experiments are summarized in Tables 2 and 3.

Table 2 compares each method’s average area under the PR curve across the various PIERS scenarios, thus evaluating the methods’ ability to distinguish between anomalous and normal records in the test data sets. We observe that FGSS-BJ (using the Berk-Jones nonparametric scan statistic) demonstrated significantly higher AUC than all other methods in nine of the ten experiments, while FGSS-HC (using the Higher Criticism nonparametric scan statistic) demonstrated significantly higher AUC than all other methods in the remaining experiment. Both FGSS-BJ and FGSS-HC consistently outperformed APD and BN; FGSS-BJ outperformed AGD in all experiments, while FGSS-HC underperformed AGD when only a single attribute was affected. All methods tended to have improved performance when the proportion of anomalies $k_{inj}s_{inj}/N$ was larger, when the group size $s_{inj}$ was larger, and when the records were more individually anomalous (corresponding to a larger number of randomly changed attributes $m_{inj}$). However, several differences between methods were noted. FGSS-BJ and AGD both experienced only slight improvements in performance when the number of randomly changed attributes $m_{inj}$ was increased from 1 to 2, while FGSS-HC, APD, and BN experienced large improvements in performance for $m_{inj}=2$. This suggests that FGSS-HC, APD, and BN rely more heavily on the individual anomalousness of data records, while FGSS-BJ and AGD rely more heavily on the self-similarity of a group of records, each of which may only be subtly anomalous. AGD performed almost as well as FGSS-BJ when the proportion of anomalies and the group size were large, but its performance degraded for a small (1%) proportion of anomalies. Moreover, we were unable to compute results for AGD on data sets containing 10,000 records, as each run of AGD (on a single test data set) required approximately one week to complete.

Table 3 compares each method’s average area under the ROC curve across the various PIERS scenarios, thus evaluating the methods’ ability to distinguish between the test data sets (which contain anomalous patterns) and the equally-sized normal data sets (in which no anomalies are present). For the two experiments with 1000 records and 1% anomalies, the two FGSS methods significantly outperformed AGD, APD, and BN. For 1000 records and 10% anomalies, all methods performed extremely well. For 10,000 records and 1% anomalies, the FGSS methods and APD performed well, while BN exhibited significantly reduced performance and (as noted above) the AGD runs did not complete.

### 4.2 Emergency Department Data

This real-world data set represents visits to hospital Emergency Departments in Allegheny County, Pennsylvania during the year 2004. Each record represents a patient visit characterized by five categorical attributes: hospital id, prodrome, age decile, gender, and patient home zip code. As in
Das (2009), we inject simulated respiratory cases resembling an anthrax outbreak. The simulated cases of anthrax were produced by a state-of-the-art simulator (Hogan et al., 2007) that implements a realistic simulation model of the effects of an airborne anthrax release on the number and spatial distribution of respiratory ED cases. We treat the first two days of the attack as the test data, thus evaluating a method’s ability to detect anthrax attacks within two days of the appearance of symptoms. It is important for a method to detect the outbreak within these first two days, as early detection and characterization have the potential to significantly decrease morbidity and mortality. Early outbreak detection is difficult, however, as there are typically a small number of observed cases, resulting in only an extremely weak signal. We acknowledge that the challenge of discovering the presence of a subtle, emerging event in space-time data is better addressed by spatial event detection methods (Kulldorff and Nagarwalla, 1995; Kulldorff, 1997; Neill et al., 2005; Neill, 2009) rather than these general methods, but only the general pattern detection approaches are considered in this work. We train the methods on the previous 90 days of data, and evaluate how well each method can detect the signal of an outbreak. Though the simulator provides a detailed model for the effects of an anthrax release, none of the methods are given any information from it. This allows us to test each method’s ability to recognize a realistic, but previously unknown, disease outbreak.

Table 4 compares each method’s average area under the PR and ROC curves. We observe that AGD demonstrates the best performance for identifying which records are anomalous (as measured by area under the PR curve). In our disease surveillance scenario, this corresponds to best identifying which ED visits correspond to anthrax cases in the event of an attack. However, FGSS-BJ demonstrates the best performance for identifying which data sets are anomalous (as measured by area under the ROC curve). In our disease surveillance scenario, this corresponds to detecting that an anthrax attack has occurred. FGSS-HC, APD, and BN all perform poorly compared to FGSS-BJ and AGD. These results support our understanding of the various detection methods, as the data records corresponding to anthrax-related ED visits are not extremely individually anomalous, but there are a large number of similar cases.

### 4.3 KDD Cup Network Intrusion Data

The KDD Cup Challenge of (1999) was designed as a supervised learning competition for network intrusion detection. Contestants were provided a data set where each record represents a single

<table>
<thead>
<tr>
<th>Method</th>
<th>PR</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGSS−BJ</td>
<td>63.8±2.5</td>
<td>95.4±1.7</td>
</tr>
<tr>
<td>FGSS−HC</td>
<td>49.7±2.1</td>
<td>89.1±3.3</td>
</tr>
<tr>
<td>AGD</td>
<td>74.3±2.4</td>
<td>93.2±2.5</td>
</tr>
<tr>
<td>APD</td>
<td>51.5±1.9</td>
<td>91.6±2.2</td>
</tr>
<tr>
<td>BN</td>
<td>47.6±2.0</td>
<td>84.8±4.2</td>
</tr>
</tbody>
</table>

Table 4: Emergency Department Data: Average area (in percent) under the PR curve and ROC curve, with standard errors. For each column, the method which demonstrates the best performance, and those methods with performance not significantly different at significance level \( \alpha = 0.05 \), are bolded.
Figure 1: KDD Network Intrusion Data: Heat map of the average area under the PR curve (measuring performance for distinguishing affected vs. unaffected data records). Darker shades correspond to higher areas under the curve (i.e., better performance). (*) indicates experiments for which the FGSS input parameters were adjusted, as discussed in the text.

<table>
<thead>
<tr>
<th>FGSS-HC</th>
<th>FGSS-Bj</th>
<th>AGD</th>
<th>APD</th>
<th>Bayes Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mailbomb*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smurf</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neptune</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Snmpguess*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guess. Passwd</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warezmaster</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: KDD Network Intrusion Data: Heat map of the average area under the ROC curve (measuring performance for distinguishing affected vs. unaffected data sets). Darker shades correspond to higher areas under the curve (i.e., better performance). (*) indicates experiments for which the FGSS input parameters were adjusted, as discussed in the text.

<table>
<thead>
<tr>
<th>FGSS-HC</th>
<th>FGSS-Bj</th>
<th>AGD</th>
<th>APD</th>
<th>Bayes Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mailbomb*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smurf</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neptune</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Snmpguess*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guess. Passwd</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warezmaster</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These runs did not complete
connection to a simulated military network environment. Each record was labeled as belonging to normal network activity or one of a variety of known network attacks. The 41 features of a record, most of which are continuous, represent various pieces of information extracted from the raw data of the connection. As a result of the provided labels, we can generate new, randomly sampled data sets either containing only normal network activity or normal activity injected with examples of a particular intrusion type. The anomalies from a given intrusion type are likely to be both self-similar and different from normal activity, as they are generated by the same underlying anomalous process. These facts should make it possible to detect intrusions by identifying anomalous patterns of network activity, without requiring labeled training examples of each intrusion type. Das (2009) notes that using all 41 features makes the anomalies very individually anomalous, such that any individual record anomaly detection method could easily distinguish these records from normal network activity. In this case, methods that search for groups of anomalies also achieve high performance, but the differences between methods are not substantial. Thus, following Das (2009), we use a subset of 22 features that provide only basic information for the connection, making the anomalies less obvious and the task of detecting them more difficult. We also use the same seven common attack types as described by Das (2009), and discretize all continuous attributes to five equal-width bins.

In Figure 1 and Figure 2 respectively, we compare the areas under the PR and ROC curves for the different methods, for each injection scenario and intrusion type. We observe very different results for the cases of 1% and 10% injected anomalies. For 1% anomalies, FGSS-HC tends to have highest area under the PR curve, indicating that it is best able to distinguish between anomalous and normal records; FGSS-HC and BN tend to have highest area under the ROC curve, indicating that these methods are best able to distinguish between normal data sets and those containing anomalous patterns. These results are consistent with what we understand about the data and the various methods, since records generated by most of the attack types are individually highly anomalous, and FGSS-HC tends to detect smaller subsets of more individually anomalous records. When the proportion of anomalies is increased to 10%, all methods tend to demonstrate higher performance, as measured by area under the PR and ROC curves. However, now FGSS-BJ and AGD achieve the highest detection performance, with near-perfect ability to distinguish between normal and attack scenarios. These results, while suggesting that the optimal choice of detection method is highly dependent on the type and severity of the network attack, demonstrate that FGSS can successfully detect intrusions across multiple scenarios given appropriate choices of the scan statistic (BJ versus HC) and parameters.

We use alternate values of the FGSS parameters for two of the attack types, Mail bomb and Snmpguess. We separate these two attacks from the others because of a trait that they alone share. For our subset of 22 attributes, all of the records injected by the Mail bomb attack are identical to each other; after the discretization of continuous attributes, the records injected by the Snmpguess attack are also identical to each other and to many normal records. This atypical case, where all the records of interest are identical, rewards the AGD method, which requires large groups of similar records in order to achieve high detection power. More precisely, AGD attempts to maximize the likelihood ratio statistic \( F(S) = \frac{P(D\mid H_1(S))}{P(D\mid H_0)} \). The numerator of this expression becomes large when the injected records are identical, regardless of whether or not the pattern is anomalous, and thus AGD achieves high detection power for these attacks while FGSS (using the standard parameter settings) and other methods perform poorly. However, we demonstrate that the similarity-constrained FGSS-BJ method with adjusted parameter settings of maximum radius \( r = 0 \) and \( \alpha_{\max} = 0.3 \) is also able to achieve high performance comparable to AGD, and much better than the other methods which rely
on the individual anomalousness of the records of interest. We acknowledge that it is not typical to know the appropriate degree of self-similarity or the appropriate value of $\alpha_{\text{max}}$ a priori, though these values could easily be learned by cross-validation given labeled training data for a particular attack type.

4.4 Computational Considerations and Scalability

As noted above, both the AGD and APD methods reduce the search space to maintain computational tractability, which may also harm detection power. Naively maximizing a score function over all possible subsets of $N$ records is $O(2^N)$, and thus AGD uses a greedy search over subsets of records. Das (2009) describes the complexity of AGD as $O(GCN^2)$ where $G$ is the maximum allowable group size (provided as an input to the algorithm) and $C$ is the number of non-zero values of $N_{mjk}$ in $S$. While the greedy search reduces run time, it may find a suboptimal subset of records, and is still computationally expensive. Similarly, naively maximizing a score function over all possible subsets of $M$ attributes is $O(2^M)$, and thus APD reduces its search space to rules consisting of at most two attributes.

Our search procedure can be used to efficiently maximize the score function over subsets of records while exhaustively searching over subsets of attributes (Exhaustive FGSS) or to efficiently optimize over both subsets of records and subsets of attributes using an iterative search procedure (FGSS). Also, we can enforce similarity constraints on the anomalous groups returned, or perform an unconstrained search over all subsets of records and attributes. Figure 3 compares the run times of FGSS and AGD for varying numbers of records $N$ and attributes $M$. For each $N$ and $M$, run times were averaged over 100 data sets, each randomly sampled from the KDD Cup normal network activity data. We only use the BJ scoring function for these experiments, since BJ and HC run times were nearly identical. Also, the BN and APD methods were omitted from the graphs; both methods had extremely fast run times, never requiring more than twelve seconds for any scenario. Though BN and APD are consistently faster as a result of their severely reduced search spaces, this reduction in run time comes at the expense of detection ability, as demonstrated above.

As shown in Figure 3, all four variants of FGSS scaled approximately linearly with the number of records. Both variants of (non-exhaustive) FGSS scaled approximately linearly with the number of attributes $M$, while exhaustive FGSS scaled exponentially with $M$. We note that the run-time overhead associated with the iterative maximization approach used by FGSS does not typically yield speedups over exhaustive FGSS until $M \geq 12$. Finally, we note that constrained FGSS is much more computationally expensive than unconstrained FGSS when $M$ is small, but is very similar in run time for larger $M$.

In addition to comparing the run times of the efficient and exhaustive versions of FGSS, we can also measure how often the efficient version of FGSS finds the globally optimal subset. We define the approximation ratio as the largest value $p$ such that the efficient FGSS method achieves a score within $(100 - p)\%$ of the global maximum score (computed by exhaustive FGSS) at least $p\%$ of the time. For example, an approximation ratio of 95% would signify that FGSS achieves a score within 5% of the global maximum with 95% probability. Results were computed for all values of $N$ shown in Figure 3, and for $M \leq 16$ attributes; for larger values of $M$, it was computationally infeasible to run the exhaustive FGSS method to completion. For each scenario, the FGSS unconstrained search achieved an approximation ratio of 98% or better, while the FGSS constrained search, the procedure used by our main FGSS algorithm, achieved a approximation ratio of 100% (finding
Figure 3: Average run times in seconds of the FGSS and AGD methods, as a function of the numbers of records and attributes.

As can be seen from Figure 3, AGD is considerably slower than our efficient FGSS algorithms, and for small numbers of attributes it is also slower than exhaustive FGSS. The run-time disparity between the various FGSS algorithms and AGD grows with the number of records; we were unable to quantify the difference for data sets of 100,000 records, because AGD required in excess of 24 days to evaluate a single data set with $N = 100,000$ and $M = 1$. In sections §4.1 and §4.3, we were unable to evaluate AGD on data sets of even 10,000 records due to excessive run times. This difference can be attributed to the existence of anomalies in the test data sets used for evaluation: the greedy search procedure used by AGD will continue to grow a group until the maximum group size is reached or the inclusion of the next record does not sufficiently increase the group’s score. When the data set contains anomalies, unlike the “normal” data used in this scalability experiment, AGD will find more anomalous records to group together and thus forms larger groups, substantially increasing its run time.
4.5 Pattern Characterization

Anomalous pattern detection can be described as a form of knowledge discovery, where the knowledge of interest includes not only the subset of data records affected by an anomalous process, but also which subset of attributes are anomalous for these records. Accurately describing which facets of a subset of data are anomalous can be crucial, particularly when discovering a previously unknown pattern type. In addition to identifying the subset of records affected by an anomalous process, our FGSS method also identifies the subset of attributes for which these records are anomalous. The previously proposed APD method also characterizes anomalous patterns by identifying “rules” which correspond to a higher than expected number of individually anomalous records. However, we hypothesize that the identified attributes may not correspond well to the subset of attributes which are anomalous. To test this hypothesis, we compare the pattern characterization ability of FGSS and APD using the semi-synthetic PIERS data. Recall that to generate an anomalous group in the PIERS data, we selected a subset of attributes at random, and regenerated these attribute values for each affected record. The affected subset of attributes for each record is used as the ground truth to which we can compare the subset of attributes identified as anomalous by a given method. We measure each method’s attribute overlap coefficient, defined as

\[
\text{Overlap} = \frac{\left| \text{Predicted Attributes} \cap \text{True Attributes} \right|}{\left| \text{Predicted Attributes} \cup \text{True Attributes} \right|},
\]

for each of the PIERS injection scenarios.

However, it is also important to take into consideration the structure of the Bayesian network used to determine the anomalous patterns. The structure of the network is important in characterizing the pattern, as it represents the conditional dependencies between attributes. When an attribute has an anomalous value, either its corresponding likelihood or the likelihoods of its children given the Bayesian network structure will be low. Therefore, our evaluation framework gives a method credit for identifying either the affected attribute or at least one of its children. To do so, prior to computing the overlap coefficient, each method’s set of predicted attributes is redefined according to the following logic. Given the set of predicted attributes \( A \) and the set of true (affected) attributes \( B \), if there exists an attribute \( A_i \in A \) with a parent \( A_p \in B \), then \( A = A \cup \{A_p\} \), that is, the parent attribute is counted as correctly predicted. If it is also the case that \( A_i \notin B \), then \( A = A \setminus \{A_i\} \), that is, the method is not penalized for identifying the child attribute.

Figure 4 shows a comparison of each method’s overlap coefficient for the PIERS data, averaged across the different numbers of groups and attributes injected. We also include a simple \( p \)-value characterization method in our comparison: this approach evaluates each record in isolation and predicts any attribute whose entire \( p \)-value range is less than or equal to \( \alpha_{\text{max}} \). We feel that this is a more appropriate “straw man” than APD to demonstrate the improvements in characterization ability provided by FGSS. FGSS places all ungrouped records in a group together, and thus we also use the \( p \)-value characterization method to identify a subset of attributes for each ungrouped record. We allow APD to use all detected patterns in order to identify a subset of attributes for each record, using the most significant pattern for which that record is a member. We observe that FGSS-BJ and FGSS-HC consistently demonstrate significantly better performance than the \( p \)-value method, and the \( p \)-value method consistently outperforms APD by a large margin. These results support our hypothesis that the grouping of records that are self-similar and anomalous for some subset of attributes in our FGSS framework results in substantially improved pattern characterization ability.
Figure 4: Pattern characterization accuracy for each method, evaluated on the PIERS data set, and averaged across different numbers of groups and attributes injected.

5. Conclusions

This paper has presented several contributions to the literature on anomalous pattern detection. We formalize the pattern detection problem as a search over subsets of data records and attributes, and present the Fast Generalized Subset Scan (FGSS) algorithm, which efficiently detects anomalous patterns in general categorical data sets. The FGSS algorithm provides a systematic procedure to map data set values to an unbiased measure of anomalousness, empirical $p$-value ranges. The algorithm then uses the distribution of these empirical $p$-value ranges under the null hypothesis in order to find subsets of data records and attributes that as a group significantly deviate from their expectation as measured by a nonparametric scan statistic. We demonstrate that a general class of nonparametric scan statistics satisfy the linear-time subset scanning property (LTSS). This property allows us to search efficiently and exactly over all subsets of data records or attributes while evaluating only a linear number of subsets. These efficient optimization steps are then incorporated into an iterative procedure which jointly maximizes over subsets of records and attributes. Additionally, similarity constraints can be easily incorporated into our FGSS framework, allowing for the detection of self-similar subsets of records which have anomalous values for some subset of attributes.

We provide an extensive comparison between FGSS and other recently proposed pattern detection (AGD, APD) and individual record anomaly detection (BN) methods for general categorical data on semi-synthetic and real-world data sets. Our results indicate that FGSS consistently outperforms the other methods. FGSS excels in scenarios when there is a strong self-similarity among the records generated by an anomalous process, with each individual record only emitting a subtle anomalous signal. FGSS demonstrates improved scalability as compared to AGD, the method with the most comparable detection ability. Furthermore, we empirically demonstrate that, even as FGSS scales to high-dimensional data, it finds the globally optimal subset of records and attributes with high probability. This optimization task can be performed exactly when the number of attributes
is small (e.g., twelve attributes or fewer) using the “exhaustive FGSS” approach described above. When the number of attributes is large, FGSS converges to a conditional maximum (for which the subset of records is optimal given the subset of attributes and vice-versa), and multiple restarts are used to approach the joint optimum. Finally, FGSS not only achieves high detection power but is also able to accurately characterize the subset of attributes for which each identified subset of records is anomalous.

In future work, we plan to extend FGSS in three main directions. Currently FGSS can only handle categorical attributes, which forces it to discretize continuous attributes when evaluating mixed data sets. This constraint only exists because our current method for obtaining record-attribute likelihoods, modeling the conditional probability distribution between attributes with a Bayesian network and using Optimal Reinsertion (Moore and Wong, 2003) to learn the network structure, can only handle categorical attributes. By discretizing continuous attributes, we may lose vital information that would make the task of detecting anomalous patterns easier. Therefore we are currently investigating extensions of FGSS which better exploit the information contained in continuous attributes. We believe that augmenting a Bayesian network, learned only from the categorical attributes, with a regression tree for each continuous attribute will increase the power of FGSS to detect patterns. Second, we are investigating other variants of the nonparametric scan statistic which take into account the dependence between \( p \)-values for a given record and correctly adjust for the multiplicity of tests. Such statistics might increase detection power as compared to the simpler HC and BJ statistics used here, but it is not clear whether they can be optimized efficiently over subsets of the data. Finally, we are also concerned with FGSS being able to better detect novel patterns of interest. Currently, FGSS only maintains a model \( M_0 \) describing the distribution of the data when no anomalous patterns are present, but we plan to extend this approach to maintain models for multiple, known pattern types. We will detect subsets of records and attributes that are unlikely given each known pattern model as well as \( M_0 \), thus enabling FGSS to discover previously unknown pattern types given the current set of known patterns.
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