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ABSTRACT
We propose an algorithm for the compression of ECG signals, in particular QRS complexes, based on the expansion of signals with compact support into a basis of discrete Hermite functions. These functions are obtained by sampling continuous Hermite functions, previously used for the compression of ECG signals. Our algorithm uses the theory of signal models based on orthogonal polynomials, and achieves higher compression ratios compared with algorithms previously reported, both those using Hermite functions, as well as those using the discrete Fourier and discrete cosine transforms.
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1. INTRODUCTION
Many signals encountered in electrophysiology often have (or can be assumed to have) a compact support. These signals usually represent the impulse response of a system or organ to an electrical stimulation recorded on the body surface. Examples include electrocardiographic (ECG), electroencephalographic, and myoelectric signals.

Visual analysis of long-term repetitive electrophysiological signals, especially in real time, is a tedious task that requires the presence of a human operator. Computer-based systems have been developed to facilitate this process. For efficient storage, automatic analysis and interpretation, electrophysiological signals are usually represented by a set of features, either heuristic, such as duration and amplitude, or formal, such as coefficients of the expansion in an orthogonal basis. In the latter case, a continuous basis can be used, and the projection and reconstruction of a compact-support signal are computed using numerical methods for integral approximation, such as a numerical quadrature. Alternatively, a discrete basis can be used, and a discrete signal transform, such as the discrete Fourier transform (DFT) or the discrete cosine transform (DCT), can be applied to a digitized signal—obtained by sampling a continuous one.

In both continuous and discrete cases, usually only a few projection coefficients are used for the storage and reconstruction of a signal, leading to a reconstruction error. The goal of the compression optimization is to minimize the error while achieving the greatest compression (for example, by using the fewest coefficients possible).

In this paper, we study the compression of QRS complexes, which are the most characteristic waves of ECG signals [1]. The structure of an ECG signal and an example QRS complex are shown in Fig. 1. In particular, we examine the expansion of QRS complexes into the basis of Hermite functions. Such functions, in their continuous form, provide a highly suitable basis for the representation and compression of QRS complexes [1, 2, 3, 4]. However, as we discuss in Section 3, the reported computer implementations of such expansion suffer from certain limitations, such as the inability to obtain an exact reconstruction of a signal, large computational cost, and an a priori selection of coefficients for reconstruction.

Contributions. We propose an improved compression algorithm for QRS complexes that expands digitized signals into the basis of discrete Hermite functions, obtained by sampling the continuous Hermite functions at specific points, not necessarily on a uniform grid. This approach is based on results obtained from our recently developed theory of signal models based on orthogonal polynomials [5, 6, 7]. The proposed algorithm achieves the perfect reconstruction of signals, has a lower computational cost, and allows us to choose coefficients for reconstruction from a larger pool of coefficients. Experiments comparing the approximation accuracy demonstrate that the new algorithm performs on par with other algorithms for low compression ratios (less than 4.5), and outperforms them for higher compression ratios.

Organization. Section 2 provides an overview of the continuous Hermite functions and their use for the QRS complex compression. It also introduces Hermite polynomial transforms and their properties. Section 3 describes the new compression algorithm and analyzes its advantages. The compression accuracy of the proposed algorithm and other compression algorithms is compared in the experiments discussed in Section 4. Section 5 summarizes the results presented in this paper.

2. BACKGROUND
Hermit Functions. Consider the family of polynomials $H_{\ell}(t)$, $\ell \geq 0$, that satisfy the recursion for $\ell \geq 2$

$$H_\ell(t) = 2tH_{\ell-1}(t) - 2(\ell - 1)H_{\ell-2}(t),$$

with $H_0(t) = 1$ and $H_1(t) = 2t$. They are known as Hermite polynomials. These polynomials are orthogonal on the real line $\mathbb{R}$.

Fig. 1. (a) ECG structure (image courtesy of National Instruments, http://zone.ni.com/devzone/cda/tut/pfId/6349); (b) QRS complex (centered around the peak).
The first four Hermite functions are shown in Fig. 2. Notice that the Hermite functions have exactly 
M single zeros. The Hermite functions in (5) are orthonormal on \( [a, b] \times \sigma \).

Fig. 2. First four Hermite functions (plotted for the same scale \( \sigma \)).

The first four Hermite functions are shown in Fig. 2. Notice that the Hermite functions have exactly 
M single zeros. The Hermite functions in (5) are orthonormal on \( [a, b] \times \sigma \).

Digital implementation. A computer-based computation of the coefficient (5) and the Hermite expansion (4) has to be performed in the discrete form. The integral in (5) can be computed with a numerical quadrature using, for example, a rectangle rule:

\[
{c}_\ell = \int_{-T}^{T} s(t) \varphi_\ell(t, \sigma) dt \approx \sum_{k = K}^M s(\tau_k) \varphi_\ell(\tau_k, \sigma)(t_k - t_{k-1}).
\]  

Here, \( -T < \tau_{K} < \ldots < \tau_{K-1} < \tau_{K} = T \), and each \( t_{k-1} \leq \tau_k \leq t_k \). The signal is then approximated with \( M \) Hermite functions as

\[
\hat{s}(\tau_k) = \sum_{m=0}^{M-1} c_{\ell m} \varphi_{\ell m}(\tau_k, \sigma).
\]

Let \( t_k \) be such that \( t_k - t_{k-1} = \Delta \) for all \( k \). Then (6) and (7) can be expressed in the matrix-vector notation. Let

\[
s = \left( \begin{array}{c} s(\tau_{K}) \\ s(\tau_{K-1}) \\ \vdots \\ s(\tau_{K-m}) \\ c_{M-1} \end{array} \right), \quad c = \left( \begin{array}{c} c_0 \\ \vdots \\ c_{M-1} \end{array} \right), \quad \hat{s} = \Phi c,
\]

where \( \Phi \in \mathbb{R}^{(2K + 1) \times M} \), such that its \( m \)-th column is the \( \ell_m \)-th Hermite function sampled at the points \( \tau_{K-1}, \tau_{K-2}, \ldots, \tau_{K-m} \):

\[
\Phi_{k,m} = \varphi_{\ell m}(\tau_k, \sigma)
\]

for \( -K \leq k \leq K, 0 \leq m \leq M \). Observe that for perfect reconstruction \( \hat{s} = s, \Phi \) must be an orthogonal matrix: \( \Phi^T \Phi = I_{2K + 1} \).

Compression of QRS complexes: Previous work. The compression of QRS complexes using the expansion into continuous Hermite functions has been studied in [1, 2, 3, 4]. It was originally motivated by the visual similarity of QRS complexes, centered around their peaks, and Hermite functions, as can be observed from Figs. 1 and 2. Varying the value of \( \sigma \) allows us to “stretch” or “compress” the Hermite functions \( \varphi_\ell(t, \sigma) \) to optimally match a given QRS complex.

Since ECG signals are usually available as discrete signals equidistantly sampled at \( \tau_k = k \Delta \), previous works used \( t_k = \tau_k = k \Delta \) in (8). In addition, they proposed to use only the first \( M \) Hermite functions \( \varphi_0(t, \sigma), \ldots, \varphi_{M-1}(t, \sigma) \) for the approximation of QRS complexes.

Hermite polynomial transforms. In [5, 6, 7], we developed a new class of signal models based on orthogonal polynomials\footnote{A family of polynomials \( \{P_\ell(t)\}_{\ell \geq 0} \) is called orthogonal, if they satisfy a recursion of the form \( tP_\ell(t) = a_\ell P_{\ell-1}(t) + b_\ell P_\ell(t) + c_\ell P_{\ell+1}(t) \), usually with initial conditions \( P_0(t) = 1 \) and \( P_{-1} = 0 \). Each family is orthogonal over an interval \( I \subseteq \mathbb{R} \) with a weight function \( u(t) : \int_I P_\ell(t)P_m(u) dt = 0 \) if \( \ell \neq m \). Each polynomial \( P_\ell(t) \) has exactly \( \ell \) simple real roots. Hermite polynomials are an example of orthogonal polynomials.}. Due to the lack of space, we omit the discussion of these signal models, and only mention the results that are used in Section 3 to construct an optimized QRS complex compression algorithm.

Consider a set of distinct sample points \( \alpha = \{\alpha_0, \ldots, \alpha_{n-1}\} \) and a set of linearly independent polynomials \( P = \{P_0(t), \ldots, P_{n-1}(t)\} \). The \( n \times n \) matrix

\[
\mathcal{P}_{\alpha, n} = \left( P_\ell(\alpha_k) \right)_{0 \leq k, \ell < n},
\]

depends on the computational cost of \( c_\ell \), the \( M \) corresponding coefficients \( c_0, \ldots, c_{M-1} \) can be chosen a priori, so that only they are computed. Alternatively, a larger pool of coefficients can be computed, from which \( M \) are selected. For an orthonormal basis, it can be demonstrated that selecting coefficients with the largest magnitude minimizes the approximation error, computed as the energy of the difference between the signal \( s(t) \) and its approximation with \( M \) basis functions.
is called a polynomial transform. In general, it is non-trivial to compute the inverse \( \mathcal{P}_{P,\alpha}^{-1} \). However, in the particular case when \( P(t) = \frac{1}{\sqrt{2\pi}} e^{t^2} H_{n}(t) \) for \( 0 \leq \ell \leq n \) are scaled Hermite polynomials, and \( \alpha_0, \ldots, \alpha_{n-1} \) are the roots of \( P_n(t) \),

\[
\mathcal{P}_{P,\alpha}^{-1} = \mathcal{P}_{P,\alpha}^T D,
\]

where \( D \in \mathbb{R}^{n \times n} \) is a diagonal matrix whose \( k \)-th diagonal element is \( \sqrt{2/n}/P_{n-1}(\alpha_k) P_n'(\alpha_k) \).

Using the decomposition algorithm for polynomial transforms derived in [9, 6], a matrix-vector product with \( \mathcal{P}_{P,\alpha} \) can be computed with only \( 3n + O(\frac{n}{2} \log_2 \frac{n}{2}) \) operations instead of \( O(n \log_2 n) \), which is the best known computational cost [10]. As a result, the cost is reduced approximately by a factor of 2. Similarly, we can use (10) to compute a matrix-vector product with \( \mathcal{P}_{P,\alpha}^{-1} \) with only \( 4n + O(\frac{n}{2} \log_2 \frac{n}{2}) \) operations instead of \( O(n^2) \) operations that are required in general. The resulting reduction of the computational cost is even more significant, especially for large values of \( n \).

3. PROPOSED ALGORITHM

The compression algorithm based on the expansion into continuous Hermite functions has several important limitations. It does not achieve the perfect reconstruction of a signal \( s \), since \( \Phi \Phi^T \neq I_{2K+1} \) for \( \tau_k = k\Delta \). As a result, \( \hat{s} \) will not converge to \( s \), regardless of the number \( M \) of Hermite functions used for the construction of an approximation. This problem could be solved by setting \( M = 2K+1 \) and using \( \Phi^{-1} \) instead of \( \Phi^T \) to compute \( \hat{c} \) in (8). However, the matrix-vector product \( \Phi^{-1} \) requires \( O((2K+1)^2) \) operations. This cost can be prohibitive for large \( K \), and makes this approach impractical. Finally, the solution suggested in previous works, that uses the first \( M \) Hermite functions, may not be the optimal choice for the construction of \( \hat{s} \) with \( M \) basis functions.

**Proposed algorithm.** In Section 2 the parameter \( \sigma \) was used to “stretch” and “compress” the Hermite functions \( \varphi_k(t, \sigma) \) relatively to the signal \( s(t) \). Alternatively, we can fix \( \sigma = 1 \), and introduce a parameter \( \lambda \) to “stretch” and “compress” the signal \( s(t, \lambda) \). In this case the numerical quadrature (6) becomes

\[
c_{\ell} = \int s(t, \lambda) \varphi_{\ell}(t, 1) dt \approx \sum_{k=-K}^{K} s(\tau_k, \lambda) \varphi_{\ell}(\tau_k, 1)(t_k - t_{k-1}).
\]

Furthermore, we can use different, non-equispaced sampling points. Let \( \tau_k = \alpha_k - K, -K \leq k \leq K \), be the roots of the Hermite polynomial \( H_{2K+1}(t) \), and define polynomials \( P_{\ell}(t) = \frac{1}{\sqrt{2\pi}} e^{t^2} H_{\ell}(t) \). Then \( \Phi \) in (8) has the form

\[
\Phi = \pi^{-1/4} W^T \mathcal{P}_{P,\alpha},
\]

where

\[
W = \text{diag} \left( e^{-\alpha_k^2/2} \right)_{0 \leq k < 2K+1}
\]

is a diagonal matrix, and \( \mathcal{P}_{P,\alpha} \) is given in (9).

Furthermore, if \( M = 2K+1 \), then it follows from (10) that the columns of \( \Phi \) form an orthogonal basis:

\[
\Phi \Phi^T = \pi^{-1/2} W^2 D^{-1} = \Lambda.
\]

In order to account for the vector norms, we pre-multiply the input signal \( s \) with the weight matrix \( \Lambda^{-1} \), and thus compute

\[
\hat{c} = \Phi^T \Lambda^{-1} s
\]

instead of \( c = \Phi^T s \) in (8).

4. EXPERIMENTS

**Setup.** In order to analyze the performance of the proposed compression algorithm, we study the compression of QRS complexes extracted from ECG signals obtained from the MIT-BIH ECG Compression Test Database [11]. A total of \( N = 29 \) QRS complexes are used. Each complex is available as a discrete signal of length \( 2K+1 = 27 \), and represents a continuous signal of duration 104 milliseconds sampled at 250 Hz.

For the original compression algorithm that uses continuous Hermite functions, we compute \( 2K+1 \) coefficients \( c_0, \ldots, c_{26} \). Among them, we select \( 1 \leq L \leq 27 \) coefficients with the largest magnitude, construct the approximation \( \hat{s} \) using the transpose of \( \Phi \), and compute the approximation error

\[
E_L = \frac{||\hat{s} - s||_2}{||s||_2}.
\]

For the new compression algorithm, we have to re-sample the QRS complexes at points \( \tau_k \), \( \lambda \) proportional to the roots \( \tau_k \) of \( P_{2K+1}(t) \). To do so, we interpolate the available discrete signals with sinc functions, and sample it at points \( \tau_k \sigma \). Then we compute \( 2K+1 \) coefficients, select \( L \) ones with the largest magnitude, construct the approximation using the inverse transform, and compute the approximation error.

In addition, we study the accuracy of compression algorithms based on two widely-used orthogonal discrete signal transforms—DFT and DCT. As above, we apply the transforms to \( s \), select \( L \) largest coefficients, and compute the approximation error of the reconstruction \( \hat{s} \).

The purpose of the experiment is to obtain average approximation errors of 10% and 5% with the fewest coefficients possible. This goal is motivated by the observation that an approximation that captures 90% of the energy of a QRS complex is sufficient to represent its large-scale features. An approximation that captures 98% of the
energy is sufficiently similar to the original to be used for correct analysis and interpretation, and does not introduce artifacts into the QRS complex. Fig. 3 gives an example of such approximations.

Results. The average approximation errors that were computed during the experiments are plotted in Fig.4. To obtain the average reconstruction error of 10%, our algorithm requires only \( L = 5 \) coefficients out of \( 2K + 1 = 27 \) (compression ratio 5:4), while the original Hermite algorithm requires 6 coefficients, and DFT and DCT-based algorithms require 7 coefficients (4.5 and 3.86, respectively). To obtain the error of 5%, our algorithm, as well as the ones based on DFT and DCT, requires 8 coefficients (compression ratio 3.5), while the original Hermite algorithm requires 17 coefficients (1.6).

Discussion. As we observe from Fig.4, the new compression algorithm has the lowest approximation error among all algorithms if the compression ratio is 4.5 or higher; i.e. if we use up to 6 out of 27 coefficients for reconstruction. For lower compression ratios, it performs on par with the algorithms based on DFT and DCT, and significantly outperforms the original Hermite algorithm.

The choice of the values for parameters \( \sigma \) and \( \lambda \) is crucial for optimal representation of signals. We have obtained the best results using \( \sigma = \lambda = 0.017 \) for all \( N = 29 \) test signals (these values are for variables \( t \) and \( \tau \) measured in seconds). However, in computer-based systems these parameters can be adjusted automatically for each ECG signal to achieve a yet higher accuracy of compression and approximation.

5. CONCLUSIONS

We have constructed a new algorithm for the compression of QRS complexes. The proposed algorithm is based on the expansion of signals with compact support (such as ECG signals) into the basis of discrete Hermite functions sampled from continuous Hermite functions at sampling points that are the roots of a corresponding Hermite polynomial. The new method uses results from our recently developed theory of signal models for orthogonal polynomials, and achieves a better compression ratio than the original algorithm based on continuous Hermite functions. In addition, the computational cost of the compression and approximation is reduced.
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