





further include email communications, photographs, social network
access, even financial and medical information. And with each new
application a user considers, she must determine to grant that
developer with access to her data.

Below we will explore the research that has been done to understand
the security model of the Android operating system, the current
permissions model, and users’ expectations regarding their phones.
While Apple’s i0S, Microsoft’s Windows Phone, and BlackBerry’s
BlackBerry OS each have their own set of interesting properties and
levels of user control, we will focus on Android due to its historically
more detailed permissions system and its large user base.

5.1 ANDROID AS A MAJOR SMARTPHONE
PROVIDER

Since the launch of the first Android phone in fall 2008 the rise of
the platform has been spectacular. Android phones accounted for
over half of all smartphone sales as of Q3 2011 [45]. With each
smartphone sold, more users are downloading applications from the
Android Market. As of May 2011, Google reported that over
200,000 applications were available in the Android Market and that
those applications had been installed 4.5 billion times in total [8]. As
of May 2012, Google has now reported over 15 billion downloads,
and over 500,000 applications, with both of these numbers
continuing to increase [74].

Applications are not pre-screened, instead users are given the
opportunity to decide from all submitted applications which
software to install on their phone. Android app rating and
recommendation site AppBrain reports that 33 percent of the
Applications in the Android Market are rated as “low quality.”
Additionally, a 2011 Juniper Networks report found “a 472%
increase in Android malware samples since July 2011 [to November
2011]” [81]. Similar studies from McAfee [67], Kaspersky Lab [80],
and Symantec are all reporting continued exploits. F-Secure’s recent
Mobile Threat Report (Q4 2012) attributed 79% of all mobile threats
in 2012 to Android (up from just 11% in 2010) [32].

Juniper attributes this rise in Android malware to the ease of posting
Android applications to the market, as they state: “all you need is a
developer account, that is relatively easy to anonymize, $25 and you
can post your applications. With no upfront review process, no one
checking to see that your application does what it says...” [81].

Thttp://www.appbrain.com/stats/number-of-android-apps






finding prevalent “permissions creep,” due to “existing developer
APIs [which] make it difficult for developers to align their
permission requests with application functionality” [111]. Felt et al.,
in Android Permissions Demystified, attempt to further explain
permissions to developers [39]. However, neither of these papers
explore end-users understanding of permissions. In our own
experiments we find users attempt to rationalize why applications
request specific permissions, trying to understand the developers’
decisions, even if their understanding of these requests is flawed.

There is also a growing body of research that comes up with novel
attack vectors for applications to request more permissions than the
users see the application requesting [10]. This work, while
interesting, is largely out of scope as we will focus on the
permissions the users could expect to have accessed.

Others who have looked at Android permissions have attempted to
cluster applications that require similar permissions to simplify the
current scheme [9] or have attempted a comparison of modern
smartphone permission systems [7]. They find that Android
permissions provide the most information to users (compared to
other modern smartphone OSs such as Symbian, Windows Phone 7,
and iOS), however our interviews show that much of the
information provided is not understood.

5.3 ANDROID PERMISSIONS AND PRIVACY
RESEARCH

The majority of research done on Android permissions and user
expectations has been done by two separate teams at Berkeley. Felt
and her colleagues have published a series of papers on the Android
permission model, and how users understand it. They show that
most users do not pay attention to the permissions screens at install
time (17%) and that only three percent of their surveyed users had a
strong comprehension of what the permissions were actually asking
for access to [38]. They also performed a large risk-assessment
survey of users’ attitudes towards possible security and privacy
risks, and possible consequences of permission abuses [37], a
ranking which assisted with our own feature selection in Chapter 7.
Finally, they have a paper detailing other possible methods for
asking for permission, with a set of guidelines for presenting these
privacy and security decisions to users [36]. We will revisit their
suggestions in Chapter 8.

Moving away from permissions, King has explored user expectations
across the entire use of their smartphones. This broader



investigation, interviewing both iPhone and Android users
highlighted difficulties in recognizing the difference between
applications and websites, personal risk assessments of possible
privacy faults, and how users select applications in the application
marketplaces [62].

Neither King nor Felt has proposed and tested alternative
permissions displays, or other ways to help users select applications
in the Android Market as we will in Chapter 7.

Others have proposed using crowdsourcing to help facilitate users’
understanding of applications permissions [116]. While we believe
this approach is not without merit, as an understanding of the
current types of permissions is beneficial to users, this still involves
active awareness of applications requesting permissions in the
install process. Lin et al. have more recently explore how some
automation and crowdsourcing can be used to map user’s
expectations of privacy on Android [71].






EXPLORING ANDROID
SMARTPHONE USE AND
APPLICATION INSTALLATION

EXPERIMENT

We performed 20 semi-structured interviews in two cities to
determine whether people read and understand Android
permissions screens. While doing this we also explored
consumer thoughts on the Android ecosystem as a whole,
what they hear about Android online and in the news, how
they select applications, and what concerns they have about

using smartphones.

6.1 RESEARCH QUESTIONS

1. How do Android users use and perceive their smartphones?
2. How well do Android users understand Android permissions?

3. What do Android users consider when downloading new
applications?

TPortions of this chapter first appeared as “A Conundrum of Permissions: In-
stalling Applications on an Android Smartphone” [61].
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2. In March of 2012 Google re-
branded the Android Market as
Google Play. For the remainder
of this thesis we will refer to both
as simply the Android Market.

6.2 INTRODUCTION

This chapter serves as an initial investigation into how Android
smartphone users use and understand their mobile devices. This
research was conducted concurrently with the work of King and Felt
mentioned in the last chapter.

While security researchers may have a proclivity to focus exclusively
on the questions of privacy and security in application choice, this
research was conducted with a slightly broader focus towards the use
of an Android phone.

With that in mind, we will be framing this interview study around
what we believe are the two relevant security and privacy questions
that the Android market requires users to make when reviewing
potential applications (or apps) for their device.

1. Do I believe this application will compromise the security and
function of my phone if I install it?

2. Do I trust this developer and their partners with access to my
personal information?

To answer these questions, users leverage word-of-mouth, market
reviews and ratings, the Android permissions display, and a host of
other considerations to make decisions that protect their mobile
privacy and security.

We conducted a series of 20 semi-structured interviews to better
understand how users navigate the Android Market, install and use
third-party applications, and comprehend the decisions they make
at install time.

The remainder of this chapter will detail several variations of the
Android permissions displays, our interview methodology, the
demographics and expertise of our participants, and finally a
collection of participant responses that qualitatively detail their
ability to make decisions in the Android ecosystem.

6.3 ANDROID PERMISSIONS AND DISPLAY

Android application permissions are displayed to users at the time
they decide to install any app through the Android Market? on the
web or on the phone. Apps downloaded from third-party app stores
(e.g., onlyAndroid, the Amazon Appstore for Android, etc.) do not
necessarily show full permissions on their websites, however upon
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Figure 6.1: The figure above shows the workflow for installing applications and viewing application permissions in earlier
versions of the Android Market. Screen 1 shows the Amazon Kindle application as displayed in the Android Market. If

a user were to click “FREE,” circled in red, they are shown Screen 2, which allows them to Accept permissions and install
the application, or to click the “More” button which leads the user to Screens 3 and 4.

installing the application package (APK) the user is presented with a
permissions screen variant.

Permissions are shown within the Android Market as detailed in the
Figure 6.1. A user browses applications using the view shown in
Screen 1. Here there is a truncated description, information about
ratings, reviews, screenshots, and much more information about the
app, the developer, and related apps. If a user decides to install the
app they click the button labeled with the price of the application,
here FREE. This brings them to Screen 2, where they are given a
short list of permissions. If users double tap the FREE button on
Screen 1, they skip Screen 2 and essentially approve the permissions
without viewing the permissions display. Though Screen 2 serves the
sole purpose of an interstitial permissions display between the
market and a purchase decision, the complete list of permissions is
not displayed.

To explore the full application permissions request they would click
the More expander, bringing them to Screen 3. Here they would see
a more complete list of permissions with some permissions shown in
red and a Show all button, which displays the entire list if toggled.
This is a needless multi-step process where a single list would be
simpler for users.

At no point in this process is there an explicit way for users to cancel.
The only way for users to not install the application after viewing the



Figure 7.4: The three privacy/permissions display conditions we tested in our experiments.

provide fair consideration and assist users’ who choose to use
permissions requests to inform their decision.

In an ideation phase, we created a series of possible locations and
styles of display for this information. We decided on six realistic and
distinct locations for inclusion of privacy information and five
different display styles for this information (Figure 7.6).

7.3.3 Prototype Privacy Facts Design

The custom privacy display that we tested in our interview and
online testing rounds is the Privacy Facts Checklist Display shown in
situ (Figure 7.4B. Privacy Facts). The display has several features:

Information— The display has two areas of information. The first
with the header “THIS APP COLLECTS YOUR,” describes eight types
of information the app may collect: Personal information, contacts,
location, calendars, credit card/financial, diet/nutrition,
health/medical, and photos. The second header specifies “THIS APP
USES” and lists advertising and analytics. Each of these ten items
has a checkbox next to it, indicating use.

Display Style— The display is 270 pixels tall and the full width of
the device (matching all other standard application display sections).
For comparison, the rating histogram is 162 pixels tall and the
screenshots are the same as our privacy display at 270 pixels.? The
display has a bold header “Privacy Facts” in a non-Android-standard
type.® The remainder of the label is presented in the standard

2. There is variation in screenshot
size on different Android phone
models. The measurements above,
and throughout this chapter, are
from a Google Nexus One which
has an 480x800 pixel display.

3. By using a bold non-standard
type we draw attention to this
section, and also indicate a sense
of authority. The font used is Exo
from the Google Font Library.



7.3.4  Prototyping Round

This section details a round of iterative MTurk studies. We
conducted these short microtests to explore multiple design
possibilities before moving to our interview study. We tested two
different placements of privacy information: on the main
application display screen and on the permissions display screen, the
current location. We also tested two of our own design styles: the
checklist described above, a privacy meter, the combination of both
designs, and the current permissions display.

These microtests were performed for three reasons:

1. To see if the display of privacy information would have any
measurable affect.

2. To compare “similar” apps and check for brand/app awareness.

3. To test our custom HTML Android Market.

While we will not detail all of the microtests here, we verified that
the applications we were testing were relatively similar in nature. We
tested with a set of 18 test applications. We also used these tests to
limit the number of possibilities we would need to test in the
interview study, and fixed small bugs with our simulated Android
Market. We found the Privacy Facts checklist and the Privacy Facts
meter (see Figure 7.8) performed similarly, with both having a
similar rate of decision change (in early testing approximately a 5%
decision shift for every checklist item or 10% bar increase).
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Figure 7.8: The tested Privacy Facts checklist display (on the right) compared to

one of the meters we tested in this prototyping round (on the left).

All of the applications we used for testing here and for the remainder
of the chapter are real Android applications that could be found and



downloaded in the market. Their names, screenshots, descriptions,
features, ratings, and reviews are all authentic. However, we largely
picked applications in the 1,000 to 10,000 download range, meaning
the applications would not have been seen or used by most
participants. All of the applications we tested had 4-star ratings with
one exception (Flight Tracker, 3-star) to specifically test rating
effects. For all competing application pairs we displayed three text
reviews per application, one 2 or 3-star, one 4-star, and one 5-star
review.

We also found that not all applications, even after we had adjusted
ratings and reviews to be of similar quality, score evenly. While all of
our initial word game and nutrition applications selections were
relatively comparable, we witnessed unexpected differences in flight
tracking and document scanning. In the case of Twitter, one of our
earlier choices, twicca, performed so poorly that we removed it and
replaced it with Twidroyd. This round allowed us to make fine
adjustments to the applications, adjusting ratings, application
names, developer names, and other features to try to create balanced
app choices.

To test brand, we picked a popular type of application, streaming
music. This round showed us that Spotify and Pandora have very
high brand recognition, with more than half of our participants
recognizing these applications. By continuing to test with Spotify in
the next two phases we are able to compare a well recognized
application, with a similarly featured but less widely known
application, to compare how privacy competes with brand effects.

For the remainder of this chapter we will look at only one custom
privacy display, the checklist design, discussed in detail above.

7-4 METHODOLOGY

We ran our experiment in three phases, our MTurk microtests, our
20-participant laboratory exercise and interview study, and an
online 366-participant MTurk app comparison survey.

In our studies we asked participants to actively consider how and
why they download applications in the market, complete our
application-selection task, and then discuss that experience. In both
studies, the core of the experiment was an application-selection task
using different market designs that vary in how privacy information
is presented.

Our study design was based on a similar study run by a team of
researchers at Berkeley. The researchers had participants decide



whether to install applications on a computer to see whether people
read license agreements at install time. Their users evaluated the
software tools as complete packages, based on brand, design,
functionality, and also End User License Agreements [48]. Similarly,
we seek to understand whether people read the permissions display
or our updated privacy facts display when installing software on an
Android smartphone, and whether we can manipulate their
decisions through improved design and information.

7.4.0.1 Application-selection task

The main task (used in both studies) asked participants to select one
application from each of six pairs of applications we presented in our
“custom Android market.” We presented two applications for each of
the six categories (below). All of the applications we used were real
applications that could be found and downloaded in the market.
Their names, screenshots, descriptions, features, ratings, and
reviews were all authentic. However, we picked most applications in
the 1,000 to 10,000 download range, such that the applications
would not have been seen or used by most participants. We
displayed three text reviews per application, one 2- or 3-star, one
4-star, and one 5-star review.

In four of the comparisons we tested applications that were roughly
equivalent (Twitter, document scanning, word game, nutrition app).
In each of these four cases participants were presented with two
applications with different permissions requests, detailed in

Table 7.3. In each of these choices one of the applications requested
less access to permissions and personal information (low-requesting
v. high-requesting).

We also tested two special-case comparisons, to begin to explore the
effects of rating and brand. In the flight-tracking comparison, we
modified one of the applications (FlightTracker, low-requesting), to
have an average rating of 3-stars. All of the other applications in all
categories had 4-star average ratings. In the case of streaming music
apps, we tested Spotify, a highly-known (shown in pre-tests)
application with over 50 million downloads. Nearly all of our
participants recognized this application.

7.4.1 Lab Study

To test the privacy facts display, and explore our research question,
we conducted a series of semi-structured laboratory exercises in July
2012 with 20 participants in Pittsburgh. This was a
between-subjects design. For the main application-selection task ten



participants saw the privacy facts checklist, and the other ten saw
the current Android permissions display. We performed exploratory
follow-up interviews seeking broad understanding of participants’
interactions with their smartphones as well as diving deeply into
issues surrounding the display of permissions, understanding of the
terms in the checklist/permissions display, the safety of Google Play,
and possible harms of information sharing.

We recruited participants through flyers and local Craigslist
postings. Each candidate filled out a short pre-survey online before
the exercise, which allowed us to confirm they used an
Android-enabled smartphone. Those participants who opted into
the experiment arrived at our lab and completed our consent form
allowing us to make an audio recording of their interview. We
performed the study in an on-campus lab and audio recorded the
interviews. Participants’ quotes throughout the remainder of the
paper are taken from transcriptions made from the audio recordings
of the interviews.

Participants were assigned randomly to conditions (without any
balancing for gender, time using android, technical knowledge, or
age). They were paid $20 for successful completion of the interview,
in the form of their choice of Target, Starbucks, or Barnes & Noble
gift cards.

7.4.2 Exercise and Interview focus
The lab study followed a semi-structured format, outlined here:

e Android introduction: We asked participants basic questions
about their Android experience to create a welcoming start
and understand their familiarity with the system.

e General new smartphone advice: We asked participants what
advice they would give to a hypothetical friend, someone less
tech-savvy, who has just gotten a brand new
smartphone—what pitfalls they should avoid, what every
smartphone user must do, what applications every
smartphone user should have.

e Specific new smartphone advice: We then continued the
scenario, asking our participants to think about the same
friend, but that friend is now looking for six specific
applications, and we provided the following text handout:

— Word games for killing time — “I really like word games
like Scrabble, but it would be great to have a few things
on there for when I need to kill time.”



— Nutrition/Health — “T keep dieting but an app that
helped me keep track of calories would be great.”

— Music — “Ilike to listen to music but don’t have a large
music collection myself.”

— Flight tracking — “I fly a lot, but I still get a bit anxious
and I want to be able to track my flights.”

— Scanning receipts — “I frequently have to travel for
work, and am so bad about keeping all my receipts
together. Is there an app that helps me scan in my
receipts and save them?”

— Twitter — “My friends keep telling me I should use
Twitter more, and I do like to follow some celebrities with
it, but [ don’t just want to use the main Twitter app.”

We then asked them if they had any specific advice or
applications they would recommend for each category. If they
weren’t sure, we asked them what their strategy for finding an
application for that category would be.

e Application-selection task: After verbalizing their suggested
applications and strategies we provided them with a Google
Nexus One smartphone which we said was their friend’s new
phone. We showed them a “modified Android Market” and
told them that this modified market had two applications
from each of the six categories described (12 applications
total). These were the two applications their friend was
deciding between. We asked them to go take as much time as
they needed to decide which was the better choice and to
download their selection.

e Post task explanation: After they completed the task we had
them explain why they chose the applications they did. We
asked a series of questions about what they would have done
differently in real life, and if they noticed anything different
about the market they used on their friend’s phone.

e Android in the news and malicious activity: We then switched
gears and had them tell us what they had heard about Android
and applications in the news or on the internet. We then asked
if they had heard anything about malicious applications and if
they had concerns with their information.

e Android permissions and privacy displays: We then drilled
down to the privacy and permissions issues, asking if they had
noticed the new display or used the current permissions
display, depending on condition. We showed them
companions of the apps printed on paper, had them define a
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DroidScan Lite - - - - - - - X - - 1
Mobile Doc ScanlLite X X - - - - - X - X 4
Calorie Counter X - - - - - - - - X 2
Doc’s Diet Diary XXX - - X - X - X 6
Rdio X X - - - - - - - - 2
Spotify X X X - X - - X X X 7
Flight Tracker X - X - - - - - - - 2
iFlights X - X X X - - - - X 5

Table 7.3: The privacy facts checklist for each application. In each application
category, one of the two application requested access to fewer permissions (always

shown first).

participants noted that while the music streaming applications were

free (as were all the applications we tested), they might have to
purchase a subscription, or be unable to access certain functionality

after a trial period ended. Participants generally wanted to avoid

applications where features would expire or that would require later
costs, but more importantly they expected the details of these

arrangements to be extremely clear in the descriptions.

7.5.2.1 Android in the news and malicious activity

Most participants reported not seeing much about Android in the
news, and most of what they did see was comparisons between

Apple’s i0S and Android. When we asked about reports of malicious

apps, or apps doing unintended things, participants said they had
not heard about this. Many believed that it could be hypothetically
possible. One participant said “Like, [ have wondered, oh could an

app be a virus,” another “I've heard about viruses, that they can
actually shut your computer or phone down. Spyware.”



7.5.2.2 Permissions and Privacy terminology

To test whether the terms we selected for the Privacy Facts display
were understandable, we asked participants to explain what each
term meant. While most were very clear, Personal Information and
Analytics were the two that participants had the most trouble with.
Personal Information answers were often too broad, encompassing
things we did not intend. For example, one participant defined it as
“That would mean like... interactions within the phone, Gmail,
Messaging, Calling different people.”

Participants generally preferred the checklist and its terminology.
One participant said, “[Privacy Facts is] very straightforward to me.
And that is something I noticed, [ was thinking, Oh this is cool, is
this what they are doing now. That is why I didn’t say anything about
it. I can immediately go: No, Yes, No, Yes.”

Only two participants explicitly mentioned privacy information in
their application-selection decisions, both in the Privacy Facts
display condition. One participant, said, “If this one is offering the
same thing and they want less of your information, I would go with
the one that wants less of your information.” This comment shows
her awareness of the privacy information, but also that the
functionality must be matched between apps.

7.5.3 Task time and permission views

Overall, the entire laboratory exercise ranged from 29 minutes to 59
minutes (average 39:53). Participants spent between 3 minutes and
47 seconds to 25 minutes and 6 seconds on the application-selection
task. There was no statistically significant difference between
conditions (two-tailed t-test, p = 0.726), although participants who
saw the privacy facts checklist took on average 50 seconds more
(11:40 v. 10:51) to complete the task. For complete timing
information see Table 7.5.

Across all participants in the Android permissions condition, the
permissions screen was used by participants for about half the
selection decisions. Four participants decided which applications
they would select without ever looking at any permissions screens.
Another four participants looked at permissions for all the
applications they selected. A6 looked at both Twitter applications
permissions, but did not look at the permissions for either of the
flight applications. A9 looked at only the permissions for the Twitter
application she selected and no other applications.

Across all 31 permission screen views, participants spent between 1






Number of Number

permissions of seconds
Time to screens spent on
complete task viewed permissions
P1 22:06
p2 3:54
P3 9:48
P4 14:51
P5 9:40
P6 9:23
p7 24:20
P8 25:06
P9 15:12
P10 8:29
Average 11:40
Al 13:49 6 6,5,2,2,2,2
A2 9:50 6 2,2,2,3,2,3
A3 8:23 0 -
A4 9:32 0 -
A5 7:03 0 -
A6 13:00 6 4,2,10,5,11,1
A7 3:47 0 -
A8 9:24 6 4,3,1,2,2,1
A9 16:12 1 9
A10 17:32 6 2,1,2,2,2,2
Average 10:51 3.19 seconds

Table 7.5: Timing information for the application-selection task across both con-
ditions and the time spent on permissions screens by participants viewing the
permissions display. Participants in the Privacy Facts condition could not look

at the standard android permissions displays. The Number of seconds spent on
permissions column shows how long a participant looked at a permissions screen
each time they did so.



Lab Study Online Study
Privacy  Android Android ~ Privacy  Diff. from Permissions  Diff. from Inline v.
Facts  Display Display Facts Android p-value Inline android  p-value Facts
(n=10) (n=10) (n=120) (n=123) (n=123)
Wordoid! 60% 50% 40.8% 61.0% 49.6%
Word Weasel 30% 50% 59.2% 39.0% 20% 0.002 50.4% 9% 0.198 0.095
Twidroyd 70% 20% 25.0% 52.9% 35.8%
Plume 30% 80% 75.0% 47.2% 28% < 0.001 64.2% 11% 0.051 0.014
DroidScan Lite 90% 90% 73.3% 60.2% 62.6%
M. Doc Scan Lite 0% 10% 26.7% 39.8% -13% 0.031 37.4% -11% 0.076 0.784
Calorie Counter 70% 100% 55.8% 73.2% 73.2%
Doc’s Diet Diary 30% 0% 44.2% 26.8% 17% 0.005 26.8% 17% 0.005 1
Rdio 40% 30% 17.5% 28.5% 22.8%
Spotify (brand) 60% 70% 82.5% 71.5% 11% 0.048 77.2% 5% 0.340 0.381
Flight Tracker 40% 20% 40.8% 35.0% 37.4%
iFlights (rating) 50% 80% 59.2% 65.0% -6% 0.358 62.6% -3% 0.601 0.791

Table 7.6: Application selections in the laboratory and online studies. The application that requested access to fewer per-
missions (the privacy-protective choice) is always displayed on top. Statistics for the online study are comparisons to the
base Android display. The right-most column shows the significance between the checklist and the inline permissions.
Differences in bold, Fisher’s Exact. Comparisons with the Android display were planned contrasts. The final comparison
between the permissions inline and privacy facts display is Holm-corrected with an adjusted alpha of 0.01667.

privacy information from its format. It showed the standard
Android Permissions Display, but positioned on the app display
screen (where Privacy Facts is located) rather than in the standard
location after the user tapped “Download.” This condition tested
whether it was only the existence of any privacy information on the
application screen that changed behavior, or the checklist format
and position.

We used the graphic design of the permissions display from the
current Google Play store; however, we modified the labels to
present the same information as our Privacy Facts display (including
health, nutrition, advertising, and analytics). An example of this is
shown in Figure 7.4C.

7.6.1 Demographics

Of our 366 MTurk participants 59% were male and 41% were female
(markedly different from our lab study). Our participants were
between 18 and 63 years old, with an average of 28. All of our
participants had experience downloading Android applications from
the market (the 12 who did not were removed from this analysis).



7.6.2 Application selection

Overall the privacy facts display (changed format and position) had a
stronger effect on participants application selections than only
moving the permissions inline (changed position).

7.6.2.1 Privacy Facts display

In three of the four standard comparisons, significantly more
privacy facts participants than Android participants chose the
low-requesting app. Only for the document scanner did more
participants in the standard Android condition choose the
low-requesting app, and this difference was not significant.

For the Twitter choice, nearly three-quarters of the Android display
participants chose Plume (high-requesting). One participant
captured many of the common reasons for making this choice,
reflecting, “Plume has 35,000 more reviews, which suggests to me
that this is the more popular, more frequently used application. The
description includes a list of everything you can do with the app and
those all seem like useful features.” However when presented with
the privacy facts checklist, the two applications were selected at
almost the same rate, with slightly more selecting Twidroyd. Here
participants noted and cited the permissions information. One
stated, “I picked the one that respects privacy more. The other gets
too much personal info.” Another participant wrote, “Plume collects
too many personal facts.”

Between the word games we saw a similar change. Participants using
the Android display cited largely reasons of design, color, file size,
and ratings, where as participants in the privacy facts checklist
condition cited information concerns. One participant who selected
Wordoid! said of the application, “It provides a similar experience
with similar reviews and does not collect personal information that
seem irrelevant to the app’s purpose,” highlighting that participants
will try to understand why an application needs access to certain
types of information, and are unhappy when they cannot determine
the reason as with these simple word games. One participant made
it clear that privacy is a secondary factor in their choice, but in this
case the apps were very similar, “It respects your privacy more. The
ratings are about the same so privacy wins.”

For the special comparisons, rating and brand recognition
outweighed privacy. However, even when one of the choices was a
well-known brand privacy facts participants were significantly more
likely than Android participants to select the relatively-unknown,
low-requesting choice. For the flight tracking choice, more



participants chose iFlights (high-requesting) over Flight Tracker.
Although participants thought iFlights “sounds like an iPhone port,”
many believed it had a cleaner UI, but the top reason given was the
rating difference. Flight Tracker’s 3-stars seems to have outweighed
all other factors. For the streaming music choice, Spotify
(high-requesting) had much higher brand recognition (although
again, both are real services). In the Android permissions display
condition over half of the people (66/104) who selected Spotify
explicitly stated that they had already heard it was very good or that
they or friends use Spotify. One participant said “Spotify is pretty
popular and I have never heard of Rdio.” Spotify collected much
more information than Rdio. but in this case we see that brand
information trumps privacy concerns, though there is still a
significant shift (11%) in favor of Rdio in the privacy facts condition.

7.6.2.2 Permissions Inline

As shown in Table 7.6, the permissions inline display, while in the
same place and often more space-consuming than the checklist, did
not have as large an effect on users’ decisions. In only one of the four
standard comparisons, the nutrition application, was this change
significant, and in most cases it underperformed the checklist
display (significantly underperforming for twitter apps). This
suggests that in addition to moving privacy information to the
application display screen, it is important to present that
information in a holistic, clear, and simple way if it is to impact
users’ app selections.

7.6.2.3 Free responses

Across the free-text responses for why applications were selected by
participants in the Android display conditions, privacy was only
mentioned by one participant, and permissions were mentioned by
four others. Across the privacy facts checklist condition privacy was
mentioned by 15 participants, and permissions were mentioned by
seven more. Information or info were mentioned by 49 people in the
privacy facts checklist condition, but by only six participants using
the Android display. Based on these responses privacy and personal
information seem to have factored more strongly into the decisions
of those who saw the privacy facts checklist.

Similar to our lab study, many participants, when directly asked, said
they did not notice the privacy facts checklist. Of the 125
participants who were shown the privacy facts checklist, 49 (39.2%)
reported in a free-text response having not noticed or paid any












pop-up notifications when the application needs the information.
While this is temporally closer to when the decision should be made,
no explanation for why the permission is requested is given. Users
must intuit this from whatever they were just doing, which in many
cases is simply launching the application.

With most information available to Android developers as soon as
the application is installed on the system, the current Android
architecture does seem to call for some privacy education and true
consent before install-time. This also makes the common practice of
installing an application to test it out, which may seem like a
reasonable consumer strategy much more dangerous than users
expect. We believe the best solution for the current Android
architecture is a blend of permissions explained at install-time, with
other more invasive permissions blocked until a later explicit grant.

For a more detailed discussion of how permissions could be better
distributed without creating user fatigue see Felt et al. [36].

In the case of online privacy policies, the teachable moment again
does not necessarily come at sign-up, where possibly only a small
amount of information is being given, but comes throughout a user’s
natural interactions with the website. When providing credit card,
billing, or shipping information, a portion of the screen can remind
them what the limits on the use of that information will be, who it
will be shared with, how long it will be retained, etc. Then when a
user is later posting a review or a photo the details concerning who
will be able to view that information, how it will be associated with
the user, and more can be explained separately. This removes the
burden of having to read a single, long document covering all the
possible site interactions, and replaces it with information given as
the situation demands.

8.3 UNDERSTANDABILITY

In Chapter 6, we saw that the permissions terminology was largely
not understood by users of Android smartphones. Our users
thought permissions gave access to more, less, or different
information than they did, and inconsistently, and had no idea what
many of the permissions meant (verified by Felt et al. [38]).

However, researchers studying privacy notices have known for at
least a decade that the terms used in privacy notices are often not
well understood by users [55, 78]. This is not because users are
uneducated or unteachable, but because the notices tend to be
written to protect companies from legal action, at a difficult
readability level, with jargon and technical terms. Across these



domains, we see terms created by lawyers and developers simply do
not resonate with actual users.

Taking an iterative approach that tests terminology with surveys
and focus groups allows for terms to be refined and simplified. This
is the approach we have taken in our work, and mirrors standards
creation processes [64].

As we continue to create more advanced data sharing and mining
techniques, having an awareness of what is and is not understood
will allow designers and policy makers to select, reduce, and merge
terms. As we have seen in our own efforts to design short notices,
merging and hiding terms for the sake of complexity is a necessary
part of designing a comprehensible format. While these decisions
are difficult to make, they benefit consumers’ ability to make
decisions. This selection of understandable terms is a process that
has not yet happened for online privacy policies and was not
performed with enough consumer awareness in the Android market.

8.4 STANDARDIZATION OF TERMS AND
FORMAT

Across all the standardized labeling and warning efforts we have
seen, term and symbol standardization has been a key part of the
design process. For the “Nutrition Facts” panel all of the terms are
specified, with regulated short form substitutes, strings of text
which must be used when falling under certain requirements (e.g.
“Not a significant source of protein”), and ordering of terms is
mandated [40]. Additionally, the requirements around how these
quantities must be measured—grams, percentage of a daily value are
also regulated—to allow consumers a consistent and learnable set of
metrics by which to compare their food purchase.

These decisions were not made without debate. Whether or not the
daily value percentages are logical, the servings are properly sized,
and newer metrics like trans fat should be included continue to be
contested [86, 43]. But these metrics allow customers to be
presented with information that has been tested and is largely
understood. Companies post-NLEA no longer can make diet claims
at will nor use standard terminology to make their product sound
more beneficial than it is.

While there are obvious benefits of standardized terms which are
already widely understood, part of a standardization effort involves
defining the terms and educating consumers using these specific
definitions. The Nutrition Labeling and Education Act has education
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