Native x86 Decompilation using Semantics-Preserving Structural Analysis and Iterative Control-Flow Structuring

Abstract
There are many security tools and techniques for finding bugs, but many of them assume access to source code. We propose leveraging decompilation, the study of recovering abstractions from binary code, as a technique for applying existing source-based tools and techniques to binary programs. A decompiler must have two properties to be used for security: it must (1) be correct (is the output functionally equivalent to the binary code?), and (2) recover abstractions (e.g., the output should utilize while loops commands and not go to s).

Previous work in control-flow structuring, which is a building block for decompilers, is insufficient for use in security, because it does not provide correctness and effective abstraction recovery. Specifically, we discovered that existing structuring algorithms are not semantics-preserving, which means that they cannot safely be used for decompilation without modification. Second, we found that existing structural algorithms miss opportunities for recovering control flow structure on (partially) unstructured code. We propose a new structuring algorithm that addresses these problems.

We evaluate our decompiler, Phoenix, which features our new structuring algorithm, on a set of 107 real-world programs from GNU coreutils. Our evaluation is an order of magnitude larger than previous studies of end-to-end decompilers. We show that our decompiler outperforms the de facto industry standard decompiler Hex-Rays in correctness by 114%, recovers 30× more control-flow structure than existing structuring algorithms in the literature, and 28% more than Hex-Rays.

1 Introduction
Security analyses are faster, easier, and more scalable when performed on source code rather than binary code. For example, source code based taint checkers have a negligible 0.65% runtime overhead [10], whereas the fastest taint checkers for binary code incur a 150% overhead [7]. Many security analyses described in the literature also assume access to source code. For instance, there are numerous static vulnerability finding tools for source code, e.g., KINT [39], RICH [8], and Coverity [5], but equivalent binary-only tools are sparse.

Unfortunately, access to source code is not a reasonable assumption in many security scenarios. Common counter-examples include analyzing commercial software for vulnerabilities and reverse engineering malware. Such scenarios preclude direct use of source-based techniques. The traditional approach in security has been to apply low-level binary analysis that avoids the need for source-level abstractions such as types and functions. Unfortunately, this low-level reasoning is what makes binary analysis more complicated and less scalable than its source-based counterparts [4, 6, 23, 24].

We argue that decompilation is an attractive alternative to traditional low-level binary-only techniques since it enables us to leverage the wealth of existing source-based analyses and tools. Decompilation is the study of recovering a program’s source code given a program’s binary. Decompilation can avoid some of the pitfalls of traditional binary analysis by explicitly recovering high-level abstractions and source, which can then be fed to a source-based analysis. Potential source-based analyses include existing vulnerability scanners [27], taint engines [10], and bug finders [5].

Decompilation is also beneficial for security practitioners [38]. Practitioners often reverse engineer binary code in order to study vulnerabilities fixed in patches, understand proprietary file formats, and determine the exploitability of crashing inputs. Each of these tasks becomes easier when given access to source code.

Unfortunately, current techniques for decompilation are insufficient for security purposes. A decompiler must have two properties to be used for security: it must (1) be correct, and (2) recover abstractions. An incorrect decompiler is harmful because it may introduce errors into an automated analysis, or confound a human analyst. Recovering abstractions is equally important since the difficulty of binary analysis stems from the lack of quality abstractions.

Previous work in decompilation has focused on producing readable summaries of low-level code for human reverse engineering, with little attention paid to whether the decompiler analysis itself was correct. For example, Cifuentes et al.’s pioneering work [11], as well as subsequent work [9, 12, 14, 38, 40], focused on how much smaller the output C code was compared to the input assembly, or on a subjective readability metric.

In this paper, we argue that source can be recovered in a principled fashion. As a result, security analyses can better take advantage of existing source-based techniques and tools both in research and practice. Security practitioners can also recover correct, high-level source code, which is easier to reverse engineer. In particular, we propose techniques for building a correct decompiler that effectively
recovery abstractions. We implement our techniques in a decompiler called Phoenix, and measure our results with respect to correctness and high-level abstraction recovery.

**Challenges** Source code reconstruction requires the recovery of two types of abstractions: data type abstractions and control flow abstractions. Previous work such as TIE [28], REWARDS [29], and Howard [37] have addressed recovering data types. In this paper, the main challenges we address are: (1) recovering control flow abstractions, (2) demonstrating accurate end-to-end decompilation and abstraction recovery on a large number of programs, and (3) scientifically measuring our results in terms of correctness and abstraction recovery. No previous work achieves all three goals.

In particular, previous work has proposed mechanisms for recovering control flow based on structural analysis and its predecessors [19, 22, 38], which originate in compiler literature. We show previous techniques based on structural analysis are insufficient for decompilation because (1) they do not feature a semantics-preservation property that is necessary to be safely used for decompilation, and (2) they miss opportunities for recovering control flow structure. Previous decompilers have only tested their algorithms on a few small programs, making it difficult to fairly evaluate their effectiveness. Finally, and perhaps surprisingly, correctness has never been proposed as an end-to-end metric for decompilers, which may explain why decompilers have not been used for binary analysis in the past. Previous work on decompilation has instead focused on readability, or how easy it is for humans to understand the output.

### 1.1 The Phoenix Structural Analysis Algorithm

These problems have motivated us to create our own control flow structuring algorithm for Phoenix. Our algorithm is based on structural analysis, but avoids the problems we identified with earlier work. In particular, we identify a new property that structural analysis algorithms should have to be safely used for decompilation, called semantics-preservation. We also propose iterative refinement as a strategy for recovering additional structure.

**Semantics Preservation** Structural analysis [31, p. 203] is a control flow structuring algorithm that was originally invented to help accelerate dataflow analysis. Later, decompiler researchers adapted these algorithms for use in decompilers to build a control-flow structure or skeleton of the program, for instance:

```c
while (...) { if (...) {...} }
```

Unfortunately, vanilla structural analysis does not always return a structure that accurately reflects the semantics of the program, because it was created for a different purpose. We propose that structuring algorithms must be semantics-preserving to be safely used in decompilers. A structuring algorithm is semantics-preserving if it always transforms the input program to a functionally equivalent program representation. Surprisingly, we found that the standard structural analysis algorithm is not semantics-preserving. We demonstrate that fixing these problems increases the number of utilities Phoenix correctly decompiles by 30% (see §4).

**Iterative Refinement** When structural analysis algorithms encounter unstructured code, they stop recovering structure in that part of the program. Our algorithm instead uses iterative refinement. The basic idea is to select an edge from the graph that is preventing the algorithm from making progress, and represent it using a goto in the decompiled output. This may seem counter-intuitive, since more gotos implies less structure recovered. However, by removing the edge from the graph the algorithm can make more progress, and recover more structure. We also show how refinement enables the recovery of switch structures. In our evaluation, we demonstrate that iterative refinement recovers 30× more structure than structural analysis algorithms that do not employ iterative refinement (see §4). Unfortunately, even the most recent algorithm in the literature [19] does not employ refinement, and thus can stop making progress on problematic program sections.

**Contributions:**

1. We propose a new structural analysis algorithm that addresses two shortcomings of existing structural analysis algorithms: (1) they can cause incorrect decompilation, and (2) they miss opportunities to recover control flow structure. Our algorithm uses iterative refinement to recover additional structure, including switches. We also identify a new property, semantics-preservation, that control flow structuring algorithms must have to be safely used in decompilers. We implement and test our algorithm in our new end-to-end binary-to-C decompiler, Phoenix.

2. We demonstrate that our proposed structural analysis algorithm recovers 30× more control-flow structure than existing research in the literature [19, 31, 35], and 28% more than the de facto industry standard decompiler Hex-Rays [22]. Our evaluation uses the 107 programs in GNU coreutils as test cases, and is an order of magnitude larger than any other end-to-end decompiler evaluation to date.

3. We propose correctness (is the output functionally equivalent to the binary code?) as a new metric for evaluating decompilers. Although previous work has measured the correctness of individual decompiler components (e.g., type recovery [28] and structure recovery [19]), surprisingly the correctness of a decompiler as a whole has never been measured. We show in our evaluation that Phoenix successfully
Any end-to-end decompiler such as Phoenix is necessarily a complex project. This section aims to give a high-level description of Phoenix. We will start by reviewing several background concepts and then present an overview of each of the four stages shown in Figure 1. In §3, we will expand on our novel structural analysis algorithm that is the third stage.

2 Background

2.1 Control Flow Analysis

A control flow graph (CFG) of a program P is a directed graph \( G = (N, E, n_1, n_e) \). The node set \( N \) contains basic blocks of program statements in \( P \). Each basic block must have exactly one entrance at the beginning and one exit at the end. Thus, each time the first instruction of a basic block is executed, the remaining instructions must also be executed in order. The nodes \( n_i \in N \) and \( n_e \in N \) represent the entrance and the exit basic blocks of \( P \) respectively. An edge \((n_i, n_j)\) exists in the edge set \( E \) if \( n_i \in N \) may transfer control to \( n_j \in N \). Each edge \((n_i, n_j)\) has a label \( \ell \) that specifies the logical predicate that must be satisfied for \( n_i \) to transfer control to \( n_j \).

Domination is a key concept in control flow analysis. Let \( n \) be any node. A node \( d \) dominates \( n \), denoted \( d \text{ dom} n \), iff every path in \( G \) from \( n_i \) to \( n \) includes \( d \). Furthermore, every node dominates itself. A node \( p \) post-dominates \( n \), denoted \( p \text{ pdom} n \), iff every path in \( G \) from \( n \) to \( n_e \) includes \( p \). The immediate dominator of \( n \) is the unique node \( d \) that strictly dominates \( n \) (i.e., \( d \text{ dom} n \) and \( d \neq n \)) but does not strictly dominate any other node that strictly dominates \( n \). The immediate post-dominator of \( n \) is defined similarly.

Loops are defined through domination. An edge \((s, d)\) is a back edge iff \( d \text{ dom} s \). Each back edge \((s, d)\) defines a natural loop, whose header is \( d \). The natural loop of a back edge \((s, d)\) is the union of \( d \) and the set of nodes that can reach \( s \) without going through \( d \).

Structural Analysis

Structural analysis is a control flow structuring algorithm for recovering high-level control flow structure such as if-then-else constructs and loops. Intriguingly, such an algorithm has uses in both compilation (during optimization) and decompilation (to recover abstractions). At a high level, structural analysis matches a set of region schemas over the CFG by repeatedly visiting its nodes in post-order. Each schema describes the shape of a high-level control structure such as if-then-else. When a match is found, all nodes matched by the schema are collapsed or reduced into a single node that represents the schema matched. For instance, Figure 2 shows the progression of structural analysis on a simple example from left to right, assuming that the topmost node is being visited. In the initial (leftmost) graph, the top three nodes match the shape of an if-then-else. Structural analysis therefore reduces these nodes into a single node that is explicitly labeled as an if-then-else region in the middle graph. This graph is then further reduced into a do-while loop. A decompiler would use this sequence of reductions and infer the control flow structure: do { if (c1) then {...} else {...} } while (c2).

Once no further matches can be found, structural analysis starts reducing acyclic and cyclic subgraphs into proper regions and improper regions, respectively. Intuitively, both of these regions indicate that no high-level structure can be identified in that subgraph and thus goto statements will be emitted to encode the control flow. A key topic of this paper is how to build a modern structural analysis algorithm that can refine such regions so that more high-level structure can be recovered.

SESS Analysis and Tail Regions

Vanilla structural analysis is limited to identifying regions with a single entrance and single exit. However, common C constructs such as break and continue can allow a loop to have multiple exits. For instance, the loop

```
while (...) { if (...) { foo; break; } }
```

can exit from the loop guard of the break statement. Engel et al. [19] proposed the SESS (single exit single successor) analysis to identify regions such as this that have multiple exits which share a unique successor. Such exits can be converted into a tail region that represents the equivalent control flow construct. In the above example, foo would be reduced to a break tail region. Without tail regions, structural analysis stops making progress when reasoning about loops containing statements such as break. We
found that SESS recovers more structure than vanilla structural analysis. However, in our implementation, structural analysis would often stop making progress before SESS analysis was able to produce a tail region. Unfortunately, no structure is recovered for these parts of the program. This can occur when regions do not have an unambiguous successor, or when loop bodies are too complex. This problem motivated the iterative refinement technique of our algorithm, which we describe in §3.

2.2 System Overview

Figure 1 shows the high-level overview of the approach that Phoenix takes to decompile a target binary. Like most previous work, Phoenix uses a number of stages, where the output of stage $i$ is the input to stage $i + 1$. Phoenix can fail to output decompiled source if any of its four stages fail. For this reason we provide an overview of each stage in this section. The first two stages are based on existing implementations. The last two use novel techniques developed specifically for Phoenix.

2.3 Stages I and II—Existing Work

Control Flow Graph Recovery The first stage parses the input binary’s file format, disassembles the binary, and creates a control flow graph (CFG) for each function. At a high level, a control flow graph is a program representation in which vertices represent basic blocks, and edges represent possible control flow transitions between blocks. (See §2.1 for more detail.) While precisely identifying binary code in an executable is known to be hard in the general case, current algorithms have been shown to work well in practice [3, 4, 24, 25].

There are mature platforms that already implement this step. We use the CMU Binary Analysis Platform (BAP) [23], though functionally equivalent platforms, such as BitBlaze [6] or Jakstab [24], should also work. We chose BAP because it is open-source and periodically maintained. BAP lifts sequential x86 assembly instructions in the CFG into an intermediate language called BIL, whose syntax is shown in Table 1 [23]. As we will see, the end goal of Phoenix is to decompile this language into the structural language shown in Table 2.

| edge | ::= | exp |
| vertex | ::= | stmt* |
| stmt | ::= | var := exp | assert exp | addr address |
| exp | ::= | load (exp, exp, exp, τ_{reg}) |
| | | | store (exp, exp, exp, τ_{reg}) |
| | | | op exp | var | lab (string) | integer |
| | | | cast (cast, τ_{reg}, exp) |

Table 1: An abbreviated syntax of the BAP IL used to label control flow graph vertices and edges.

Variable and Type Recovery The second stage recovers individual variables from the binary code, and assigns them types. Phoenix uses TIE [28] to perform this task. TIE runs Value Set Analysis (VSA) [3] to recover variable locations. TIE then uses a static, constraint-based type inference system similar to the one used in the ML programming language [16]. Roughly speaking, each statement imposes some constraints on the type of variables involved. For example, an argument passed to a function that expects an argument of type $T$ should be of type $T$, and the denominator in a division must be an integer and not a pointer. The constraints are then solved to assign each variable a type.

2.4 Stage Three—Control-Flow Structure Recovery

The next stage recovers the high-level control flow structure of the program. The input to this stage is an assembly program in CFG form. The goal is to recover high-level, structured control flow constructs such as loops, if-then-else and switch constructs from the graph representation. A program or construct is structured if it does not utilize gotos. Structured program representations are preferred because they help scale program analysis [31] and make programs easier to understand [18].

The process of recovering a structured representation of the program is sometimes called control flow structure recovery or control flow structuring in the literature. Although control flow structure recovery is similar in name to control flow graph recovery (stage I), the two are very different. Control flow graph recovery starts with a binary program, and produces a control flow graph representation of the program as output. Control flow structure recovery takes a control flow graph representation as input, and outputs the high-level control flow structure of the program, for instance:

```plaintext
while (...) { if (...) {...} }
```

The rest of this paper will only focus on control flow structuring and not control flow graph reconstruction.

Structural analysis is a control flow structuring algorithm that, roughly speaking, matches pre-defined graph schemas or patterns to the control flow constructs that create the patterns [31]. For example, if a structural analysis algorithm identifies a diamond-shape in a CFG, it outputs an if-then-else construct, because if-then-else statements create diamond-shaped subgraphs in the CFG.

However, using structural analysis in a decompiler is not straightforward. We initially tried implementing the most recent algorithm in the literature [19] in Phoenix. We discovered that this algorithm, like previous algorithms, can (1) cause incorrect decompilation, and (2) miss opportunities for recovering structure. These problems motivated us to develop a new structural analysis algorithm for Phoenix which avoids these pitfalls. Our algorithm has two new features. First, our algorithm employs iterative refinement to recover more structure.
than previous algorithms. It also features a new property, semantics-preservation. We propose that all structural analysis algorithms should be semantics-preserving to be safely used for decompilation. These topics are a primary focus of this paper, and we discuss them in detail in §3.

2.5 Stage IV—Statement Translation and Outputting C

The input to the next stage of our decompiler is a CFG annotated with structural information, which loosely maps each vertex in the CFG to a position in a control construct. What remains is to translate the BIL statements in each vertex of the CFG to a high-level language representation called HIL. Some of HIL’s syntax is shown in Table 2.

Although most statements are straightforward to translate, some require information gathered in prior stages of the decompiler. For instance, to translate function calls, we use VSA to find the offset of the stack pointer at the call site, and then use the type signature of the called function to determine how many arguments should be included. We also perform optimizations to make the final source more readable. There are two types of optimizations. First, similar to previous work, we perform optimizations to remove redundancy such as dead-code elimination [11]. Second, we implement optimizations that improve readability, such as untiling.

During compilation a compiler uses a transformation called tiling to reduce high-level program statements into assembly statements. At a high level, tiling takes as input an abstract syntax tree (AST) of the source language and produces an assembly program by covering the AST with semantically equivalent assembly statements. For example, given:

\[ x = \frac{y + z}{w} \]

tiling would first cover the expression \( y + z \) with the add instruction, and then the division with the \( \div \) instruction. Tiling will typically produce many assembly instructions for a single high-level statement.

Phoenix uses an untiling algorithm. Untiling takes several statements and outputs a single high-level source statement. For instance, at a low-level, \( \text{High}_1 [a \& b] \) means to extract the most significant bit from bitwise-anding \( a \) with \( b \). This may not seem like a common operation used in C, but it is equivalent to the high-level operation of computing \( a <_{\text{s}} 0 \) \& \& \( b <_{\text{s}} 0 \) (i.e., both \( a \) and \( b \) are less than zero when interpreted as signed integers). Phoenix uses about 20 manually crafted untiling patterns to convert such low-level expressions into an equivalent, higher level form of the computation. The output of this phase is a HIL program.

The final stage in Phoenix is an analysis that takes the HIL representation of the program as input. In this paper, we use an analysis that translates HIL into C, to test Phoenix as a binary-to-C decompiler.

3 Semantics-Preserving Structural Analysis and Iterative Control-Flow Structuring

In this section we describe our proposed structural analysis algorithm. Our algorithm builds on existing work by adding iterative refinement and semantics-preserving schemas. Before we discuss the details of our algorithm, we highlight the importance of these additions.

Semantics Preservation Structural analysis was originally invented to scale data flow analysis by summarizing the reachability properties of each region of a program’s control flow graph. Later, decompiler researchers adapted structural analysis and its predecessor, interval analysis, to recover the control flow structure of decompiled programs [13, 22]. Unfortunately, vanilla structural analysis can identify control flow that is consistent with a graph’s reachability, but is inconsistent with the graph’s semantics. This is a problem for decompilation, where the goal is to infer the semantics and abstractions of the binary program and not its reachability.

For instance, structural analysis would identify the loop in the leftmost graph of Figure 3 and reduce it to a single node representing the loop, thus producing the diamond-shaped graph shown in the middle. This graph matches the schema for an if-then-else region, which would also be reduced to a single node. Finally, the two remaining nodes would then be reduced to a sequence node.

Figure 3: A simple example of how a non-semantics-preserving structural analysis fails.

![Figure 3: A simple example of how a non-semantics-preserving structural analysis fails.](image-url)
We focus on the novel aspects of our algorithm in this section. We describe these fixes in detail in the upcoming sections.

Whether the region at which point structural analysis is finished. This would be correct for data flow analysis, which only depends on reachability. However, the first node reduction is not semantics-preserving. This is easy to see for the case when \( x = 1 \) and \( y = 2 \) hold. In the original graph, the first loop exit would be taken, since \( x = 1 \) matches the first exit edge’s condition. However, in the middle graph, both exit edges can be taken. Producing decompiler output from the middle graph would be incorrect.

A structural analysis algorithm that is safe for decompilation must preserve the semantics of a control flow graph during each iteration. Otherwise the recovered control flow structure can be inconsistent with the actual control flow in the binary. Most schemas in standard structural analysis [31, p. 203] preserve semantics, but the natural loop schema is one that does not. A natural loop is a generalized definition of a single-entrance loop that can have multiple exits. The loop in Figure 3 is a natural loop, for example, because it has one entrance and two exits. We demonstrate that fixing non-semantics preserving rules in our structural analysis algorithm increases the number of utilities Phoenix correctly decompiles by 30% (see §4). We describe these fixes in detail in the upcoming sections.

**Iterative Refinement** At a high level, refinement is the process of removing an edge from a CFG by emitting a goto in its place, and iterative refinement refers to the repeated application of refinement until structuring can progress. This may seem counter-intuitive, since adding a goto seems like it would decrease the amount of structure recovered. However, the removal of a carefully-chosen edge can potentially allow a schema to match the refined CFG, thus enabling the recovery of additional structure. (We describe which edges are removed in the following sections.) The alternative to refinement is to recover no structure for problematic parts of the CFG. We show that algorithms that do not utilize refinement, including existing structural analysis algorithms [19, 31, 35], require \( 30 \times \) more gotos (from 40 to 1,229). As far as we know, our work is the first to specify and implement iterative refinement for decompilation.

### 3.1 Algorithm Overview

We focus on the novel aspects of our algorithm in this paper and refer readers interested in any structural analysis details elided to standard sources [31].

Like vanilla structural analysis, our algorithm visits nodes in post-order in each iteration. Intuitively, this means that all descendants of a node will be visited (and hence had the chance to be reduced) before the node itself. The algorithm’s behavior when visiting node \( n \) depends on whether the region at \( n \) is acyclic (has no loop) or not. For an acyclic region, the algorithm tries to match the subgraph at \( n \) to an acyclic schemas (§3.2). If there is no match, and the region is a switch candidate, then it attempts to refine the region at \( n \) into a switch region (§3.4). If \( n \) is cyclic, the algorithm compares the region at \( n \) to the cyclic schemas (§3.5). If this fails, it refines \( n \) into a loop (§3.6). If both matching and refinement do not make progress, the current node \( n \) is then skipped for the current iteration of the algorithm. If there is an iteration in which all nodes are skipped, i.e., the algorithm makes no progress, then the algorithm employs a last resort refinement (§3.7) to ensure that progress can be made in the next iteration.

### 3.2 Acyclic Regions

The acyclic region types supported by Phoenix correspond to the acyclic control flow operators in C: sequences, ifs, and switches. The schemas for these regions are shown in Table 3. For example, the Seq\([ n_1, \ldots, n_k ]\) region contains \( k \) regions that always execute in the listed sequence. IfThenElse\([c, n_1, n_2, n_3]\) denotes that \( n_1 \) is executed after \( n \) when condition \( c \) holds, and otherwise \( n_2 \) is executed.

Our schemas match both shape and the boolean predicates that guard execution of each node, to ensure semantics preservation. These conditions are implicitly described using meta-variables in Table 3, such as \( c \) and \( \neg c \). The intuition is that shape alone is not enough to distinguish which control structure should be used in decompilation. For instance, a switch for cases \( x = 2 \) and \( x = 3 \) can have the diamond shape of an if-then-else, but we would not want to mistake a switch for an if-then-else because the semantics of if-then-else requires the outgoing conditions to be inverses.

### 3.3 Tail Regions and Edge Virtualization

When no subgraphs in the CFG match known schemas, the algorithm is stuck and the CFG must be refined before more structure can be recovered. The insight behind refinement is that removing an edge from the CFG may allow a schema to match, and iterative refinement refers to the repeated application of refinement until a match is possible. Of course, each edge in the CFG represents a possible control flow, and we must represent this control flow in some other way to preserve the program semantics. We call removing the edge in a way that preserves control flow virtualizing the edge, since the decompiled program behaves as if the edge was present, even though it is not.

In Phoenix, we virtualize an edge by collapsing the source node of the edge into a tail region (see §2.1). Tail regions explicitly denote that there should be a control transfer at the end of the region. For instance, to virtualize the edge \( (n_1, n_2) \), we remove the edge from the CFG, insert a fresh label \( l \) at the start of \( n_2 \), and collapse \( n_1 \) to a tail region that denotes there should be a goto \( l \) statement at the end of region \( n_1 \). Tail regions can also be translated into break or continue statements when used inside a switch or loop. Because the tail region explicitly represents the control flow of the virtualized edge, it is...
safe to remove the edge from the graph and ignore it when doing future pattern matches.

### 3.4 Switch Refinement

If the subgraph at node $n$ is acyclic but fails to match a known schema, we try to refine the subgraph into a switch. Regions that would match a switch schema in Table 3 but contain extra edges are switch candidates. A switch candidate can fail to match the switch schema if it has extra incoming edges or multiple successors. For instance, the nodes in the IncSwitch[ ] box in Figure 4 would not be identified as an IncSwitch[ ] region because there is an extra incoming edge to the default case node.

We first refine switch candidates by ensuring that the switch head is the only predecessor for each case node. We remove any other incoming edge by virtualizing them. The next step is to ensure there is a single successor of all nodes in the switch. To find the successor, we first identify the immediate post-dominator of the switch head. If this node is the successor of any of the case nodes, we select it as the switch successor. If not, we select the node that (1) is a successor of a case node, (2) is not a case node itself, and (3) has the highest number of incoming edges from case nodes. After we have identified the successor, we remove all outgoing edges from the case nodes to other nodes by virtualizing them.

After refinement, a switch candidate is usually collapsed to a IncSwitch[ ] region. For instance, a common implementation strategy for switches is to redirect inputs handled by the default case (e.g., $x > 20$) to a default node, and use a jump table for the remaining cases (e.g., $x \in [0, 20]$). This relationship is depicted in Figure 4, along with the corresponding region types. Because the jump table only handles a few cases, it is recognized as an IncSwitch[ ]. However, because the default node handles all other cases, together they constitute a Switch[ ].

### 3.5 Cyclic Regions

If the subgraph at node $n$ is cyclic, we first test if it matches a cyclic pattern. The first step is to identify any loops of which $n$ is the loop header. It is possible for a node to be the loop header of multiple loops. For instance, nested do-while loops share a common loop header. We identify distinct loops at node $n$ by finding back edges pointing to $n$ (see §2.1). Each back edge $(n_b, n)$ defines a loop body consisting of the nodes that can reach $n_b$ without going through the loop header, $n$. The loop with the smallest loop body is reduced first. This must happen before the larger loops can match the cyclic region patterns, because there is no schema for nested loops.

As shown in Table 4, there are three types of loops. While[-] loops test the exit condition before executing the loop body, whereas DoWhile[-] loops test the exit condition after executing the loop body. If the exit condition occurs in the middle of the loop body, the region is a natural loop. Natural loops do not represent one particular C looping construct, but can be caused by code such as

```
while (1) { body1; if (e) break; body2; }
```

Notice that our schema for natural loops contains no outgoing edges from the loop. This is not a mistake, but is required for semantics-preservation. Because NatLoop[-] regions are decompiled to

```
while (1) {...},
```

which has no exits, the body of the loop must trigger any loop exits. In Phoenix, the loop exits are represented by
Any other virtualized edge becomes a virtualize the other entrance edges.

is not statements when the original program had go to the loop header use the determines which nodes are lexically contained in the loop.

The next step is to identify the type of loop we have. If there is an exit edge from the loop header, we have a While[·] candidate. If there is an outgoing edge from the source of the loop’s back edge (see §2.1), we have a DoWhile[·] candidate. Otherwise, we select any exit edge and have a NatLoop[·]. The exit edge determines the successor of the loop, i.e., the statement that is executed immediately after the loop. The lexical successor in turn determines which nodes are lexically contained in the loop.

Phoenix virtualizes any edge leaving the lexically contained loop other than the exit edge. Edges that go to the loop header use the continue tail regions, while edges that go to the loop successor use the break regions. Any other virtualized edge becomes a goto.

In our first implementation, we considered the lexically contained nodes to be the loop body defined by the loop’s back edge. However, we found this definition introduced goto statements when the original program had break statements, as in Figure 5(a). The puts("c") statement is not in the loop body according to the standard definition, because it cannot reach the loop’s back edge, but it is lexically contained in the loop. Obviously, to be able to use the break statement, it must be lexically contained inside the loop body, or there would be no loop to break out of.

Our observation is that the nodes lexically contained in the loop should intuitively consist of the loop body and any nodes that execute after the loop body but before the successor. More formally, this corresponds to the loop body, and the nodes that are dominated by the loop header, including any nodes reachable from the loop’s successor without going through the loop header. For example, puts("c") in Figure 5(b) is considered as a node that executes between the loop body and the successor, and thus Phoenix places it lexically inside the loop. When Phoenix uses the standard loop membership definition used in structural analysis [31], Phoenix outputs go to, as in Figure 5(c). To quantify this, enabling the new loop membership definition decreased the numbers of go to Phoenix emitted by 45% (73 to 40) in our evaluation (§4).

The last loop refinement step is to remove edges that may prevent the loop body from being collapsed. This can happen for instance because a goto was used in the input program. This step is only performed if the prior loop refinement steps did not remove any edges during the latest iteration of the algorithm. For this, we use the last resort refinement on the loop body, which we discuss below.

3.7 Last Resort Refinement

If the algorithm does not collapse any nodes or perform any refinement during an iteration, Phoenix removes an edge in the graph to allow it to make progress. We call this process the last resort refinement, because it has the lowest priority, and always allows progress to be made. Last resort refinement prefers to remove edges whose source does not dominate its target, nor whose target dominates its source. These edges can be thought of as cutting across the dominator tree. By removing them, we leave edges that reflect more structure because they reflect a dominator relationship.

4 Evaluation

In this section, we describe the results of our experiments on Phoenix. At a high level, these results demonstrate that Phoenix is suitable for use in program analysis. Specifically, we show that the techniques employed by Phoenix lead to significantly more correct decompilation and more recovered structure than the de facto industry standard Hex-Rays. Phoenix was able to decompose 114% more utilities that passed the entire coreutils test suite than Hex-Rays (60 vs 28). Our results show that employing semantics-preserving schemas increased correctness by 30% (from 46 to 60). We attribute most remaining correctness errors in Phoenix to type recovery (see §5). Phoenix was able to structure the control flow for 8,676 functions using only 40 goto. This corresponds to recovering $30 \times$
more structure (40 gotos vs 1,229) than our implementation of the latest structural analysis algorithm in the literature [19], which highlights the importance of iterative refinement. Hex-Rays also recovered less structure than Phoenix, requiring 51 gotos for the same set of functions.

4.1 Phoenix Implementation

Our implementation of Phoenix consists of an extension to the BAP framework. We implemented it in OCaml, to ease integration with BAP, which is also implemented in OCaml. Phoenix alone consists of 3,766 new lines of code which were added to BAP. Together, the decompiler and TIE comprise 8,443 lines of code. For reference, BAP consists of 29,652 lines of code before our additions. We measured the number of lines of code with David A. Wheeler’s SLOCCount utility.

4.2 Metrics

We propose two quantitative dimensions for evaluating the suitability of decompilers for program analysis, and then evaluate Phoenix on them:

- **Correctness** Correctness measures whether the decompiled output is equivalent to the original binary input. If a decompiler produces output that does not actually reflect the behavior of the input binary, it is of little utility in almost all settings. For program analysis, we want decompilers to be correct so that the decompiler does not introduce imprecision. In our experiments we utilize high-coverage unit tests to measure correctness.

- **Structuredness** Recovering control flow structure helps program analysis and humans alike. Structured code is easier for programmers to understand [18], and helps scale program analysis in general [31]. Therefore, we propose that decompiler output with fewer unstructured control flow commands such as goto are better.

The benefit of our proposed metrics is that they can be evaluated quantitatively and thus can be automatically measured. These properties makes them suitable for an objective comparison of decompilers.

**Existing Metrics** Note that our metrics are vastly different than those appearing in previous decompiler work. Cifuentes proposed using the ratio of the size of the decompiler output to the initial assembly as a “compression ratio” metric, i.e., 1-(LOC decompiled/LOC assembly) [11]. The idea was the more compact the decompiled output is than the assembly code, the easier it would be for a human to understand the decompiled output. However, this metric side-steps whether the decompilation is correct or even compilable. A significant amount of previous work has proposed no metrics. Instead, they observed that the decompiler produced output, or had a manual qualitative evaluation on a few, small examples [9, 11, 20, 21, 38]. Previous work that does measure correctness [19, 28] only focuses on a small part of the decompilation process, e.g., type recovery or control flow structuring. However, it does not measure end-to-end correctness of the decompiler as a whole.

4.3 Coreutils Experiment Motivation

We tested Phoenix on the GNU coreutils 8.17 suite of utilities. coreutils consists of 1073 mature, standard programs used on almost every Linux system. coreutils also has a suite of high-coverage tests that can be used to measure correctness. Though prior work has studied individual decompiler components on a large scale (see §6), to the best of our knowledge, our evaluation on coreutils is orders of magnitude larger than any other end-to-end decompiler evaluation.

**Tested Decompilers** In addition to Phoenix, we tested the latest publicly available version of the academic decompiler Boomerang [38] and Hex-Rays [22], the de
**Experimental Results Details**

**4.4 Setup**

Testing decompilers on real programs is difficult because they are not capable of decompiling all functions. This means that we cannot decompile every function in a binary, recompile the resulting source, and expect to have a working binary. However, we would like to be able to test the functions that can be decompiled. To this end, we propose the substitution method.

The goal of the substitution method is to produce a recompiled binary that consists of a combination of original source code and decompiled source code. We implemented the substitution method by using CIL [32] to produce a C file for each function in the original source code. We compiled each C file to a separate object file. We also produced object files for each function emitted by the decompiler in a similar manner. We then created an initial recompiled binary by linking all of the original object files (i.e., object files compiled from the original source code) together to produce a binary. We then iteratively substituted a decompiler object file (i.e., object files compiled from the decompiler’s output) for its corresponding original object file. If linking this new set of object files succeeded without an error, we continued using the decompiler object file in future iterations. Otherwise we reverted to using the original object file. For our experiments, we produced a recompiled binary for each decompiler and utility combination.

Of course, for fairness, we must ensure that the recompiled binaries for each decompiler have approximately the same number of decompiled functions, since non-decompiled functions use the original function definition from the coreutils source code, which presumably passes the test suite and is well-structured. The number of recompilable functions output by each decompiler is broken down by utility in Figure 6. Phoenix recompiled 10,756 functions in total, compared to 10,086 functions for Hex-Rays. The Phoenix recompiled binaries consist of 82.2% decompiled functions on average, whereas the Hex-Rays binaries contain 77.5%. This puts Phoenix at a slight disadvantage for the correctness tests, since it uses fewer original functions. Hex-Rays did not produce output after running for several hours on the sha384sum and sha512sum utilities. Phoenix did not completely fail on any utilities, and was able to decompile 91 out of 110 functions (82.7%) for both sha384sum and sha512sum. (These two utilities are similar). We discuss Phoenix’s limitations and common reasons for failure in §5.

**4.4.2 Correctness**

We test the correctness of each recompiled utility by running the coreutils test suite with that utility and original versions of the other utilities. We do this because the coreutils test suite is self-hosting, that is, it uses its own utilities to set up the tests. For instance, a test for mv might use mkdir to set up the test; if the recompiled version of mkdir fails, we could accidentally blame mv for the failure, or worse, incorrectly report that mv passed the test when in reality the test was not properly set up.

Each tested utility $U$ can either pass all unit tests, or fail. We do not count the number of failed unit tests, because many utilities have only one test that exercises them. We have observed decomposed utilities that crash on every execution and yet fail only a single unit test. Thus, it would be misleading to conclude that a decompiler performed well by “only” failing one test.
Figure 6: The number of functions that were decompiled and recompiled by each decompiler, broken down by utility. Note that Hex-Rays got stuck on two utilities for unknown reasons; this is not a mistake.

<table>
<thead>
<tr>
<th>Correct utilities recompiled</th>
<th>Phoenix</th>
<th>HR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total gotos</td>
<td>60</td>
<td>28</td>
</tr>
<tr>
<td>Total gotos (without loop membership)</td>
<td>46</td>
<td>n/a</td>
</tr>
<tr>
<td>Total gotos (without refinement)</td>
<td>1,229</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 5: Correctness statistics for the coreutils experiment. Note that this includes two utilities for which Hex-Rays recompiled zero functions (thus trivially passing correctness).

The overall structuredness results are depicted in Table 6, with the results broken down per utility in Figure 7. In summary, Phoenix recovered the structure of the 8,676 considered functions using only 40 goto statements. Furthermore, Phoenix recovered significantly less structure when either refinement (1189 more gotos) or the new loop membership definition (33 more) was disabled. Our results suggest that structuring algorithms without iterative refinement [19, 31, 35] will recover less structure. Thus, Hex-Rays likely employs a technique similar to iterative refinement.

4.4.3 Structuredness

Finally, we measure the amount of structure recovered by each decompiler. Our approach here is straightforward: we count the number of goto statements emitted by each decompiler. To ensure a fair comparison, we only consider the intersection of recompilable functions emitted by both decompilers, which consists of 8,676 functions. Doing otherwise would penalize a decompiler for outputting a function with goto statements, even if the other decompiler could not decompile that function at all.

We also re-ran Phoenix with the standard structural analysis schemas, including those that are not semantics-preserving, in order to evaluate whether semantics-preservation has a noticeable effect on correctness. With these schemas, Phoenix produced only 46 correct utilities. This 30% reduction in correctness (from 60 down to 46) illustrates the importance of using semantics-preserving schemas.

5 Limitations and Future Work

5.1 BAP Failures

Phoenix uses BAP [23] to lift instructions to a simple language that is then analyzed. BAP does not have support for floating point and other exotic types of instructions. Phoenix will not attempt to decompile any function that contains instructions which are not handled by BAP. BAP can also fail for other reasons. It uses value set analysis (VSA) to perform CFG recovery, and to help with other parts of the decompilation process. If VSA or other mandatory analyses fail, then the decompiler cannot proceed. These problems can cascade to affect other functions. For instance, if CFG recovery for function g fails and function f calls g, function f will also fail, because it calls a function with an unknown type.
5.2 Correctness Failures

Because Phoenix is designed for program analysis, we want it to be correct. Our experiments show that, although Phoenix significantly improves over prior work with respect to correctness, Phoenix’s output is not always correct. The good news is that we can attribute most correctness errors in Phoenix to the underlying type recovery component we used, TIE [28]. Many of the problems, which we describe below, only became apparent when TIE was stress-tested by Phoenix.

Iterative Variable Recovery  TIE does not always identify all local variables. For instance, if function foo takes a pointer to an integer, and a function calls foo(x), then TIE infers that x is a subtype of a pointer to an integer. However, TIE does not automatically infer that *x, the locations that x can point to, are potentially unrecovered integer variables. TIE does not recover such variables because it would need to iteratively discover variables, generate and solve type constraints to do so. Unfortunately, undiscovered variables can cause incorrect decompilation for Phoenix. For example, if the undiscovered variable is a struct on the stack, space for the struct is never allocated, which allows the called function to read and overwrite other variables on the stack of the callee. This is the leading cause of correctness errors in Phoenix. In the future, we plan to investigate running type recovery until the set of known variables reaches a fix point.

Calling Conventions  TIE currently assumes that all functions use the cdecl calling convention, and does not support multi-register (64-bit) return values. Unfortunately, this can make Phoenix output incorrect or uncompliable code. In the future, we plan to use an interprocedural liveness analysis to automatically detect calling conventions based on the behavior of a function and the functions that call it. Our goal is to detect and understand calling conventions automatically, even when they are non-standard. This is important for analyzing malware, some of which uses unusual calling conventions to try to confuse static analysis.

Recursive Types  TIE has no support for recursive types, although these are used quite frequently for data structures like linked lists and binary trees. This means that the type

```
struct foo { int a; struct foo *next; }
```

will be inferred as

```
struct foo { int a; void* next; }
```

which does not specify what type of element next points to. Since Phoenix is intended to be the frontend of an analysis platform, we would like to recover the most specific type possible. We plan to investigate more advanced type inference algorithms that can handle recursive types.

6 Related Work

At a high level, there are three lines of work relevant to Phoenix. First, work in end-to-end decoders. Second, work in control structure recovery, such as loop identification or structural analysis, which spans both decoder and compiler literature. Third, literature pertaining to type recovery.

Decompilers  The earliest work in decompilation dates back to the 1960’s. For an excellent and thorough review of the literature in decompilation and several related areas up to around 2007, see Van Emmerik’s thesis [38, ch. 2]. Another in-depth overview is available online [17].

Modern decompilers typically trace their roots in Cifuentes’ 1994 thesis on dcc [11], a decoder for 80286 to C. The structuring algorithm used in dcc is based on interval analysis [1]. Cifuentes proposed the compression ratio metric (see §4.2), but did not measure correctness on the ten programs that dcc was tested on [12]. Since compression is the target metric, dcc outputs assembly if it encounters code that it cannot handle. Cifuentes et al. have also created a SPARC asm to C decompiler, and measured compressibility and the number of recovered control structures on seven SPEC1995 programs [14]. Again, they did not test the correctness of the decompilation output. Cifuentes [11] pioneered the technique of recovering short-circuit evaluations in compound expressions (e.g., x && (!y || z) in C). Her technique has been improved over the years by other researchers [19, 40].

Chang et al. [9] also use compressibility in their work on cooperating decoders for the three programs they tested. Their main purpose was to show they can find bugs in the decompiled source that were known to exist in the binary. However, correctness of the decompilation itself was not verified.

Boomerang is a popular open-source decompiler started by Van Emmerik as part of his Ph.D. [38]. The main idea...
of Van Emmerik’s thesis is that decompilation analysis is easier on the Single Static Assignment (SSA) form of a program. In his thesis, Van Emmerik’s experiments are limited to a case study of Boomerang coupled with manual analysis to reverse engineer a single 670KB Windows program. We tested Boomerang as part of our evaluation, but it failed to produce any output on all but a few of our test cases after running for several hours.

The structuring algorithm used in Boomerang first appeared in Simon [36], who in collaboration with Cifuentes proposed a new algorithm known as “parenthesis theory”. Simon’s own experiments showed that parenthesis theory is faster and more space efficient than the interval analysis-based algorithm in *decc*, but recovers less structure.

Hex-Rays is the *de facto* industry decompiler. The only information we have found on Hex-Rays is a 2008 write-up [22] by Hex-Rays’ author, Guifanov, who revealed that Hex-Rays also performs structural analysis. However, Hex-Rays achieves much better structuredness than vanilla structural analysis, which suggests that Hex-Rays is using a heavily modified version. There are many other binary-to-C decompilers such as REC [34] and DISC [26]. However, our experience suggests that they are not as advanced as Hex-Rays.

Our focus is on decompiling C binaries. Other researchers have investigated decompiling binaries from managed languages such as Java [30]. The set of challenges they face are fundamentally different. On the one hand, these managed binaries contain extra information such as types; on the other hand, recovering the control flow itself in the presence of exceptions and synchronization primitives is a difficult problem.

Control Structure Recovery Control structure recovery is also studied in *compilation*. This is because by the time compilation is in the optimization stage, the input program has already been parsed into a low-level intermediate representation (IR) in which the high-level control structure has been destroyed. Much work in program optimization therefore attempts to recover the control structures.

The most relevant line of work in this direction is the elimination methods in data flow analysis (DFA), pioneered by Allen [1] and Cooke [15] in the 1970’s and commonly known as “interval analysis”. Sharir [35] subsequently refined interval analysis into structural analysis. In Sharir’s own words, structural analysis can be seen as an “unparser” of the CFG. Besides the potential to speed up DFA even more when compared to interval analysis, structural analysis can also cope with irreducible CFGs.

Engel et al. [19] are the first to extend structural analysis to handle C-specific control statements. Specifically, their Single Entry Single Successor (SESS) analysis adds a new tail region type, which corresponds to the statements that appear before a `break` or `continue`. For example, suppose if (b) { foo; break; } appears in a loop, then the statements represented by `foo` would belong to a tail region. Unfortunately, the SESS analysis does not use iterative refinement, and can get stuck when on unstructured code. We show in our evaluation that this leads to a large amount of structure being missed.

Another line of related work lies in the area of program schematology, of which “Go To Statement Considered Harmful” by Dijkstra [18] is the most famous. Besides the theoretical study of the expressive power of goto vs. high-level control statements (see, e.g., [33]), this area is also concerned with the automatic structuring of (unstructured) programs, such as the algorithm by Baker [2]. Unfortunately, none of these algorithms perform iterative refinement.

Type Recovery Besides control structure recovery, a high-quality decompiler should also recover the types of variables. Much work has gone into this recently. Phoenix uses TIE [28], which recovers types statically. In contrast, REWARDS [29] and Howard [37] recover types from dynamic traces. Other work has focused on C++-specific issues, such as virtual table recovery [20, 21].

7 Conclusion

We presented Phoenix, a new binary-to-C decompiler designed to be accurate and effectively recover abstractions. Phoenix can help leverage the wealth of existing source-based tools and techniques in security scenarios, where source code is often unavailable. Phoenix uses a novel control flow structuring algorithm that avoids a previously unpublished correctness pitfall in decompilers, and can iteratively refine program control flow graphs to recover more control flow structure than existing algorithms. We proposed two metrics for testing decoders: correctness and structuredness. Based on these two metrics, we evaluated Phoenix and the *de facto* industry standard decompiler, Hex-Rays. Phoenix decomplied twice as many utilities correctly as Hex-Rays, and recovered more structure.

Notes

1. The algorithm for identifying tail regions is unspecified [19], so it is possible that our implementation behaves differently than the original.
2. Engel et al. do not report how their algorithm [19] selects the nodes to be considered in the loop body, besides noting that they should have a single successor. We initially used the standard structural analysis definition [31].
3. The number of utilities built depends on the machine that coreutils is compiled on. This is the number applicable to our testing system, which ran Ubuntu 12.04.1 x86-64. We compiled coreutils in 32-bit mode because the current Phoenix implementation only supports 32-bit binaries.
4. Although it seems like this should be possible to implement using only a C header file containing some typedefs, a `typedef` has its qualifiers fixed. For instance, `typedef int foo` is equivalent to `typedef signed int foo`, and thus the type `unsigned foo` is not allowed because `unsigned signed int` does not make sense.
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