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Executive Summary

Security is an important and complex quality attribute in many software-intensive systems. Unfortunately security is often neglected in the requirements stage of the development life cycle. Security is introduced later, in design and implementation, which results in inadequate analysis, cost overruns, and vulnerabilities costing billions of dollars annually. Even when security requirements are specified, they are likely at an incorrect level of abstraction, either too general to be useful or too focused on design implications. To be most effective, security should be an integrated part of systems development from the beginning, addressed with the same discipline as other system requirements.

The Security Quality Requirements Engineering (SQUARE) methodology was created by the CERT® Program at Carnegie Mellon University’s Software Engineering Institute to address this problem. SQUARE is a nine-step security requirements elicitation approach. Case studies have shown that while SQUARE is effective, the process can take two to three months of effort for large projects, an investment some organizations cannot afford. SQUARE-Lite, a leaner variant, was developed for integration into an existing requirements engineering process. This paper introduces another variant, R-SQUARE, based on SQUARE-Lite, which explores reusable artifacts in various steps to reduce the effort needed to complete SQUARE.

In recent years research has gone several directions with the cataloguing and reuse of requirements and other security-related artifacts. Definitions of a unified security taxonomy for security concepts and terms have also been proposed.

Security requirements, and the goals that produce them, are particularly reusable because security needs and defenses are fairly common across different domains and independent of many functional attributes and other quality requirements. Security requirements and goals can be made very reusable for many different types of projects when they are written at the right level of abstraction, in generic but commonly understood terms, and with good requirements guidelines in mind.

This report introduces a generic security model that attempts to organize various aspects of security into a hierarchy of concepts. Goals, requirements, and other artifacts in SQUARE and beyond can be mapped to corresponding layers of this model, supporting traceability in security analysis and reusability of security statements. The goal of this report is to introduce R-SQUARE, which integrates reusability into the SQUARE methodology in a way that supports collaboration and common understanding.
Abstract

Security is often neglected during requirements elicitation, which leads to tacked-on designs, vulnerabilities, and increased costs. When security requirements are defined, they are often either too vague to be of much use or overly specific in constraining designers to use particular mechanisms. The CERT® Program, part of Carnegie Mellon University’s Software Engineering Institute, has developed the Security Quality Requirements Engineering (SQUARE) methodology to correct this shortcoming by integrating security analysis into the requirements engineering process.

SQUARE can be improved upon by considering the inclusion of generalized, reusable security requirements to produce better-quality specifications at a lower cost. Because many software-intensive systems face similar security threats and address those threats in fairly standardized ways, there is potential for reuse of security goals and requirements if they are properly specified. Full integration of reuse into SQUARE requires a common understanding of security concepts and a body of well-written and generalized requirements. This study explores common security criteria as a hierarchy of concepts and relates those criteria to examples of reusable security goals and requirements for inclusion in a new variant of SQUARE focusing on reusability, R-SQUARE.
1 Introduction

Security requirements engineering shows potential for reusing security requirements and goals, which reduces the overall cost of requirements engineering and yields higher-quality requirements specifications. The CERT® Program of Carnegie Mellon University’s Software Engineering Institute (SEI) has developed the Security Quality Requirements Engineering (SQUARE) methodology, which can be adapted to support reuse of goals, requirements, and other security artifacts. Such reuse requires a shared understanding of security terminology and concepts at different levels of abstraction and their relation to one another.

This report explores the potential for reuse of security requirements and goals in security requirements engineering and how reuse can be integrated into the SQUARE methodology. A hierarchical security model is described that maps security concepts at different levels of abstraction to the work products created in SQUARE. The report then proposes a new variant of SQUARE, R-SQUARE, that supports the reuse of definitions, goals, risks, and requirements.

Section 2 introduces the state of security requirements and design in industry practice and the problems that led to the creation of SQUARE. Section 3 briefly describes the SQUARE methodology. Section 4 presents an argument for reuse in security requirements engineering, while Section 5 explores related work in requirements engineering and reusable security concepts. Section 6 defines a security model for determining goals, risks, and requirements. Section 7 explains the characteristics of good requirements and goals and how they can be written to be more reusable. Section 8 defines a new variant of SQUARE for reuse, R-SQUARE, built on the concepts presented thus far. Section 9 suggests areas for future work, and Section 10 presents conclusions from the completed research.

© CERT is a registered mark owned by Carnegie Mellon University.
2 Security Requirements in Current Practice

Security requirements engineering is where the creation of a secure system begins. As a quality attribute with major financial, social, and even legal ramifications, security is an integral part of system functionality. As such it must be addressed early in the development process. The cost of catching and correcting requirements defects in deployed systems can be much greater than the cost of doing so during requirements engineering. Defects in requirements, which can account for up to 40–50 percent of project effort, can lead to budget and schedule overruns, quality problems, and canceled projects. This is especially true for security, which has far-reaching implications and great potential for harm if it fails [Mead 2009].

Unfortunately security is often neglected in the requirements stage and only introduced as an afterthought in later stages of development [Schumacher 2006]. Security requirements, if specified at all, face one of two pitfalls. On the one hand, many security requirements are too vague to provide any real guidance to system designers. A generic phrase like “data shall be kept secure” does not communicate anything meaningful [Fabian 2010]. It is left up to architects and programmers, who are disconnected from the business context, to interpret what kind of protection is needed and to what extent. On the other hand, security requirements may overly constrain designers by demanding specific features and mechanisms without defining the underlying need. Finally, security is often ignored altogether until the system is being designed or even implemented. In these cases security features are often tacked onto an existing design. All of these practices lead to unnecessary rework, poor design, and vulnerabilities. Reports have shown that security vulnerabilities cost up to $59.5 billion annually, while early focus on security analysis can provide up to 21 percent return on investment [Mead 2005].

Security requirements engineering suffers from a lack of proper analysis, haphazard specifications, and inadequate management. The industry needs a better way to handle security requirements. To be most effective, they need to be defined at a proper level of abstraction, aligned to the organization’s goals, and considerate of the actual risks present. Requirements, which deal with business needs, should address what the system should do while leaving the designers to determine how to do it. Just like any other quality attribute, security affects system design and functionality. Security needs must be addressed from the beginning of the development life cycle so that they can be integrated into the system design.
3 The SQUARE Methodology

The CERT Program developed SQUARE to address the problem of inadequate security requirements. SQUARE is a requirements engineering methodology “for eliciting, categorizing, and prioritizing security requirements for information technology systems and applications” [Mead 2005]. The process consists of nine steps performed in order by a team of requirements engineers, including at least one expert in risk assessment methods, and project stakeholders:

1. Agree on definitions.
2. Identify assets and goals.
3. Develop supporting artifacts.
5. Select elicitation technique.
6. Elicit security requirements.
7. Categorize requirements.
8. Prioritize requirements.
9. Inspect requirements.

SQUARE is performed at the requirements elicitation stage of the development life cycle to develop security-related system requirements. Engineers guide the stakeholders through the process of identifying and prioritizing security-related goals, threats, and requirements specific to the project. Each step has inputs and outputs, with assigned tasks for one or both. By guiding stakeholders and requirements engineers through the specification of security requirements, SQUARE ensures that security is addressed early in the project life cycle in the same way as functional attributes and other quality attributes.

Completing the full nine-step SQUARE process may take two to three months for large projects. Unfortunately some organizations are unwilling or unable to commit so much time and so many resources to security requirements alone [Gayash 2008]. There is a need for a leaner, more efficient process to achieve similar results. SQUARE-Lite was developed to address this need.

SQUARE-Lite is a five-step adaptation that can be completed more quickly and with fewer resources by focusing on only the most essential steps. However, SQUARE-Lite assumes integration into an existing requirements engineering process. SQUARE-Lite consists of the following steps [Mead 2009]:

1. Agree on definitions.
2. Identify assets and security goals.
4. Elicit security requirements.
5. Prioritize requirements.

Reuse of security requirements and other artifacts presents another opportunity to reduce the cost of performing SQUARE. The following sections explore how reusable artifacts can be incorporated into the process with the support of a conceptual model for analyzing security criteria.
4 Advantages of Reuse

Reuse of security requirements provides several benefits to the requirements engineering process.

- Opportunity: Security requirements, more so than other requirements, have potential for reuse in other projects. Many systems face similar security threats and deal with them in the same standardized ways, at least at the requirements level. This is an opportunity to define common security measures and establish reusable artifacts for future projects [Firesmith 2003a].

- Reduced cost: Each time a requirement is reused, it offsets another requirement that does not have to be written. Reuse reduces the effort needed to produce requirements specifications for later projects. Writing requirements that can be reused is a time investment in future productivity.

- Improved quality: A requirement that has been written specifically for reuse will have been given thorough attention and inspected for quality. Reusing published requirements thus results in fewer defects due to poorly written requirements [Firesmith 2003a].

- Consistency: Reusing requirements forces stakeholders to think at the same level of abstraction, in the same terms, and independently of system design in different contexts. Using the same requirement for multiple projects grants a certain level of consistency across a product line or an entire organization [Mellado 2008].

- Less technical knowledge required: Specifying requirements at the correct level of abstraction (by focusing on protection rather than design) lessens the need for security expertise at the requirements stage. A business context and basic understanding of security concepts are sufficient for choosing requirements [Firesmith 2003a].

A set of well-defined security requirements may be reused whole or in part while specifying similar systems. By investigating the goals and concepts behind security requirements and mapping them to common mechanisms and principles, we can see that the primary challenge of eliciting good security requirements is often not specifying innovative solutions but rather deciding what types and degrees of protection are needed.

Reusing predefined criteria does have its disadvantages. There is an up-front investment in effort and resources associated with creating a reusable security repository. Writing goals and requirements for reuse may take some extra thought, and cataloging them for future use will require additional process management. Reusability is unlikely to provide any immediate advantage when it is first adopted.

The real benefit of reusing security requirements comes later when the team can reduce requirements costs by drawing on previous work. Not only will the team become more adept at performing the process, but the actual work to be done will decrease over time. Like the SQUARE methodology itself, adopting reusability is an investment of a little more time now toward reduced costs and higher quality in the future.
5 Related Work

Recent research has gone in several directions to deal with reusability in the context of security analysis and design.

Requirements based on laws and regulations have been the subject of a number of studies. A team in Norway performed such research in reusable security requirements for health care applications, mapping European legal regulations to technical requirements [Jensen 2009]. In Spain another team studied the reuse of legal requirements regarding personal data protection [Toval 2002]. The Privacy Requirements Elicitation Technique, which was incorporated into SQUARE, was supported by a computer-aided software engineering tool that suggested relevant privacy requirements based on a questionnaire about applicable regulations and the use of the system [Miyazaki 2008]. Requirements based on legislation and other standards have great potential for reuse because they essentially reword regulatory language in technical terms.

A study of requirements-based access control and policy specification led to the creation of a support tool that allows analysts to create and reuse rules with traceability to requirements [He 2009]. The analysis itself is based on a three-tiered model of policies, models, and mechanisms, each at a different level of abstraction. This structure influenced the design of the hierarchical security model presented in this report.

Donald Firesmith at the SEI has contributed several ideas to this area of research. He proposes a methodology for reuse-based security analysis, as well as reusable parameterized templates for security requirements elicitation [Firesmith 2003a]. Templates present a solution to some of the problems observed in security requirements. Firesmith also defined a detailed quality model for safety, security, and survivability engineering [Firesmith 2003c]. The model describes relationships between concepts that contribute to systemic qualities.

There have been various other attempts to define a unified model of security concepts [Fabian 2010, Firesmith 2005]. Security lacks a clear taxonomy of attributes, requirements, and standard controls. Inconsistency in language and a focus on controls rather than requirements have hindered a standardized approach to dealing with security needs. There is not yet a consensus about a standardized approach, but the work has helped generate discussion about relationships between abstract security concepts and related design decisions [Blanco 2008].

Another common research topic is requirement repositories for storing reusable requirements [Fabian 2010, Firesmith 2003a]. Architectures and tools have been proposed for cataloguing and tracking reusable requirements so that they can be searched and retrieved easily for later projects [He 2009, Du 2009]. Repositories present an opportunity for collaborative standardization of security requirements that can be used across organizations and domains [Jensen 2009].
Reusing of security requirements requires a common understanding of the related security concepts [Blanco 2008]. Goals and requirements are given at different levels of abstraction, though the behaviors specified in requirements support the concepts reflected in goals. This observation lends itself to a hierarchical model of security concepts. The model partitions security into a set of high-level concepts called quality subfactors, which represent the characteristics that a secure system exhibits. Quality subfactors are further broken down into security measures, which define general behaviors that support quality subfactors at a level above design patterns and mechanisms. Quality subfactors are reflected in security goals, while requirements are mapped to security measures. The model also includes a layered view of system security, which is helpful when considering different types of security threats and their effects. Many security measures provide defense at a particular layer.

6.1 Quality Subfactors

To understand what security means and define requirements for attaining it, we must understand the specific attributes that contribute to a state of security. In this section we explore some common models for breaking security down into smaller, more specific concepts.

One of the most widely recognized paradigms for analyzing system security is the Central Intelligence Agency (CIA) triad [Pfleeger 2007]. This model defines a secure system as maintaining three properties of its data and services: confidentiality, integrity, and availability. Another quality, accountability, is sometimes included as well. The Department of Homeland Security takes another approach, naming dependability, trustworthiness, and survivability as the essential characteristics of a secure system [Goertzel 2009].

Such attributes are referred to as security properties, principles, or characteristics. As these attributes provide certain systemic properties that fall under the broad quality attribute of security, we will refer to them as security quality subfactors [Firesmith 2003a]. For the purposes of defining security requirements, we will consider the following security quality subfactors:

- **Confidentiality.** Sensitive information must be protected against unauthorized disclosure. Privacy, which is the protection of personal information, is an important subset of confidentiality. Confidentiality protection can take many forms. Data access may be restricted by location, actor identity, or classification level. In the case of personal information (a privacy concern), users may have access to their own data, but no other actor, not even an administrator, may be permitted to see it. Confidentiality may be enforced by hiding data behind a boundary so that unauthorized actors may not access it, encrypting it so that it can only be interpreted by the intended recipient, or a combination of both.

- **Integrity.** Data must be protected against unauthorized modification. Restricting the ability to modify secure data to authorized actors maintains integrity. Integrity may require that data is completely immune to modification or that modification privileges are restricted to certain actors. Access controls and user permissions provide data integrity, and encryption may be used to check for unknown modification. An attribute closely related to integrity is authen-
icity of data, which means that data is of genuine origin and has not been fabricated. Authentic data has been confirmed to come from a valid source.

- availability. Data and services must be available when they are requested. If interrupted, a system must recover and continue secure operation as quickly as possible without adverse side effects. Availability includes survivability, also known as resilience, which is a system’s ability to withstand attacks or accidents and continue to operate in a secure manner.

- accountability. If and when an attack or accident does occur, accountability ensures that actions that affect secure assets can be traced to the responsible actor or condition. Accountability ensures that an attacker who performs a malicious action cannot deny involvement after the fact.

- conformance. While the CIA triad focuses on protection of data, the services dealing with data must also be secure. Conformance means that the software operates as intended without variation. It reliably performs the necessary tasks, no more and no less. The system does not contain vulnerabilities that can be exploited to cause unwanted behavior. Any deviation from the specified behavior constitutes nonconformance because it either produces unwanted behavior or potentially allows an attacker to exploit a vulnerability.

### 6.2 Security Goals

Security goals are determined first, before requirements, so that the team will understand what outcome the security requirements are to support. As the requirements engineering proverb says, “If you don’t know what you want, it’s hard to do it right” [Fabian 2010]. Goals define the targeted conditions that make security requirements necessary. While requirements, as we will see later, are phrased in terms of what a system will do, goals focus on the end result. A goal may call for a reduction in damages done, a certain uptime ratio, or other realistic results that business stakeholders are looking for in the implemented system.

Security goals present an opportunity for reuse because systems share similar motivations for implementing security mechanisms. Secure systems are not created simply for the sake of being secure. Security supports the system’s primary purpose so that it can be performed in a secure manner. In this sense, security goals are fairly limited: do whatever the system does securely, according to the criteria and extent necessary. Thus, security goals are largely uniform and have a relatively simple purpose: to protect the organization’s assets by providing for one or more of the security quality subfactors. As such, goals can be stated in terms of a targeted degree of conformance to a quality subfactor or the targeted business impact of such conformance.

### 6.3 Layered Defenses

Comprehensive security requires more than a single line of defense. To be most effective, multiple aspects of security should work together to provide layered protection. This is reflected in the security strategy “defense in depth,” in which overlapping controls at various layers combine to provide more robust security. There are several layers at which security controls can be implemented, each with its own purpose [Pfleeger 2007, Schumacher 2006]:

- deterrence or prevention. The first layer of defense is to prevent attacks from taking place. An asset can be protected from malicious attack by making the attack as difficult as possible.
One way is to limit the means by which an attacker can gain access to and compromise the asset.

- detection. If an attack or accident does occur, the system and its users should be informed immediately to take action and mitigate the effects. System activities should be monitored for incidents in progress, and notifications should be issued or a response automatically initiated.

- response. When a potential attack or accident is detected, a secure system should take some action to minimize the incident’s impact. This may include automated defense mechanisms, active alarms and notifications, or simply recording the incident so that it can be dealt with later.

- recovery. No system is completely secure. Accidents happen and attacks succeed. When an incident occurs and harm is done, action must be taken to recover. Any damages must be corrected, and the system must be returned to secure operation. Recovery services can be defined in terms of what damage the system can correct and how quickly. Because recovery requires a return to secure operation, it is most closely related to availability and specifically survivability.

### 6.4 Threats

We use the definition of threat from *Software Security Engineering* [Allen 2008]: “A threat is an actor or agent that is a source of danger, capable of violating the confidentiality, integrity, and availability of information assets and security policy.” A risk refers to the likelihood that the actor or agent will be successful. Security threat models provide a generalized paradigm for evaluating the different types of security threats and the risks associated with them.

Microsoft’s STRIDE Threat Model [Microsoft 2005] is one such example. STRIDE is an acronym for five common categories of threats: Spoofing identity, Tampering with data, Repudiation, Information disclosure, Denial of service, and Elevation of privilege. Each category presents a risk to one or more security quality subfactor. For example, repudiation violates accountability, and denial of service violates availability.

By using a threat model to categorize and evaluate risks against security goals, an organization can quickly build up a threat database of likely attacks and their potential impact on secure assets. These threats can be described in short scenarios, misuse cases, or any number of formats. A requirements engineering team can then refer to this database, identify relevant threats, and analyze them in terms of the project’s own security goals and assets.

### 6.5 Security Measures

Security measures are the generic, implementation-independent forms of security controls that dictate what the system should do to provide a secure environment. Security measures are not design decisions; rather they describe security in a behavioral sense. Thus, they are at the correct level of abstraction for specifying requirements. There are many types of security measures, whose variety provides for different quality subfactors at different layers. Some of the most fundamental security measures are described here.
• access control. One of the most important and fundamental security measures, access control is a means by which access to a resource is restricted by some condition. Secure systems must ensure that each instance of data or a service is made available only to those who are authorized to access it. Access control makes use of three subsidiary measures to provide secure access to system resources: identification, authentication, and authorization of actors [Schumacher 2006]:
  – identification. Before interacting with an actor, the system must identify it, whether it is a person or another system or component.
  – authentication. When an actor identifies itself, the system must verify the claim against some source known to and trusted by the system. In many cases identification and authentication are done concurrently, as in the case of username and password pairs.
  – authorization. Once the actor’s identity has been verified, the system must determine whether the actor is permitted to access the requested data or service. This check may be done on the basis of user roles, user-specific permissions, or some other criteria depending on the system’s access control policy. If the system supports user sessions, identification and authentication may be performed only once, while authorization would be performed for each request.

• physical protection. Secure systems must be protected not only from electronic attack but also physical threats. This may include theft, tampering, or destruction of equipment. Physical protection includes a wide variety of defenses against accidents, disasters, and intruders [Pfleeger 2007].

• security policy. A set of rules or practices that a system must enforce is described by a security policy. Policies specify how a system should handle its assets in a secure manner [Schumacher 2006].

• nonrepudiation. Services that provide accountability monitor events and record relevant information about them. When linked to individuals, such data provides nonrepudiation, the inability of an actor to falsely deny involvement in an incident [Schumacher 2006].

• system recovery. An accident or successful attack may compromise the system or its assets in some way. System recovery minimizes the effects of a security failure by restoring the system to a secure state in the case of an attack or accident [Schumacher 2006].

• attack detection. Attack detection is the active or passive monitoring of behaviors and conditions for evidence of an attack [Pfleeger 2007].

• boundary protection. Services that protect the components of a system that are exposed to the outside world limit the means by which an external threat can penetrate the system [Schumacher 2006].

6.6 Relating Levels

Security quality subfactors are the systemic characteristics that define secure behavior. They form the highest level of abstraction in the security model, partitioning the concept of security into separate attributes.
Security goals are statements that describe the system’s conformance to quality subfactors. Goals do not specify what exactly the system is to do. Instead, they state that when a system has fulfilled its security requirements, it will exhibit a given set of characteristics.

The system will be exposed to certain threats that can break its conformance to the goals by penetrating security defenses and causing a deviation from secure behavior. The risk that these threats will occur can be mitigated by security requirements that support the provision of characteristics stated in the security goals. Requirements are made in terms of security measures, which describe the type of defense to be implemented without constraining the design to specific mechanisms. In other words, requirements dictate what the system must do but not how to do it. Requirements mandate the presence of defenses around secure assets. Such defenses are best applied in layers so as to maximize the robustness and coverage of security mechanisms.

Security mechanisms come out of the resulting design decisions that are made in light of the requirements. Mechanisms are concrete patterns and techniques such as password protection, secure sockets layers (SSL), or firewalls.

Thus, each level’s specification brings the system closer to a concrete design and provides a context for the next level of concepts. The following example, taken from a SQUARE case study with some alteration to support reusability, illustrates this point. Each level of the security model is represented in one of the statements. As SQUARE progresses from goals and assets to risks to requirements, it moves down the model from abstract quality subfactors to more concrete but still generic security measures.

**Step 2: Identify assets and goals**

**Assets:** User data, hardware, application software

**Business goal:** The tool provides the means to make informed decisions based on available sources.

**Security subgoal:** The confidentiality and integrity of the user data shall be maintained against unsophisticated login attack 99 percent of the time.

**Step 4: Risk assessment**

**Threat:** An attacker succeeds in an unauthorized server login (low sophistication), resulting in loss of data integrity and confidentiality.

**Step 6: Elicit security requirements**

**Requirement:** The system is required to have strong authentication measures in place at all system gateways/entrance points.

From this breakdown, we can see that the stated goals have led to a requirement, which will lead to specific design decisions. The specified requirement mitigates the threat and supports the security goal. The goals, risks, and especially the requirements are each stated at a proper level of abstraction and in a way that supports reuse.
7 Writing Reusable Requirements

Now that we have explored security concepts at different levels of abstraction, we can see how they relate to the artifacts defined in requirements analysis. We turn our attention specifically to writing requirements that support reuse. What makes a security requirement a good candidate for reuse? It must have the qualities of a good requirement in the first place, and it also must be general enough to apply in different situations while carrying the same meaning.

If a requirement is to be placed in a collective body of knowledge and used again in other contexts, some care must be taken that it is well written and exhibits the qualities that a requirement should carry. The total impact of a reused requirement over its lifetime will be much greater than that of a single-use requirement.

A reusable requirement also must not be overly specific to the system in question, or it will lose its value outside of that context and cannot be reused without significant rewording. Requirements that must be significantly modified to be meaningful in another project are not reusable and may as well be discarded.

We will first explore the characteristics of a good requirement and then see what can be done to make them suitable for reuse. There are various criteria for what a good requirement should look like [Firesmith 2003b]. For example, in the context of security engineering, Pfleeger and Pfleeger propose six characteristics for requirements: correctness, consistency, completeness, realism, need, verifiability, and traceability [Pfleeger 2007]. They also state that security requirements should cover all aspects of security and be stated in a way that specifies function without constraining design.

7.1 Quality Criteria for Requirements

The following criteria have been found to characterize good requirements and specifications [Firesmith 2003b, Pfleeger 2007]. Requirements that meet all of these criteria will be good candidates for reuse because they will be sufficiently abstract to apply to multiple projects while clearly communicating security needs.

- atomic. The requirement addresses exactly one point and stands on its own as a single, complete thought in one statement. Generally speaking, an atomic requirement should not contain more than one clause.

- complete. Collectively, the requirements provide a full representation of system functionality. For security requirements, this means full coverage of the identified goals and risks. All relevant aspects of security, including each affected quality subfactor and layered defense, are fully specified at a proper level of abstraction.

- consistent. The requirement does not conflict with or confuse the meaning of any other requirement. The same function is not described in different terms or from different perspectives. The entire specification provides a single, uniform model of functionality.

- feasible. The requirement can be reasonably implemented within the project’s constraints. Requirements do not represent wishful thinking, recommendations, or unrealistic goals.
- generic. Requirements should communicate a system’s functions, not the means by which those functions are achieved. A good requirement does not constrain the design by imposing a particular mechanism. To put it another way, requirements state “what,” not “how.”
- necessary. The requirement communicates exactly what is needed and no more. It is an essential statement without which the project’s specification would be incomplete. There are no redundant requirements, and overlap is kept to a minimum. Each requirement provides a unique piece of information.
- traceable. The requirement can be related to decisions and products throughout the development life cycle so that its implementation can be verified at any point and any changes to the requirement can be easily assessed.
- unambiguous. The requirement is worded in a way that is clear and difficult to misunderstand. The requirement avoids undefined jargon and vague terms and allows only one objective interpretation.
- verifiable. The requirement can be verified through testing or other forms of analysis. A system characteristic that cannot be proven is a goal, not a requirement.

Any requirements specification should meet the above criteria. The first step in writing reusable requirements is to write good requirements. Now we turn our attention to those characteristics that specifically make a requirement suitable for reuse.

7.2 Need for Common Terminology

Reusable requirements will be used outside of their original context. They will be applied to different projects while retaining the same meaning. This calls for common terminology in defining security requirements. SQUARE begins by agreeing on definitions. For requirements reuse to be feasible, teams need to agree on definitions not only for a single project but across projects in the organization. Agreeing to use widely accepted definitions from a reputable public source is even better. IEEE, the Software Engineering Body of Knowledge (SWEBOK), and the U.S. Department of Defense are all potential sources of defined terminology.

7.3 Generic but Useful Requirements

Requirements tend to be stated in terms specific to the project for which they are written. But reusable requirements need to retain their meaning outside of their original context. A requirement written for reuse should not refer to any specific system component or feature. Rather it should state a systemic trait that is to be implemented. If it is not possible to write a meaningful requirement in generic terms, the requirement may not be written at a sufficient level of abstraction, or it may be a special case not suitable for reuse.

For example, this might be a fine requirement:

*The system must authenticate users arriving at the control panel.*

But what does it mean in a generic context? This requirement is only meaningful when there is a control panel at which a user can arrive. For reusability, the requirement would be better stated as

1 http://www.computer.org/portal/web/swebok
The system is required to have strong authentication measures in place at all system gateways/entrance points.

This requirement is independent of any specific system features and retains its meaning in almost any context.

### 7.4 Right Level of Abstraction

Requirements are most useful when they specify what a system must do without placing any constraints on how that behavior is achieved. A requirement that enforces a technique or mechanism puts unnecessary limitations on designers, who must create a design that conforms to the stated requirements.

It can be tempting to begin design of security features while specifying requirements. If accountability is an important quality subfactor, a requirement might state

*The system shall require users to log in with a username and password combination.*

This is a standard way to force authentication. But why must the login mechanism use a username and password? What if these users are in a hurry and just want to swipe a card or scan their fingerprint? Those may be valid alternatives that achieve the same end result: user authentication. The requirement is better stated as

*The system shall implement access control via a secure login screen.*

This requirement states the intended security measure and the point at which it is implemented without specifying a certain design.

Another example shows that requirements can also be too abstract:

*The system's availability shall be maintained in the event of a denial-of-service attack 99 percent of the time.*

This makes a fine security goal, but it is too general to be of much use as a requirement. Specifically, it is not verifiable—a successful denial-of-service attack would have to be defined and the associated figure of 99 percent availability measured in order to verify this requirement. A better requirement would state what the system must do to achieve the desired level of availability:

*The system shall recover from attacks, failures, and accidents in less than one minute.*

This requirement speaks to the same quality subfactor but is more specific to system behavior. It places a clear, testable measurement to be achieved by one of the layers of security (recovery) without constraining any particular design decision. This requirement can be reused with practically any system.
8 Integration into SQUARE

The motivation for integrating reusability into SQUARE is twofold. First, it is easier to select and adapt existing requirements from a repository than to write new ones. Reusing requirements will reduce the total effort needed to perform SQUARE, especially as a practicing organization develops or acquires a large body of knowledge from which to draw requirements, goals, and risks. Second, by focusing their attention on reusing and refining the same well-defined requirements multiple times, organizations can produce higher-quality requirements and create better specifications overall. Rather than always writing and reviewing new requirements, engineers can choose from predefined requirements whose quality has already been verified.

With these goals in mind, a new variant of SQUARE, R-SQUARE, is defined using SQUARE-Lite as a base model and incorporating reuse in several places (see Table 1). This new version includes six steps, five of which provide some opportunity for reuse of artifacts and concepts.
<table>
<thead>
<tr>
<th>Step</th>
<th>Input</th>
<th>Techniques</th>
<th>Opportunities for Reuse</th>
<th>Participants</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Agree on definitions</td>
<td>Security glossary and/or definitions from external standards</td>
<td>Work session</td>
<td>Definitions</td>
<td>Stakeholders, requirements engineers</td>
</tr>
<tr>
<td>2</td>
<td>Identify assets and security goals</td>
<td>Definitions, predefined and candidate goals, security quality model, business drivers, policies and procedures, examples</td>
<td>Facilitated work session, surveys, interviews</td>
<td>Security- and business-oriented goals</td>
<td>Stakeholders, requirements engineers</td>
</tr>
<tr>
<td>3</td>
<td>Perform risk assessment</td>
<td>Misuse cases, scenarios, threat models, security goals</td>
<td>Threat models, attack trees, documented risks</td>
<td>Requirements engineer, risk expert, stakeholders</td>
<td>Risk assessment results</td>
</tr>
<tr>
<td>4</td>
<td>Choose security requirements</td>
<td>Definitions, goals, risks, pre-defined requirements, templates</td>
<td>Work session, focus groups, checklists, lists of reusable requirements</td>
<td>Requirements</td>
<td>Stakeholders facilitated by requirements engineers</td>
</tr>
<tr>
<td>5</td>
<td>Prioritize requirements</td>
<td>Requirements, risks</td>
<td>Prioritization methods such as Analytical Hierarchy Process (AHP), triage, Win-Win</td>
<td>Stakeholders facilitated by requirements engineers</td>
<td>Prioritized requirements</td>
</tr>
<tr>
<td>6</td>
<td>Review requirements</td>
<td>Prioritized requirements, review techniques</td>
<td>Inspection method such as Fagan, peer reviews</td>
<td>New requirements</td>
<td>Review team</td>
</tr>
</tbody>
</table>
8.1 Step 1: Agree on Definitions

SQUARE begins with all participants agreeing on definitions to be used in the subsequent steps. Requirements engineers, customers, security specialists, and other stakeholders may use the same terms but mean different things or refer to the same concepts using different words. To communicate clearly and effectively, everyone involved in requirements engineering must agree to a set of definitions to be used from this point onward.

Agreeing on definitions is especially important when considering reusable requirements because the same wording will be used in different contexts. Any definitions used in reusable requirements should hold beyond the scope of the current project. An organization that implements reusable requirements will need to create and maintain a glossary of relevant terms and definitions so that the meanings of requirements do not become ambiguous over time as they are reused. After a glossary is established, it will be important to minimize changes to existing definitions so that reused goals and requirements retain their intended meaning. Some or all stakeholders may need to adapt their terminology for the purpose of conforming to the wording of existing defined terms.

This step obviously requires some additional investment if the organization does not have a resource glossary, but the extra time spent on its creation will pay off in future projects. Instead of debating and writing new definitions each time the process is followed, the team can simply choose the applicable predefined terms from the organization’s glossary. Of course, a team that has performed SQUARE in the past is likely to refer back to previously agreed-on definitions whenever possible, but the emphasis here is to intentionally define terms independently of the current project.

Alternatively, an organization can borrow many or all of its security definitions from established sources such as the SWEBOK or IEEE. Whether using internal or external sources, certain projects may involve specific terminology that is not a part of the glossary, in which case the team will have to establish those definitions on its own. The important thing is that terms are used consistently across projects and teams so that reused statements retain their meaning and avoid ambiguity.

8.2 Step 2: Identify Assets and Goals

Step 2, Identify Assets and Goals, calls for the identification of valuable assets and security goals for the project. This step ensures that security requirements will reflect the organization’s policies and priorities for protecting its assets. Security goals should be aligned to the project’s essential quality subfactors and any business-oriented objectives for meeting them.

Each stakeholder may have a slightly different focus, which should be reflected in the goals. For example, a stakeholder in human resources may be more interested in preserving the privacy of user information, while a financial executive will be concerned with the integrity of accounting data. Both have valid security implications. Each stakeholder’s concerns, along with the overall business context, should be considered when selecting goals [Mead 2005].

An organization may have one or more top-level security goals for all of its projects. It may also have several applicable subgoals depending on the level of assurance desired and the types of
threats present. Organizations that develop product lines of secure software will likely have overarching business and security-related goals that are intended to apply to all affected projects.

After goals are identified, they must be prioritized, either by consensus or executive decision.

8.3 Step 3: Risk Assessment

In Step 3, Risk Assessment, the team analyzes relevant security risks in light of business and security goals. In this step the team will identify risks and determine how they affect each of the goals and associated security quality subfactors.

The risk assessment should employ an expert in risk assessment methods, who may recommend a particular method based on the organization’s needs. Goals identified in Step 2 and their associated security quality subfactors provide the input to risk assessment. Depending on the method chosen, the team may make use of existing risk-related artifacts such as misuse cases or historical security data.

Threat models, which are abstract and highly reusable, can be used to identify relevant threats and map them to the project’s security quality subfactors. Previously defined risks may also apply, though the team will need to reassess their impact for the new project.

8.4 Step 4: Choose Requirements

Step 4, Choose Requirements, is the core of SQUARE. This is when the team actually decides on the requirements that will go into the system specification. Requirements are chosen by stakeholders based on the previously identified goals and the specific risks that pose a threat to the related quality subfactors. Stakeholders identify suitable requirements from the repository or write new ones as needed. A more rigorous elicitation process will be needed when writing new requirements to ensure their quality. This obviously will require more investment in the first several projects (unless the organization opts to borrow predefined requirements, if a suitable compilation exists), but over time the organization can begin to rely more on the accumulated work of past projects.

Any number of techniques may be suitable for choosing requirements. SQUARE has been performed with several defined candidate processes [Chung 2006]. For selecting predefined requirements, an informal method such as focus groups or stakeholder interviews may be appropriate. Some requirements may have been or need to be sanitized by removing or changing specific wording to make them more applicable to the project’s context.

The team should take care to include requirements that address each of the identified quality subfactors pertaining to the security goals. If stakeholders have difficulty choosing appropriate requirements, it may help to work backward by examining applicable security mechanisms and tracing them back to related requirements. This tactic allows stakeholders to think in terms of common security concepts without unduly constraining system designers with overly specific requirements.
8.5 Step 5: Prioritize Requirements

Step 5, Prioritize Requirements, is not affected by reuse. The team prioritizes requirements so that management can evaluate tradeoffs and know which requirements to focus on if resources become scarce. The same security requirements may have different relative priorities in different settings, depending on the applicable threats and the level of assurance required, so it is meaningless to assign an inherent priority outside of some context. Prioritization should be done independently for each project, regardless of whether the requirements are new or reused.

Prioritization requires the involvement of both the requirements engineering team and stakeholders. Stakeholders consider the business consequences of having or not having certain security measures in place, while engineers may focus on the technical risks and costs involved with implementing them. The requirements engineering team should perform cost-benefit analysis, if possible, to aid stakeholders in their decision making.

SQUARE does not prescribe any one way of prioritizing requirements, although the Analytical Hierarchy Process (AHP) has been found to be effective. AHP is a pair-wise comparison method that uses multiple factors for estimating value. In the case of requirements, this is often cost versus benefit. Various other options are explored in SQUARE case studies, including triage, Win-Win, and mathematical models. Prioritization may be done by either numerical ranking or classification (essential, conditional, optional, etc.).

8.6 Step 6: Review Requirements

Step 6, Review Requirements, is the final step to conclude security requirements engineering. At this point a full set of requirements has been defined and prioritized along with associated goals and risks. Review of reused requirements should take less effort than the inspection step mandated by the full version of SQUARE because at least some requirements will have already been inspected when they were created. The focus of this step is rather to demonstrate that the correct set of requirements has been selected. Of course, any new requirements should be given full attention, especially if they are candidates for reuse.

At a minimum, any new requirements should be evaluated in terms of the identified characteristics of good requirements. If requirements have been previously used and published for reuse, it can be reasonably assumed that they are of high quality and do not need to be individually inspected in detail. However, a requirements specification is more than the sum of its parts. Three characteristics in particular—completeness, consistency, and necessity—must be assessed collectively. A review of the entire set of requirements will reveal whether these characteristics have been met. When reviewing requirements, the team should refer back to the results of previous steps to check that everything has been accounted for. The chosen requirements should fully address business and security goals, risks, and threats.

After passing a review, the security requirements are ready to be incorporated into a requirements specification or other permanent artifact. Any new requirements that meet reusability criteria can be submitted to the repository. At this point, the SQUARE process is complete, and the organization will be well on its way to developing more secure systems using reusable security requirements and goals.
9 Recommendations for Future Work

This report has presented a unified, structured model for thinking about software security from quality attributes down to control mechanisms. This model was the basis for defining a new variant of the SQUARE methodology with reuse of artifacts. The security model and its mapping among concepts is a start, but more work is needed to map out the concepts in each layer and the relationships between layers.

Both the conceptual model and the new process draw heavily from previous research and case studies, but neither has yet been applied to a real project. The next step is to field-test R-SQUARE in a case study and compare the results with those of SQUARE and SQUARE-Lite. From there, research into the actual process of creating and managing reusable artifacts can improve on the methodology.
10 Conclusions

The ideas presented in this report demonstrate that reusability is a viable extension to the SQUARE process. A new variant of SQUARE has been defined that specifically calls for consideration of reuse in several of its steps. The incorporation of reuse into SQUARE has the potential to reduce the cost of performing the process repeatedly. A conceptual model that defines related ideas at multiple levels of abstraction aids the reuse of goals, requirements, and threats. Such a model, backed by standardized definitions, is needed to support a common understanding of security concepts in the context of reusable artifacts.
Appendix A: Concepts from the Security Model

Table 2 and Table 3 present a survey of known relationships among security subfactors and measures identified in this report as well as common mechanisms. This information is intended to help relate requirements to goals and design decisions to requirements.

Table 2: Security Quality Subfactors and Associated Measures

<table>
<thead>
<tr>
<th>Security Quality Subfactor</th>
<th>Associated Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidentiality</td>
<td>Access control</td>
</tr>
<tr>
<td></td>
<td>Physical protection</td>
</tr>
<tr>
<td></td>
<td>Security policy</td>
</tr>
<tr>
<td>Integrity</td>
<td>Access control</td>
</tr>
<tr>
<td></td>
<td>Nonrepudiation</td>
</tr>
<tr>
<td></td>
<td>Physical protection</td>
</tr>
<tr>
<td></td>
<td>Attack detection</td>
</tr>
<tr>
<td>Availability</td>
<td>System recovery</td>
</tr>
<tr>
<td></td>
<td>Physical protection</td>
</tr>
<tr>
<td></td>
<td>Attack detection</td>
</tr>
<tr>
<td>Accountability</td>
<td>Nonrepudiation</td>
</tr>
<tr>
<td></td>
<td>Attack detection</td>
</tr>
<tr>
<td>Conformance</td>
<td>Access control</td>
</tr>
<tr>
<td></td>
<td>Physical protection</td>
</tr>
<tr>
<td></td>
<td>Attack detection</td>
</tr>
<tr>
<td>Security Measure</td>
<td>Associated Security Mechanisms</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Access control</td>
<td>Biometrics, Certificates, Multilevel security, Passwords and keys, Reference monitor, Registration, Time limits, User permissions, VPN</td>
</tr>
<tr>
<td>Security policy</td>
<td>Administrative privileges, Malware detection, Multilevel security, Reference monitor, Secure channels, Security session, Single access point, Time limits, User permissions, VPN</td>
</tr>
<tr>
<td>Nonrepudiation</td>
<td>Administrative privileges, Logging and auditing, Reference monitor</td>
</tr>
<tr>
<td>Physical protection</td>
<td>Access cards, Alarms, Equipment tagging, Locks, Offsite storage, Secured rooms, Security personnel</td>
</tr>
<tr>
<td>System recovery</td>
<td>Backup and restoration, Configuration management, Connection service agreement, Disaster recovery, Off-site recovery, Redundancy</td>
</tr>
<tr>
<td>Attack detection</td>
<td>Administrative privileges, Alarms, Incident response, Intrusion detection systems, Logging and auditing, Malware detection, Reference monitor</td>
</tr>
<tr>
<td>Boundary protection</td>
<td>DMZ, Firewalls, Proxies, Single access point, VPN</td>
</tr>
</tbody>
</table>
Appendix B: Examples of Reusable Goals and Requirements

Reusable Goals

Table 4 presents example security goals from SQUARE case studies [Chung 2006] that are potentially reusable.

*Table 4: Potentially Reusable Security Goals*

<table>
<thead>
<tr>
<th>Goal</th>
<th>Quality Subfactors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management shall exercise effective control over the system’s configuration and usage.</td>
<td>Conformance</td>
</tr>
<tr>
<td>The confidentiality, accuracy, and integrity of the system’s data shall be maintained.</td>
<td>Confidentiality</td>
</tr>
<tr>
<td></td>
<td>Integrity</td>
</tr>
<tr>
<td>The system shall be available for use when needed.</td>
<td>Availability</td>
</tr>
</tbody>
</table>

Reusable Requirements

Table 5 presents example requirements from SQUARE case studies [Chung 2006] that are potentially reusable.
Table 5: Potentially Reusable Requirements

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Security Measures</th>
<th>Related Quality Subfactors</th>
<th>Subfactors</th>
</tr>
</thead>
<tbody>
<tr>
<td>The system is required to have authentication measures in place at all gateways/entrance points.</td>
<td>Access control (authentication) Boundary protection</td>
<td>Integrity</td>
<td>Confidentiality Accountability</td>
</tr>
<tr>
<td>The system is required to have a role-based access control mechanism that governs which system elements (data, functionality, etc.) users can view, modify, and/or interact with.</td>
<td>Security policy System recovery</td>
<td>Availability</td>
<td></td>
</tr>
<tr>
<td>It is required that a continuity of operations plan (COOP) be in place to ensure system availability.</td>
<td>Nonrepudiation</td>
<td>Accountability</td>
<td></td>
</tr>
<tr>
<td>It is required that designated security personnel be able to audit the status and usage of system resources (including security devices).</td>
<td>Security policy</td>
<td>Accountability</td>
<td></td>
</tr>
<tr>
<td>Designated personnel are required to audit the status of system resources and their usage on a regular basis.</td>
<td>Security policy</td>
<td>Accountability</td>
<td></td>
</tr>
<tr>
<td>It is required that the system’s network communications be protected from unauthorized information gathering and/or eavesdropping by encryption and other reasonable techniques.</td>
<td>Physical protection Boundary protection Security policy</td>
<td>Confidentiality</td>
<td></td>
</tr>
<tr>
<td>It is a requirement that both process-centric and logical means be in place to prevent the installation of any software or device without prior authorization.</td>
<td>Physical protection Boundary protection Security policy</td>
<td>Conformance</td>
<td></td>
</tr>
<tr>
<td>It is required that physical devices be protected against destruction, damage, theft, tampering, or surreptitious replacement (including but not limited to damage due to vandalism, sabotage, terrorism, or natural disaster).</td>
<td>Physical protection</td>
<td>Availability</td>
<td></td>
</tr>
<tr>
<td>The website shall ensure the integrity of content that is provided to the users by using authentication, authorization, and access control.</td>
<td>Access control (authentication, authorization)</td>
<td>Integrity</td>
<td></td>
</tr>
<tr>
<td>The website shall enable auditing features that log all content modifications, work-flow state transitions, access failures, and authentication attempts.</td>
<td>Nonrepudiation</td>
<td>Accountability</td>
<td></td>
</tr>
<tr>
<td>The website shall ensure that only authenticated users can access its protected content.</td>
<td>Access control (authentication)</td>
<td>Confidentiality</td>
<td>Integrity</td>
</tr>
<tr>
<td>The website shall protect the authenticated users' privacy by securing the communication channel.</td>
<td>Access control (authentication)</td>
<td>Confidentiality (privacy)</td>
<td></td>
</tr>
</tbody>
</table>
Glossary of Terms

access control
Security measure; access to a resource that is restricted to those who are authorized.

accountability
Security subfactor; the ability to trace actions affecting a secure resource to the responsible actor or condition.

attack detection
Security measure; the active or passive monitoring of behaviors and conditions for evidence of an attack.

authentication
Security measure; verification by the system of a claim of identity or origin against some source known to and trusted by the system. Authentic data is confirmed to have come from a valid source.

authorization
Security measure; a part of access control in which the system determines whether the actor is permitted to access the requested data or service.

availability
Security subfactor; the presence and accessibility of data and services when they are requested. If interrupted, a system recovers and continues secure operation as quickly as possible without adverse side effects.

boundary protection
Security measure; services protecting the components of a system that are exposed to the outside world. Boundary protection limits the means by which an external threat can penetrate the system.

confidentiality
Security subfactor; the protection of sensitive information against unauthorized disclosure. This includes privacy, the protection of personal information.

conformance
Security subfactor; the operation of software as intended and without variation. It reliably performs the necessary tasks, no more and no less. The system does not contain vulnerabilities that can be exploited to cause unwanted behavior.

detection
Layer of defense; the monitoring of system activities for incidents in progress. Upon detecting an incident, the system will issue a notification or automatically initiate a response.
deterrence
Layer of defense; the protection of assets from malicious attack by making the attack as difficult as possible. The means by which an attacker can gain access to and compromise the asset are limited. Also known as prevention.

identification
Security measure; a part of access control in which the system identifies an actor before interacting with it.

integrity
Security subfactor; the protection of data against unauthorized modification and fabrication.

nonrepudiation
Security measure; the monitoring of events and recording of relevant information to disprove an actor’s false denial of involvement in an incident.

physical protection
Security measure; protection from physical threats such as theft, tampering, or destruction of equipment, including defenses against accidents and disasters.

privacy
The protection of personal information; an aspect of confidentiality.

recovery
Layered defense; actions taken to correct any damage done and return to secure operation after a harmful incident.

response
Layered defense; actions taken to minimize an incident’s impact when a potential attack or accident is detected.

security measure
A generic, implementation-independent form of security control that dictates what the system should do to provide a secure environment. It describes security in a behavioral sense, not as a design decision.

security policy
Security measure; a set of rules or practices that a system must enforce. It specifies how a system should handle its assets in a secure manner.

security quality subfactor
A specific systemic property under the security quality attribute that contributes to a state of security.

survivability
A system’s ability to withstand attacks or accidents and continue to operate in a secure manner; an aspect of availability. Also known as resilience.
**system recovery**
Security measure; services that minimize the effects of a security failure by restoring the system to a secure state during or after an attack or accident.
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**Security Requirements Reusability and the SQUARE Methodology**

Security is often neglected during requirements elicitation, which leads to tacked-on designs, vulnerabilities, and increased costs. When security requirements are defined, they are often either too vague to be of much use or overly specific in constraining designers to use particular mechanisms. The CERT® Program, part of Carnegie Mellon University’s Software Engineering Institute, has developed the Security Quality Requirements Engineering (SQUARE) methodology to correct this shortcoming by integrating security analysis into the requirements engineering process.

SQUARE can be improved upon by considering the inclusion of generalized, reusable security requirements to produce better-quality specifications at a lower cost. Because many software-intensive systems face similar security threats and address those threats in fairly standardized ways, there is potential for reuse of security goals and requirements if they are properly specified. Full integration of reuse into SQUARE requires a common understanding of security concepts and a body of well-written and generalized requirements. This study explores common security criteria as a hierarchy of concepts and relates those criteria to examples of reusable security goals and requirements for inclusion in a new variant of SQUARE focusing on reusability, R-SQUARE.