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Abstract

Although people are frequently urged to protect the machines they use and oversee, the fact re-
mains that the decision to invest in protection software is far from universal. To better understand
this decision, we formulate two models of interdependent network security. In the first, there is a
gystem administrator respongible for a network of size n against attackers attempting to penetrate
the network and infect the machines with viruses or other exploits. Through analysis of this inter-
dependent network security scenario, we conclude that the decision to buy protection is dependent
upon a number of factors including external and internal vulnerabilities, the types and likelihoods
of different amounts of loss, the degree of autonomy of the attacker, and others.

The second model looks at network security from a game-theoretic point of view. Through the
formulation and examination of increagingly complex scenarios, we formulate a model for utility-
based security decisions for an individual in a network of individuals. We look at the decision for
one person buy security software for herself and to buy security software in the context of two or
more people. By modeling security as a public good, we examine externalities that players impose
upon each other. We then examine Olson’s theory of groups [13] in a network security context to
evaluate the effect of network size on optimal decision-making. Network topologies are also discussed
to investigate the limitations of the common game-theoretic interdependent security models. We
conclude that these models work well for small to medium-sized networks with fairly uniform
topologies. Through analysis of these two models, we propose methodologies for decision-making

that are simple to understand and applicable to many other inferdependent security scenarios.



Chapter 1: Introduction

Network security is a topic that can be looked at from a variety of angles. The pure computer
science approach focuses on topics such as protocol examination and verification, design of intru-
sion detection systems, and the exploitation of cryptographic primitives. The pure soeial science
approach focuses on effects of security policies, privacy v. convenience trade-offs, and monetary
cost-benefit analysis, among others. Recently, there hag been a convergence of these two approaches
- certain regearchers have become interested in a more interdisciplinary view of security. Rather
than isolating and analyzing a specific vulnerahbility or looking at the legality of a privacy issue, we
are concerned with the more economic side of security. ‘

This work focuses on modeling network security as an interdependent problem, and analyzing

mathematically these situations’

. The term interdependent refers to the expanded scope of any
decision made within a network - my choices affect my neighbors’ and vice-versa. As an example,
without knowing it, & user may be sharing his media library with everyone around him. This
provides other users in his network with some benefit and some risk. If a file of his is malicious, it can
infect someone else who tries to access it remotely. However, if he had invested in adequate security
measures, that malicious file would have been canght before it had time to spread. Kunreuther
and Heal [11] refer to this as an interdependent security problem. Interdependency refers to the
external effects that decisions have. In the media library scenarip above, a person who does not
invest in security is negatively affecting all others who are networked with him.

The structure of this thesis is as follows: Chapter 2 discusses related work in interdependent
deeision-making and game theory applied to security, Chapter 3 discusses the case of a network
administrator purchasing protection for her network, Chapter 4 discusses multiple users each making

gecurity decisions in the context of a network of other individuals and Chapter 5 concludes.

1This thesis is based on our papers that are in a preprint database [9], accepted to a conference [8] and under
review [or a conference [19], respectively.



Chapter 2: Related work

Kunreuther and Heal [11] anﬁlyze a variety of interdependent security scenarios. These scenarios are
framed as problems where there are some number of users, companies, etc. that are attempting to
minimize their own personal loss {or maximize their gain}. The interdependency refers to the types
of threats that each of the organizations is facing. In their key example, they look at a malicious
person carrying an explosive device onto a specific airline. The defenders in this seenario are airlines
that each do not want a bomb to go off on their airline . They each face the risk that a suspect will
carry a bomb from outside onto their airline {(an external thréat) as well as the risk that a suspect
will carry a bomb from another airline onto theirs (an internal threat). These internal threats are
expressed as negative externalities that entities factor into their decisions, which are based strictly
on utility, We then look at behavior under various conditions and derive Nash Equilibria for a
variety of scenarios, including a section on network security.

Heal and Kunreuther [7] follow up with a revised model that accounts for heterogeneous popula-
tions. The heterogeneity refers to the agents in this model having different risks and costs assoclated
with decisions that they make. They examine conditions under which systemic changes to security
decisions can tip from one choice to another (from some level of protection to defection).

Grossklags, et al. [5] also use game theory to look at different security problems and classify
these problems into five canonical security games: totul effort, weakest-link, best shot, and weakest
target (with ond without mitigation). Each game uses the notion of protection levels and insurance
levels and differs in how they are measured. For instance, in the fofel effort security game, the
protection level of an individual is the mean protection level of all entities in the system. They look
at Nash Equilibria for the various games as well as tipping points. They also discuss strategies to
mitigate free-riders, people who will not invest in security due to the form of the game (e.g. if one
player in the weakest-link game will never invest, then there is no incentive for anyone else to invest
in security either.}

Grogsklags and Johnson [6] follow up by examining uncertainty in one of their security games,
the weckest link game. This game is characterized by a tightly coupled interdependent network
where the utility of any player is equal to that of the least-well-protected player in the network.
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They then go on o propose a revised utility model for this game, dependent upon the player’s level
of expertise. They also examine the role of information levels in the same game and discuss the role
information plays on the different types of players. They conclude that payofls are no more than
18% better with complete versus incomplete information in their particular formulation.

Johnson, et al. [10] continue looking into interdependent games, this time using a simpler model
of a corporate LAN. They derive utility functions per player in homogeneous and heterogeneous
situations based on & number of factors. They forge entirely the notion of insurance and look
at internal and external protection levels. Ewen if a player protects, she still hag the chance to
be compromisged from within the local network. They go on to discuss uncertainty in certain
modeling parameters, and they use probability distributions to clear up some uncertainty before
computing Nagh equilibria for the homogeneous and heterogeneous cases. They conclude that
uncertainty in certain parameters does not significantly affect where the equilibria tend to lie, and
that homogeneity in some parameters dees not affect some conclusions in their model.

Professor Larry Heimann and T have built on this model [10] by examining the case of a single-
decision maker-{e.g. a network administrator) and by imtrodumim.g-,T the concept of a loss profile, a
statistical distribution representing the amount of loss ineurred by an entity once infected [8]. In the
next chapter we will go on to show the effects of these profiles on the administrator's decisions. In
the following chapter we will examine the decisions of multiple people in the context of each other,
and examine how network topology and gize (and behavior in these various situations) affects

optimal decision-making.



Chapter 3: The Effect of Loss Profiles in
a Single-User Interdependent

Security Scenario

In this chapter, we formulate a model of interdependent network security where there is a system
administrator responsible for a network of size 1 against autonomous attackers attempting to pene-
trate the network and infect the machines with viruses or other exploits. We introduce the concept
of a loss profile, which encapsulates the idea of variable loss due to infection. Through the applica-
tion of a simple loss profile to this interdependent network security scenario, we conclude that the
decision is dependent upon a number of factors including external and internal vulnerabilities, the
types and likelihoods of different amounts of loss, and the interaction of all of these effects. Through
this analysis, we form a medel for centralized decision-making that is simple to understand and

applicable to many other interdependent security scenarios.

3.1 Model

The model that we will investigate here is that of o corporate network. There is a single network
administrator that is responsible for mandating security policies for n users in the network. The
policy we are investigating is whether or not the administrator should mandate universal protection
within his network!. In order to evaluate this decision, we need to look at some more specifics of
the scenario.

Each computer in this network is connected to an external network and is connected to every
other computer in the network. The external connection {e.g. to the Internet) poses some risk of
infection from attackers and viruses. These attackers have their individual preferences on which

computers they want to attack. In the language ol game theory, sach attacker is playing a purely

1This scenario is a commeon one, where users in the network must follow corporate policies.
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mixed strategy (exogeﬁous to this discussion and decided prior to it). Each attacker will atiack
some machines wish {possibly) nonzero probabilities. If any attacker attacks an unsecured machine,
he is sure to compromise it2, Once a machine is compromised, it cannot be compromised again.
For our purposes, we can aggregate all possible attackers playing mixed strategies into one attacker
that will attack machine ¢ with (possibly zero) probability p. If an unsecured machine is attacked,
it i3 surely Due to the interdependent nature of the network, once a computer is infected, it may
spread its infection to other machines. The probability that machine ¢ becomes infected and infects
machine 7 is ¢. The internal infection parameter ¢ and the external one p are both assumed to
be the same for all machines in the network, respectively. That is, all p's equal each other and all
g’s equal each other. The internal infection probability ¢ includes the situation where ¢ does not
become infected from an outside source, therefors ¢ < p. '

This scenario has a number of stages, _Wh-ich are performed in the following order:
1. The administrator mandates total protection or total defection.

2. Qutside attackers compromise some network machines.

3. Infected machines compromise some other network machines.

Each machine in the network has a value, which we will refer to as A;. Accordingly, the entire
network (before the scenario begins) has a value of 3, A;. If the administrator chooses to
mandate protection, then he will pay a cost ¢ for each machine in his network (e.g. for virus
protection licenses). Therefore, the loss he incurs for protecting all machines is en. By mandating

protection, the value of his network becomes:

n
Uprotect = —on—+ Z A'i

i=1
By paying the protection costs, the administrator ensures that every machine is protected from
the outside, and consequently from the inside (since a precondition to internal infection is a machine
to have been infected from the outside). If the administrator chooses to mandate a policy of
defection, he risks external and internal infection across all machines. In the tradition of other
research in this area ([5] [6] [10] [L1]), we will assume that the parties involved (namely the network
administrator) are perfectly rational, utility-maximizing individuals. Therefore, the administrator

will mandate protection when his expected utility from doing so is greater than the alternative.

2This is not completely realistic, but serves to simplify the model a good deal. See Bier, et. al. [2] for & model
{in a related domain} that includes attacks that may fail.
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Figure 3.1: Utilities for protecting and defecting intersecting at a tipping point
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3.1.1 Loss profiles

Up until this point, we have assumed that all machines, if infected, will incur a total loss with
probability 1. In order to more clogely model the variable nature of loss due to infection, we
introduce the concept of a loss profile to quantify these possible differences. Formally, a loss profile
is a discrete probability distribution characterized by a probability mass function Ly : [0,1] — [0,1],
from percentage of machine 4‘s loss to probability of occurrence (e.g. L3(0.1) is the chance that
machine 3 loses 10% of its value Aj, given that machine 3 is infected). The expected utility
maintained by machine %, if infected, is therefore A;l;, where I; is a randomly drawn percentage
from L;.

There are many factors that may contribute to the characterization of a computer’s loss profile,
A machine holding a lot of sensitive data may be considered a total loss if any of it gets out (meaning
Li(1) = 1 for this particular machine). On the opposite end of the spectrum is a machine with a
casual user (and no sensitive data), which will only be considered a total loss if rendered unusable,
which is not very likely. To better explain the concept of loss profiles, we will look at a bimodal

loss profile, which is characterized by:

i, ife=1
Lz(m): 1—_‘p;, ifx=20
0 otherwise

The parameter p; is the probability that a compromised machine incurs a total loss. This loss
profile, while surely a simplification, is enough to represent users who will either incur a total loss,

or no loss (for this reason, a bimodal loss profile can be thought of as all-or-nothing).
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The bimodal loss profile is a simplification of the multimodal loss profile, where there are M
discrete amounts of possible loss, that each oceur with some probability. If we let X = {z; : 4 ¢
[1,M] and 0 < z; < 1} be the set of possible losses, then an multimodal loss profile is characterized
by:

Ve, freX
Lg(m) =
0 otherwise
In this loss profile, p, is the probability that z percent of machine ¢’s value will be lost upon
infection®. The multimodal loss profile is applicable to many situations. From the standpoint of
perceived loss, a machine may fit an multimaodal loss profile if its uger has M distinet problems that
may occur if infected (e.g. confidential document leaked, password file stolen, machine rendered
unusable, etc.). While these types of loss profiles are not all-encompassing, they will help us to

analyze the administrator’s decision making in the following sections.

3.2 Analysis

We now have sufficient information to calculate the expected utility maintained by the network if

the administrator mandates defection. This utility is as follows:

T

Ugsfect = {1 —p){(1 — )" " * Z Azl

i=1
And from before:

Up?"otect =—cn+ Z Aﬂl

i=1
The administrator will make a purely utility-based decision and will mandate defection when

Udefect > Up’rotect-

3.2.1 Simplification

For the purpose of our analysis, we will assumne the administrator knows that all machines have the
same values (4 = - = A, =1}, and that loss profiles are bimodal and the same for all machines
(1; is still different for every machine, but is drawn from the same distribution L{zx)). While this

may be an oversimplification, in a real scenario the administrator will not know the composition

3Since Ly (2:) is & probability distribution, 3 0| Li{w) = 1
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Figure 3.2: Protection costs vs. tipping points (q=0.1, p=0.5)
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of his network, and would possibly assume an “average” loss profile for each machine, which would
aggregate to a roughly correct picture of the population, assuming the initial estimate is reasonable.
The assumption of a single type of loss profile captures thig situation.

We will also assume fixed values of » and ¢, the outside and ingide infection probabilities re-
spectively. These are just as hard to estimate, and that analysis is beyond the scope of this worl?.

3.2.2 Application of bimodal loss profile

Now that we have simplified the model, we can apply it to a population of machines with bimodal
loss profiles. Though each machine has its own parameter p;, since each parameter is drawn from
the same distribution the expected percent loss of a randomly selected machine is p; (Expected

percent loss = 1{p;) -+ 0{1 — p;) = ). With this in mind, the administrator’s expected utilities are:

npr(1 —p)}(1 —¢)"1, if he mandates defection

It

n(l — ¢} if he mandates protection

When the expected utility for mandating equals that for mandating defection, we call that value
of n, the number of players, a tipping point represented by 1. If # > 1y, then the administrator
will choose to mandate protection. Equating the parts of the above piecewise function ylelds that
tipping points are calculated by: '

' 1—¢c
Tip = L~k 5091.—qm

4For a thorough analysis of estimating these parameters see [10].
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Figure 3.3: Protection costs vs. tipping points (q=0.03, p=0.05)
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As previously stated, p and g are some fixed values, which the administrator knows. He also
knows the average loss profile parameter p; for the population. The only right-hand-side quantity
which has not yet been discussed is the protection cost ¢. The protection cost is the most obvious
factor that contributes to the administrator makiﬁg a decision. Even if he had much less knowl-
edge about his network, the administrator would not buy grossly expensive protection. Therefore,
imagine that the administfator is approached by a salesperson willing to sell him protection at a
per-machine cost of ¢. He looks at the size of his network, then buys and mandates protection if
he has more machines than gy for this per-machine protection cost. Keeping this in mind, some

example scenarios are shown in Figures 3.2 and 3.3.

8.2.8 General insights

We can draw a number of general insights from the tipping point equation and figure above. The
function for tipping points is continuous. It does not have full support, lead.i-ng us to conclude that
for a given network, an administrator will always do better by mandating protection where the
function is non-positive. Due to the constraints that we put on the problem (A; = 1Vi € [1,n]),
the function has a vertical asymptote at ¢ = 1. If we had not imposed this restriction, there would

be a vertical asymptote at:

2y As

T

c= = Aaverage

As the protection cost approaches the average value of a machine in his network, the admin-
istrator is more compelled to mandate defection. The administrator should mandate defection
when protection costs more than the average value of a network machine. As the protection cost

approaches zero, the administrator is more compelled to mandate protection.
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3.2.4 Specific insights

The role of the infection parameters

For the specific values of p and ¢ in Figure 3.2, the Area of Protection where the administrator
should definitely mandate protection, is much larger than the Aree of Defection (for protection costs
between zero and one, the area of protection is at least 7 times larger than the area of defection).
For the specific values of p and ¢ in Figure 3.3, the area of protection is significantly smaller than
in Figure 3.2. From this, we can conclude that the infection parameters p and ¢ play a significant
role in the administrator’s decision to mandate protection, holding all other parameters constant.
Another notable result regarding the infection parameters concerns their ratio ¢/p. For some

distinet machines i, 7:

q = P|(i becomes infected) and {i infects 7)]
P = PJi becomes infected]
¢/p = Pl(i infects j) | (¢ has been infected already)]

The effect of g/p is clearly shown between the two figures. In Figure 3.2, ¢/p = 0.2 whereas
in Figure 3.3 it is 0.6. This variation in this ratic is partially responsible for the difference in the
appearances of the graphs. The ratio guantifies the events of third stage of the scenario, where
machines infect one another. By this point, ali machines have either been infected from the outside
or not. This third stage will not occur unless at least one machine has been compromised from the
outside. This ratic represents the chance that one machine will infect another, given it is infected.
It is of note that in & resl-world version of this scenario, the administrator would be able to reduce
both the chance of outside infections p {through the parameter ¢ in our model) and the chance
of inside infection ¢ (through a parameter which is exogenous to this madel). This is an area for

further study.

The role of the loss profile parameter

Since the loss profile parameter p; dictates the average degree of loss given infection, it should
have an effect on the size of the area of protection. The result which is counterintuitive is that an
increase in p; towards 1 {which would mean that an infected machine is completely compromised)

makes the decision to mandate protection less enticing. This can be seen somewhat in Figure 3.2,
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and much more so in Figure 3.3. The intuitive explanation for this is that as it becomes harder to

mitigate loss on a machine, protection becomes less worthwhile.

The infection parameters’ effect on the loss profile parameter’s effect

Since the space between pairs of tipping point lines is different between the figures, the infection
parameters affect the degree to which the loss profile parameter atfects the decision. This is intuitive,
since if there is a small chance of infection {from inside or outside), then it matters less how much
loss a machine incurs if infected.

Another noteworthy result is that any decrease in the infection parameters will cause a “left
shift” in the tipping point curve; holding the loss profile parameter constant, At the lower average
level of infection, the administrator is not as enticed to mandate protection, and will therefore

defect more often.

3.3 Conclusions

From the proceeding section, it is obvious that this model captures some very real world effects in
the problem of an administrator setting security policies. Sometimes the administrator has an easy
decision based upon protection costs alone {(protect when cost is low and defect when it is high).
This decision is heavily influenced by how exposed machines in the network are - it makes less sense
to mandate protection when there is a very low chance of infection.

The largest contribution of this work is the introduction and analysis of loss profiles. Other
work [10] has drawn similar conclusions regarding the infection parameters, but did not address
the unequal losses possibly incurred by district machines. However, Grossklags, et. al. [5] posed
distinct security games that had their own conditions for loss, which solves a similar but not identical
problem. This work shows how the even the simplest bimodal loss profile drastically affects the
size of arca of protection, and therefore the overall decision to mandate protection. The degree
of this effect is either mitigated or enhanced by the magnitude of the infoction parsmeters - when
a machine is likely to become infected, the amount of loss incurred upon infection becomes more
relevant.

The results here apply not only to the computer security scenario, but to many situations that
can be modeled as interdependent security problems®. An immediately relevant scenario is airline
security, where an “Infection” means a, prohibited device or person getting through airline security,
and a bimodal loss profile would have a very high loss profile parameter (if a bomb gets onto a

plane, it will do a lot of damage to the airline ag well ag the industry). In that scenario, the relative

5Gee [11] for some additional examples of these types of problems.
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values of differently sized airlines and planes would factor heavily into the analysis. Here we have
proposed a model that can be applied to a number of different situations, keeping in mind which

parameters are more important based on the risks of the scenario.

3.4 Future Research

This chapter introduced and performed analysis using the concept of a loss profile. There is more
research to be done in this area, specifically applying and analyzing a variety of loss profiles in
gimilar scenarios. Moreover, in this chapter we have treated the population as homogeneous, with
all the machines sharing thé same loss profile. In a more heterogeneous population where machines
had different loss profiles, the results could be influenced by the distribution of various loss profile
distributions and their respective parameters among the population of individuals.

In a related manner, this chapter has a single decision-maker, lLe., the system administrator,
who could act on behalf of the entire network. If we allowed for individuals within the network to
act on their own, we introduce a whole new level of complexity. '

Another possible area for expangion is making the attacker a player in an attacker-defender game.
Tt is possible to let the attacker choose his strategies, rather than be a conglomeration of various
individuals playing mixed strategies®. Additionally, we discussed how an real-world administrator
could not only reduce the probability of outside infection, but that of internal infection as well. One
possible strategy for reducing the chance of inside infection is changing the network topology by
removing or changing connections. These changes come at sore cost - by removing a link between
two machines, the administrator makes file transfers between these machines slower or impossible.
This opportunity cost needs to be accurately weighed against the benefits of performing the change
in topology. Along with the possibility of an intelligent attacker, this may help us better quantify

some of the effects that may arise in these types of scenarios.

9See [2] for a similar scenario without any interdependencies.



Chapter 4: Multi-user Interdependent

Security Decisions

In this chapter, we address some of the concerns in the previous chapter. Namely, we formulate a
similar model for decigion-making, but this time regard each individual as a decision-maker rather
than having a single administrator make the decisions. We show how interdependency impacts
decision-making for individuals in a number of increasingly complex situations. We build‘ from a
very simple example a single user purchasing virus proteétion software to a complex multi-person
computer network scenario, explaining new complications as they arise. However, making decisions
in these secenarios involves much more than mathematical calculations. We look at Olson‘s [13]
theory of groups, and how various factors including group size and homogeneity affect the acquisition
of public goods, such as security,. We also discuss network topologiés and how they affect these
situations.

This chapter begins by building a model for utility-based decision making assuming that people
are perfectly rational. It then builds from a network with no externalities to one with many
externalities, and shows the effects of these externalities. We then examine discusses how network
size and topology can affect how players behave in these scenarios. Then, it looks to undermine the

assumption of perfectly rational players by examining Olson‘s theory of groups [13] in this context.

4.1  Connectivity and security models

4.1.1  The case for virus protection

Let us begin by looking at the actions of Alice, a perfectly rational person. Alice has a personal
computer that she uses often, though it has no security software lustalled. Alice decides to analyze
a scenario where she can buy a full-featured protection mechanism. This ideal mechanism, if

purchased and installed, will completely remove the threat caused by outside infections and let her

13



Nochenson 2012 . _ 14

Figure 4.1: Single-user protection decision examples
Value (A} Infection Protection | Expected | Decision
prohahility () cost {L loss (Ar)

10 03 4.5 5 FProtect
10 05 4 5 Defect
10 0.5 5 5 Tle

10 0.7 5 7 Protect

browse the Internet safely'. However, this full protection comes at a cost C, which captures not

only the monetary cost of purchasing the package, but the time to install it, ete. She can either

protect and pay C, or defect. Let us call the worthk of Alice's computer A (ag perceived by her).

Let us also say that without protection, Alice's machine will be infected and suffer a total loss with
a probability p. Her utility can be represented as:

A— Ap, if Alice defects
U, =
A—C  if Alice protects
Alice will buy protection if the cost of protection (C} is less than her expected loss (Ap). The

cost of protection needs to be small enough to mitigate the risk caused by going unprotected. Alice
should buy protection when it has a low cost {close to zero or much less than her machine’s value).
Accordingly, she should not buy protection when its cost is close to her current value. When the
probability of infection is high protection is miore optimal assuming mid-range values for the other
parsmeters. When neither the probability of infection nor the cost of protection is extreme either .

solution may be optimal.

4.1.2  Two players

Right before Alice makes her decigion about buying protection, Alice’s yo.unger brother Bob declares
that he is considering connecting to the Internet, and wishes to share files he downloads (lega,lly,
of course) with his sister Alice. He solicits Alice’s advice on if he should buy protection, and will
follow her advice if he has an incentive to do so. She decides to approach the decision using the

model from before. She adds in another player Bob, and another term for the “badness” that they

LWhile no security software is perfect, the recommendations yielded from examining this scenario can serve as
boundary cases (e.g. if Alice does not find it worthwhile to buy a perfect security package, she will certainly not buy
an imperfect one).
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might impose upon one ancther. We will define Xgop—s atice € {0, 1] as that “badness”, the expected
negative externality that Bob imposes on Alice?. This affects Aauce by scaling it negatively. Let
subscripts identify which person, Alice or Bob, we are discussing. We can discuss Alice’s expected
utility as: 5
- A gtice (X Bobo atice) (1 — Datice), I Alice defects
% Antice (X Bov atice) — C, if Alice protects

Bob’s expected utility can be defined by replacing all “Alice” with “Bob” and vice-versa. in
the equation above. Without loss of generality, we will discuss Bob’s effect on Aliée from here
onwards. Let us define the probability gzop— Alice 88 the chance that Bob infects Alice, regardless
of if he is infected or not (8.8, ¢rob— Atice = I’[Bob becomes infected and spreads the infection to
Alice]). This presumes that becoming infected and spreading an infection are independent events.
Therefore, ¢Bob—s Alice < PBob, since Bob must be infected to infect Alice. While there is certainly
more to say on the subject, for the current discussion, we will simply assume ggop-s Alice 18 & function
of Dot (see [10] for a way to estimate this parameter and [8] for discussion on its effect). As before,
if Alice contracts the infection, she will suffer a total loss. It is therefore expected that Bob imposes
the following externality upon Alice {which is one if he protects, since he can't infect Alice if he
isn’t able to be infected):

XBob—Atice = 1 — QBob— Atice

We can think of X poi— Atice 88 Bob removing a portion of Alice’s initial value. There are four
possible situations that can result froem combinations of Alice and Bob protecting and defecting.
Our goal is to find which situations are Nash equilibria and when they are. A Nash equilibrium is
a situation when every player cannot benefit for switching his choice in the contexts of everyone
else’s choice. '

Previous analysis [11] shows that Nash equilibria are only possible when both players choose
the same stratogy. Accordingly, Bob and Alice should both protect when the cost of protecting
mitigates both the risk of interial and external infection. The same basic conclusions hold from
above. They should both protect when €' < Ap (assuming their values, protection costs, and
infection risks are the same).

In non-symbolic terms, the protection strategy is a Nash equilibrium when expected loss (due
to internal and external infection) is smaller than protection cost. This is consistent with the

single-user case, where a protection cost much smaller than the currently value dictates protection.

2The negative externality imposed between two players can manifest itself in a variety of ways, including one
player spreading infections to another and an attacker compromising one machine in order to reach another. We will
use the term infect loosely here to refer to any of these scenarios.
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Figure 4.2: Normal form representation of the Alice-Bob situation
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4.1.83  Generalizing to N people

Alice suddenly got a new job as a systems administrator for corporation X. They have just decided
to overhaul their current corporate network, and ask Alice to lead the redesign. In discussions with
management, Alice says that investing in protection may not be worthwhile right now. They are
intrigued by the possibility of saving some money, and ask Alice to research Into this option. If
she can show them definitively that leaving the system unprotected can save them a good deal of
money, they will suggest that employees follow her recommendation. She beging to use the same
model as before, adding in a new player for each employee of the company. The employees in the
company are referred to by their id nmumbers, which range from 1 to N inclusive, where ¥V is the
number of employees in the company. Taking this into consideration, the utility for player i can be
expressed as:
A (X {1 —py), if player ¢ defects
v AfX ) —C, if player i protects

In this equation, X..; is the net externality imposed on player i from all other playerg in the
network. The portion of the negative externality imposed from a player who chooses to protect is
nearly zero {assuming scenarios such as A infects B infects C are rare). Let us call & the number
of players who defect (k < N). Also, let us call the chance that any player j infects player ¢ (g;—s)
the same as any other chance, which we will refer to as g. With these considerations in mind, we

can quantifly the net externality imposed on player 4, as follows:
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Xy = ij—si
J#E
H 1—qi

J#i and
i defects

= Hlﬁqa'éi
k
= (1—g)

In order to further simplify things, let us assume that every individual has the same chance of

outside infection, which we will call p. We can therefore refer to player i‘s utility as:

A1 —p¥{1 —q)*, if player ¢ defects
Ai{l—¢* —C,  if player i protects

This model is consistent with others that have been previously .analyzed ([5), [10], and [11]).
It has been generalized to fit various types of infections [5] and reduced to investigate effects on
users with a uniform amount to lose [10]. We will defer equilibrium analysis of this scenaric and

its variants to those works.

4.2 The impact of size and topology

Once Alice made her recommendation to the company, she realized that there may bhe other things
she needs to consider in recommending decisions. Naimely, she wants to examine how the size of
her network and the value of users’ machines within in impact their decisions. She also wants
to examine how various network topologies impact these decisions. We will digcuss these in the

following sections.

4.2.1 Player value ond network size

The model above has been analyzed almost exclusively where all player values (A;’s) are equal and
every player has. roughly the same amount to lese. As discussed in [8] and above, different people
can be characterized by different loss profiles represented by statistical distributions with different
parameters. These profiles relate the value of a person’s machine to the likelihood of infections.
Imagine two people that have the same amount of data on their computers, but one has periodic
remote backups set up while the other does not. The person with backups is likely to lose a small

amount of his recent work to an infection, but very unlikely to lose all of it. This contrasts with
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the other person, who hes a high chance of a total logs if infected. These players have different loss
profiles. |

From another perspective, Olson discusses how groups composed of members of unequal values
will be more likely to provide for themselves a public good [13]. In network security scenarios,
this means that if one person has a lot to lose (a large A;), they have more of an incentive to buy
protection. The decision of that more valuable person to buy protection is largely independent of
other players in the network. This suggests the existence of equilibria with heterogeneous strategies
in situations of unequal player wealth (all A;’s not equal). This is due to & scenario where the most
valuable player can pay for the protection of others in his network (to protect his own assets) or
one where he can convince others in the network to invest. Therefore, smaller groups or groups
with more pronounced heterogensity are more likely to “mobilize” and end up fully protected.

Olson also discusses how on average larger groups tend to be less productive than smaller
ones [13]. The same effect applies to networks; larger networks are much less likely to end up with
total protection than smaller ones, where one person may be able to logically convince all of the
others. Additionally, Heal and Kunreuther [7] discuss how attackers will focus on less-well-protected
targets. Therefore, assuming that there is a maliclous adversary actively attacking a network, the
probabilities of being infected from the outside is dependent upon how many people have already
protected. The people who are “targeted” are now more likely to become infected and spread a
virus to other people in the network. Clearly, network size and the proportion of people currently

protected influence internal infection probabilities.

4.2.2  Network topology

While network size clearly has an impact on these types of decisions, it is also important to look at
the connectivity that exists among members of the network. Different network topologies capture

these connections. Topology is closely related to the uniformity previously examined in the prob-

ability of infection from an inside source (g}. Without investigating topology, Johnson, et al. [10]

drew the internal infection parameter from a distribution over [0, p] to quantify differences in these

probabilities. In the following paragraphs, we will examine how network topologies affect these

probabilities and the decision to buy protection as a whole.

Anderson suggests that “different [network] topologies have different robustness properties with
respect to various attacks [1].” Ganesh, et. al. cxamine with a high degree of mathematical
rigor the role of various network topologies on the spread of infections [4]. They examine many
configurations, such as a star-shaped network (whore all but one node have only one connection,
to the central node). They show that as the number of network participants (N) increases, the

probability that the entire network becomes infected decreases towards zero, given that an infection
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could die out. Ignoring the central node (which is identified by index 0), which will almost certainly
become infected if any other node does, every node can only become infected from the central node
(gimj =0V i #0,j #0).

Therefore, the probability that & node infects another node is strongly related to its position
within the star topology. It also follows thet the infection of a leaf node after the initial one does
not, affect the chance of any other leaf node becoming infected. Also, let us suppose that a virug
lives for a certain lifetime in a certain machine, and afterwards the machine is immune to infection.
Given this, the presence of more network participants decreases the chance a specific node will
be infected. Kmowing this information, players in a large star-shaped network are more likely to
free-ride (not buy protection).

Christin, et. al. [3] suggest that incomplete information plays an important role in choice to buy
protection. Using the example of a star-shaped network from above, we can clearly see this - if a
non-central player knows that the central node has implemented some form of internal protection,
then he is effectively rid of the threat from other nodes®. If the central node does not have this
special protection or if users are not aware of it, then they gain no information about the probability
of internal infection {except for its soﬁrce). If we extend the concept of internal protection to leaf
nodes, then knowledge -of network topology is very important. For exampls, if Alice knows she is
a leaf of a star-shaped network, she will want to invest in s mechanism to shield herself from the
central node. This defense would be impossible if the player was not aware that her network is
star-shaped.

Another common network topology is the fully-connected network. In this configuration each
node is connected directly to each other node. This type of network represents a situation where
machines have a physical or logical link to all other machines in the network. Since the number of
connections in this type of network grows quadratically with the number of nodes in the network,
this type of network is only practical when the network is small and or direction connection is
valued heavily (e.g. when quick file transfers are necessary).

The incentives for individusl protection from the outside or from individual nodes are much
worse in the case of an all-connected network. For example, if everyone is a given network is
protected and one new machine enters without protecting every other node is now vulnerable due
to the link to the entrant. As we discussed for star-shaped networks, it is rational to protect against
threats from the node that can inflict upon you the most risk. In the star-shaped network, only
the center node poses a reasonable risk to a leaf node. In a fully-connected network, for an agent
to prudently protect herself she must protect the links between her machine and every unsecured
machine (as well as the link to the outside).

3Tnternal protection refers to a program such as a firewall which can screen or block connections between machines,
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Figure 4.3: Two common network topologles

Star Fully C-mnec:ted

When an unsecured machine {or group of machines) enters the network, due to the increased
number of links each agent needs to secure, the rational decision may be for all agents to not protect
against the entrant(s). In the situation we have discussed here (where protection is absolute), there
are multiple protection schemes that are stable, agsuming risks are greater than protection costs.
One of these schemes is every node protecting from only the outside. In this configuration, no
node pays a useless internal protection cost and every node has no chance of being infected. Other
protection configurations for different network topologies will be examined in a further work.

This analysis can be similarly applied to other nefwork topologies, which suggests that topology
plays a very important role in interdependent security models. Pal and Hui [14] do some of this
analysis with regards to the role that topolegical uncertainty can make in these types of decisions.
They do not however discuss the role that placement within a network of a given shape can play
in decision-making. For homogeneous topologies a reliable mathematical model for protecticgn
decisions can be formed, but for mixed topologies which are more common in larger corporate

networks, the process will be much more complicated. Thig ig certainly an area for further study.

3

4.3 Conclusions

We discussed the case for buying protection software for a one-computer network, In this situation,
protection should be purchased when the cost of protection is smaller than the potential loss from
going unprotected. In the sections immediately following, we expanded the model to include two or
more players that all affect each other. We introduced the concept of a negative externality, which
is an important factor in a player's utility-based decision-making in a multi-player network. This
concept, which was shown by Kunreuther and Heal [11] is implicitly used in Johnson, et. al. [10].

This chapter explains the derivation of this model from a network security standpoint.
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We then discuss some additional considerations that need to be made when making these deci-
sions and show their importance. We look at network size and player value to show that proposed
models may not be sufficient for large or homogeneous networks. We also discuss the role of network
topology using the star-shaped and fully-connected topologies as examples and show how topology
differences play an important role in security decisions.

In future research, we intend to examine more network topologies mathematically to further
examine the some of the conclusions above. It would be interesting to examine networks with
random topologies as well as networks where people have various amounts of information about the
size of the network (e.g. Alice is 75% sure there are at least 50 people in her network). Each of

these is an area for further research.



Chapter 5: Conclusions

This thesis has examined a common problem - securing a computer network - from two distinct
perspectives. We first looked at a situation where one person ean mandate others to follow her
gecurity decisions. We formulated a model for her to make a decision based on a variety of sallent
information she may have about her network. In the process, we introduced a previously unknown
concept called a loss profile. Loss profiles can be used to quantify the variable loss a machine may
incur when it is infected (e.g. how likely is a user to lose a large project or be denied access to her
own machine). We introduced the bimedal loss profile and its generalized cousin the multimodal
loss profile and analyzed how these profiles affect decision making, To summarize, loss profiles
affect the decision because a machine that is likely to incur near total loss upon belng infected it is
less enticing to protect.

After examining the case of a single administrator, we then looked at the case of users in a
network being able to meke their own decisions. We started from a single user making her own
decision, which is simply the admi’nistratopdeciding model ignoring loss profiles and having a single
user. From there, we built In other users an examined the ways in which they affect each other. By
examining these negative externalities, we were able to analyie how a single user should analyze
the purchasing of protection software in the context of other users in the network.

We then introduced more complexity into the game-theoretic model by looking at network size
and topology. We concluded that both of these are significant factors that have been largely ignored

by most work up to thig point. 'We discussed how introducing internal protection mechanisms in
| various network topologies (star-shaped, fully-connected) can affect how users protect against each
other and the outside world. While looking at network size, we examined how groups of various
size tend to behave according to Olson’s [13] theory of group behavior. Through this analysis, we

concluded that the models we have proposed are not sufficient for groups of all sizes.
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