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1. RESULT-CHECKING AND ITS APPLICATIONS

1.1 Assuring Software Reliability

Methodologies for assuring software reliability form an important part of the technology of programming. Yet the problem of efficiently identifying software bugs remains a difficult one, and one to which no perfect solution is likely to be found.

Software is generally debugged via testing suites: one runs a program on a variety of carefully selected inputs, identifying a bug whenever the program fails to perform correctly. This approach leaves two important questions incompletely answered.

First, how do we know whether or not the program’s performance is correct? Generally, some sort of an oracle is used here: our program’s output may be compared to the output of an older, slower program believed to be more reliable, or the programmers may subject the output to a painstaking (and likely subjective and incomplete) examination by eye.

Second, given that a test suite feeds a program only selected inputs out of the often enormous space of all possibilities, how do we assure that every bug in the code will be evidenced? Indeed, particular combinations of circumstances leading to a failure may well go untested. Furthermore, if the testing suite fails to accurately simulate the input distribution which the program will encounter in its lifetime, a supposedly debugged program may in fact fail quite frequently.

One alternative to testing is formal verification, a methodology in which mathematical claims about the behavior of a program are stated and proved. Thus it is possible to demonstrate once and for all that the program must behave correctly on all possible inputs. Unfortunately, constructing such proofs for even simple programs has proved unexpectedly difficult. Moreover, many programmers would likely find it unpleasant to have to formalize their expectations of program behavior into mathematical theorems.

Another alternative is fault tolerance. According to this methodology, the reliability of critical software may be enhanced by having several groups of programmers create separate versions. At run-time, all of the versions are executed, and their outputs are compared. The gross inefficiency of this approach is evident, in terms of programming manpower as well as either increased run-time or additional parallel-hardware requirements. Moreover, the method fails if common misconceptions among the several development groups result in corresponding errors [Butler and Finelli 1993].

We find more convincing inspiration in the field of communications, where error-detecting and error-correcting codes allow for the identification of arbitrary run-time transmission errors. Such codes are pragmatic and are backed by mathematical guarantees of reliability.

We wish to provide such run-time error-identification in a more general computational context. This motivates us to review the field of result-checking.

1.2 Simple Checkers

It is a matter of theoretical curiosity that, for certain computations, the time required to carry out the computation is asymptotically greater than the time required, given a tentative answer, to determine whether or not the answer is correct.
As an easy example, consider the following task: given as input a composite integer \( c \), output any non-trivial factor \( d \) of \( c \). Carrying out this computation is currently believed to be difficult, and yet, given \( I/O \text{ pair } \langle c, d \rangle \), it takes just one division to determine whether or not \( d \) is a correct output on input \( c \).

These ideas have been formalized into the concept of a simple checker [Blum 1988]. Let \( f \) be a function with smallest possible computation time \( T(n) \), where \( n \) is input length (or, if a strong lower bound cannot be determined, we informally set \( T(n) \) equal to the smallest known computation time for \( f \)). Then a simple checker for \( f \) is an algorithm (generally randomized) with \( I/O \) specifications as follows:

- **Input:** \( I/O \text{ pair } \langle x, y \rangle \).
- **Correct output:** If \( y = f(x) \), ACCEPT; otherwise, REJECT.
- **Reliability:** For all \( \langle x, y \rangle \): on input \( \langle x, y \rangle \) the checker must return correct output with probability (over internal randomization) \( \geq p_c \), for \( p_c \) a constant close to 1.
- **“Little-o rule”:** The checker is limited to time \( o(T(n)) \).

The “little-o rule” is important in that it requires a simple checker to be efficient, and also in that it forces the checker to determine whether or not \( y = f(x) \) by means other than simply recomputing \( f(x) \); hence the checker must be in some manner different from the program which it checks. We will see in Section 1.5 that this gives rise to certain hopes that checkers are indeed “independent” of the programs they check, and so may more reliably identify program errors.\(^1\)

For an example of simple checking, consider a sorting task: input \( \tilde{x} = (x_1, \ldots, x_n) \) is an array of integers; output \( \tilde{y} = (y_1, \ldots, y_n) \) should be \( \tilde{x} \) sorted in increasing order. Completing this task—at least via a general comparison-based sort—is known to require time \( \Omega(n \log n) \). Thus, if we limit our checker to time \( O(n) \), this will suffice to satisfy the little-o rule.

Given \( \langle \tilde{x}, \tilde{y} \rangle \), to check correctness we must first verify that the elements of \( \tilde{y} \) are in increasing order. This may easily be done in time \( O(n) \). But we must also check that \( \tilde{y} \) is a permutation of \( \tilde{x} \). It might be convenient here to modify our sorter’s I/O specifications, requiring that each element of \( \tilde{y} \) have attached a pointer to its original position in \( \tilde{x} \). Any natural sorting program could easily be altered to maintain such pointers, and once they are available we can readily complete our check in time \( O(n) \).

But what if \( \tilde{y} \) cannot be augmented with such pointers? Similarly, what if \( \tilde{x} \) and \( \tilde{y} \) are only available on-line from sequential storage, so that \( O(1) \)-time pointer-dereferencing is not possible? Then we may still employ a randomized method due to [Wegman and Carter 1981; Blum 1988], which requires only one pass through each of \( \tilde{x} \) and \( \tilde{y} \).

\(^1\)Variants of the little-o rule have also been considered: for example, requiring checkers to use less space than the programs they check, or to be implementable with smaller-depth circuits. For example, a rather trivial result is that, if the successive configurations of an arbitrary Turing Machine computation are available, then the computation may be checked by a very shallow circuit. Unfortunately, it is only the mechanical operation of the Turing Machine which is being checked here, not the correctness of the Turing Machine’s program. Hence we return to the traditional little-o rule, which has generally proved to be the best route to creative, non-trivial checkers.
We randomly select a deterministic hash-function \( h \) from a suitably defined set of possibilities,\(^2\) and we compare \( h(x_1) + \cdots + h(x_n) \) with \( h(y_1) + \cdots + h(y_n) \). If \( \bar{y} \) is indeed a permutation of \( \bar{x} \), the two values must be equal; conversely, it is readily proven that, if \( \bar{y} \) is not a permutation of \( \bar{x} \), the two values will differ with probability \( \geq \frac{1}{2} \). Thus, if we accept only \( \langle \bar{x}, \bar{y} \rangle \) pairs which pass \( t \) such trials, then our checker has probability of error \( \leq \left( \frac{1}{2} \right)^t \), which may be made arbitrarily small.

A final note: our definition of simple checking is not new, but has perhaps not been clearly expressed in the checking literature. In particular, simple checking has been defined only implicitly, as the most efficient case of \textbf{complex checking} (Section 1.3). Here our particular interest in very fast checking has led us to bring out this distinction.

1.3 Self-Correctors

Again let \( f \) be a function with smallest (known) computation time \( T(n) \). Let \( \mathcal{D} \) be a well-defined probability distribution on inputs to \( f \), and let \( P \) be a program such that, if \( x \) is chosen \( \mathcal{D} \)-randomly, \( P(x) \) equals \( f(x) \) with probability of error limited to a small value \( p \). In the current paper, \( \mathcal{D} \) will always be the uniform-random distribution; so we are requiring simply that \( P \) computes \( f \) correctly on most inputs.

That \( P \) indeed has this property may be determined (with high probability) by testing \( P \) on \( \gg \frac{1}{p} \) \( \mathcal{D} \)-random inputs and using some sort of an oracle—or a simple checker—to determine the correctness of each output. We envision this testing stage as being completed prior to run-time. Another possibility is the use of a \textbf{self-tester} [Blum et al. 1993], which can give such assurances efficiently, at run-time, and with little reliance on any outside oracle.

A \textbf{self-corrector for} \( f \) [Blum et al. 1993; Lipton 1991] is then an algorithm (generally randomized) with I/O specifications as follows:

—\textbf{Input}: \( x \) (an input to \( f \)), along with \( P \), a program known to compute \( f \) with probability of error on \( \mathcal{D} \)-random inputs limited to a small value \( p \). The corrector is allowed to call \( P \) repeatedly, using it as a subroutine.

—\textbf{Correct output}: \( f(x) \).

—\textbf{Reliability}: For all \( \langle x, P \rangle \): on input \( \langle x, P \rangle \) the corrector must return correct output with probability (over internal randomization) \( \geq p_c \), for \( p_c \) a constant close to 1.

—\textbf{Time-bound}: The corrector’s time-bound, including subroutine calls to \( P \), must be limited to a constant multiple of \( P \)-time-bound: the corrector’s time-bound, counting each subroutine call to \( P \) as just one step, must be \( o(T(n)) \).

As an example [Blum et al. 1993], consider a task of multiplication over a finite field: input is \( w, x \in F \); output is product \( wx \in F \). We assume addition over \( F \) to be quicker and more reliable than multiplication.

Assume we know from testing that program \( P \) computes multiplication correctly for all but a \( \leq \frac{1}{100} \) fraction of possible \( \langle w, x \rangle \) inputs. (Note that this knowledge is

\(^2\)A rather unusual set of hash functions is required; moreover, the time required to calculate \( h \), and hence to complete a check, is debatable. Refer to [Blum 1988] for details.
in itself only a very weak assurance of the reliability of \( P \), as that \( \leq \frac{1}{100} \) fraction of “difficult inputs” might well appear far more than \( \frac{1}{100} \) of the time in the life of the program.) Then a self-corrector may be specified as follows:

**Algorithm 1.** On input \( \langle w, x \rangle \),

- Generate uniform-random \( r_1, r_2 \in F \).
- Call \( P \) four times to calculate \( P(w - r_1, x - r_2) \), \( P(w - r_1, r_2) \), \( P(r_1, x - r_2) \), and \( P(r_1, r_2) \).
- Return, as our corrected value for \( wx \),

\[
y_c := P(w - r_1, x - r_2) + P(w - r_1, r_2) + P(r_1, x - r_2) + P(r_1, r_2).
\]

Why does this work? Note that each of the four calls to \( P \) is on a pair of inputs uniform-randomly distributed over \( F^2 \), and so will return the correct answer with probability of error at most \( \frac{1}{100} \). Thus, all four return values are likely to be correct: the probability of error is at most \( \frac{4}{100} \). And if all the return values are correct, then

\[
y_c = P(w - r_1, x - r_2) + P(w - r_1, r_2) + P(r_1, x - r_2) + P(r_1, r_2)
= (w - r_1)(x - r_2) + (w - r_1)r_2 + r_1(x - r_2) + r_1r_2
= [(w - r_1) + r_1][x - r_2] + r_2
= wx.
\]

Note that corrected output \( y_c \) is superior to unmodified output \( P(w, x) \) in that there are no “difficult inputs”: for any \( \langle w, x \rangle \), each time we compute a corrected value \( y_c \) for \( wx \), the chance of error (over the choice of \( r_1, r_2 \)) is \( \leq \frac{4}{100} \). Moreover observe that, if we compute several corrected outputs \( y_c^{(1)}, \ldots, y_c^{(t)} \) (using new random values of \( r_1, r_2 \) for each \( y_c^{(i)} \)) and pick the majority answer as our final output, we thereby make the chance of error arbitrarily small. The price we pay for this enhanced reliability is a multiplication of \( P \)’s usual run-time by a factor of 4t. This performance loss will be further considered below.

A final note on self-correcting. Above we speak of needing an assurance that \( P \) is correct on all but a small fraction of inputs. Such language implies an assumption that \( P \)’s behavior is fixed (except for possible randomization) prior to the self-correcting process: i.e., that \( P \) is not an adversary which can adapt in response to the corrector. This assumption is necessary, as an adaptable adversary could easily fool a corrector such as the above.\(^3\) A checker, in contrast, is required to be secure against even an adaptable adversary.

One may also define a complex checker [Blum 1988], which outputs an accept/reject correctness-check similar to that of a simple checker, but which, like a self-corrector, is allowed to poll \( P \) at several locations (and so, like a self-corrector, tends to be less efficient than a simple checker). In general, a complex checker seeks to determine the correctness of \( P(x) \) by comparing \( P(x) \) to several of \( P \)’s other outputs. More formally, a complex checker for \( f \) is defined as follows:

\(^3\) [Gemmell et al. 1991] however demonstrates that self-testing/correcting may be possible even when a program has limited adversarial power.
—Input: $x$ (an input to $f$), along with $P$, a program which may compute $f$ on all, some, or no inputs. The checker is allowed to call $P$ repeatedly, using it as a subroutine.

—Correct output: If $P$ is correct both on $x$ and on all the other outputs sampled by the checker, must accept. If $P(x)$ is incorrect, must reject.

—Reliability: For all $\langle x, P \rangle$: on input $\langle x, P \rangle$ the checker must return correct output with probability (over internal randomization) $\geq p_c$, for $p_c$ a constant close to 1.

—Time-bound: The checker's time-bound, including subroutine calls to $P$, must be limited to a constant multiple of $P$'s time-bound; the checker's time-bound, counting each subroutine call to $P$ as just one step, must be $o(T(n))$ (where $T(n)$ is again the smallest possible time to compute $f$).

Observe a necessary weakness of this definition: in the case that $P(x)$ is correct but at least one of $P$'s other outputs sampled by the checker is incorrect, the checker may either accept or reject. This weakness is necessary (if we are to allow algorithms which go beyond simple checking) because, in the case that $P$ returns only junk answers, we cannot expect the checker to figure out whether or not $P(x)$ is correct. In spite of this weakness, the complex checker tells us what we need to know: if the checker accepts, we know that $P(x)$ is correct; if the checker rejects, we know that $P$ failed on at least one of a small, known set of inputs.

An example complex checker (for graph isomorphism) is described in Section 1.7. For more information on result-checking, refer to the annotated bibliography.

1.4 Debugging via Checkers

We will argue here that embedding checkers in software products may be a substantial aid in debugging those products and assuring their reliability. It is our hope that result-checking may form the basis for a debugging methodology more rigorous than the testing suite and more pragmatic than verification.

Throughout the process of software testing, embedded checkers may be used to identify incorrect output. They will thereby serve as an efficient alternative to a conventional testing oracle. Furthermore, even after software is put into use, leaving the checkers in the code will allow for the effective detection of lingering bugs. We envision that, each time a checker finds a bug, an informative output will be written to a file; this file will then be periodically reviewed by software-maintenance engineers. Another possibility is an immediate warning message, so that the user of a critical system will not be duped into accepting erroneous output.

While it could be argued that buggy output would be noticed by the user in any case, an automatic system for identifying errors should in fact reduce the probability that bugs will be ignored or forgotten. Moreover, a checker can catch an error in a program component whose effects may not be readily apparent to the user. Thus a checker might well identify a bug in a critical system before it goes on to cause a catastrophic failure. Moreover, checkers may trigger automatic self-correction: potentially a method for the creation of extremely reliable systems.

By writing a checker, one group of programmers may assure themselves that another group’s code is not undermining theirs by passing along erroneous output. Similarly, the software engineer who creates the specifications for a program compo-
ponent can write a checker to verify that the programmers have truly understood and provided the functionality he required. Since checkers depend only on the I/O specifications of a computational task, one may check even a program component whose internals are not available for examination, such as a library of utilities running on a remote machine. Thus checkers facilitate the discovery of those misunderstandings at the “seams” of programs which so often underlie a software failure. Evidently, all of this applies well to object-oriented paradigms.

Unlike verification, checking reveals incorrect output originating in any cause—whether due to software bugs, hardware bugs, or transient run-time errors. Moreover, since a checker concerns itself only with the I/O specifications of a computational task, the introduction of a potentially unreliable new algorithm for solving an old task may not require substantial change to the associated checker. And so, as a program is modified throughout its lifetime—often without an adequate repeat of the testing process—its checkers will continue to guard against errors.

1.5 Checker-Based Debugging Concerns

- **Performance loss**: Simple checkers are inherently efficient: due to the little-o rule, a simple checker should not significantly slow the program $P$ that it checks. Self-correctors, on the other hand, require multiple calls to $P$, and so multiply execution-time by a small constant (or, alternatively, require additional parallel hardware). In a real-time computer system, such a slowdown may not be acceptable.

  Hence it is desirable to check a given program by implementing both a simple checker and a self-corrector. The simple checker may then be run on each output, while only in the (hopefully rare) case that the output is incorrect need the self-corrector be run as well; hence the self-corrector is kept off the common-case path. Alternatively, in Section 1.6 we will consider a change to our definitions which will allow for certain self-correcting algorithms to run at real-time speeds.

- **Real-number issues** (see [Gemmell et al. 1991; Ar et al. 1993]): Traditional result-checking algorithms, such as the example self-corrector from Section 1.3, often rely on the orderly properties of finite fields. In many programming tasks, we are more likely to encounter real numbers—i.e., approximate reals represented by a fixed number of bits.

  Such numbers will be limited to a legal subdomain of $\Re$. In Section 2.4, we will see how to modify a traditional self-correcting methodology to account for this. Moreover, limited precision will likely result in round-off errors within $P$. We must then determine how much arithmetic error may allowably occur within $P$, and must check correctness only up to the limit of this error-delta. In Section 2, we will see that limited precision calculations, while a substantial challenge, are by no means fatal to our checking project.

- **Testing checkers**: A checker, like any software component, must be carefully debugged. Otherwise, a degenerate checker $C$ may indiscriminately report program $P$ to be correct, thereby giving a false sense of assurance.

  The problem of constructing a suitable testing suite for a checker is non-trivial. Evidently testing a checker on correct program output is insufficient: we must also test the checker’s ability to recognize bugs—and not just flagrant, random bugs, but various and subtle ones. One possibility would be to employ a mutation model of software error: i.e., to test $C$ on the output from mutated variants of $P$. 
• **Buggy checkers:** What if we nevertheless fail to debug our checker? Indeed, it may be objected that result-checking begs the question of software reliability: for checking may fail due to the checker’s code being as buggy as the program’s. To this objection we respond with three arguments: arguments which are, however, heuristic rather than rigorous.

First, checkers can often be simpler than the programs they check, and so, presumably, less likely to have bugs. For example, modern computers may use intricate, arithmetically unstable algorithms to compute matrix multiplication in time, say, \( O(n^{2.38}) \), rather than the standard \( O(n^3) \). And yet Freivald’s \( O(n^2) \)-time checker for matrix multiplication [Freivalds 1979] uses only the simplest of multiplication algorithms, and so is seemingly likely to be bug-free.

Second, observe that one of the following four conditions must hold each time a (possibly buggy) simple checker \( C \) checks the output of a program \( P \):

1. \( P(x) \) is correct; \( C \) correctly accepts it.
2. \( P(x) \) is incorrect; \( C \) correctly rejects it.
3. “False alarm”: \( P(x) \) is correct; \( C \) incorrectly rejects it.
4. “Missed bug”: \( P(x) \) is incorrect; \( C \) incorrectly accepts it.

Only a “missed bug” is a truly bad outcome: for a “false alarm,” while annoying, at least draws our attention to a bug in \( C \).

To reduce the likelihood of missed bugs, it suffices to rule out a strong correlation between \( x \) values at which \( P \) fails and \( x \) values at which \( C(x, P(x)) \) fails. It is our heuristic contention that such a correlation is unlikely. Indeed, recall that one effect of the “little-o rule” is that \( C \) doesn’t have sufficient time to merely reduplicate the computation performed by \( P \). Thus we claim (heuristically) that \( C \) must be doing something essentially different from what \( P \) does, and so, if buggy, may reasonably be expected to make different errors. But then we would expect few correlated errors: moreover, we would expect more uncorrelated than correlated errors, so that a given bug could well be identified and fixed before it goes on to generate any correlated errors.\(^4\)

Finally, say that correlated errors nonetheless occur. This might in particular be expected due to faults in hardware or software components on which both \( P \) and \( C \) depend. We argue that, even in this case, a “missed bug” may not result. Indeed, consider our checker for a sorting program (Section 1.2), which determines whether or not \( \bar{y} \) is a permutation of \( \bar{x} \) by comparing \( h(x_1) + \cdots + h(x_n) \) with \( h(y_1) + \cdots + h(y_n) \); assuming that the sorting program has failed, \( h(x_1) + \cdots + h(x_n) \) and \( h(y_1) + \cdots + h(y_n) \) will not match (with probability \( \geq \frac{1}{2} \)). If the checker

\(^4\) It could be argued that the little-o rule only prohibits \( C \) from duplicating the most time-consuming of \( P \)’s components; \( P \)’s simpler components may be trivially duplicated in \( C \), and so, if buggy, might produce correlated errors. To this argument we respond that \( C \)’s primary function is to check the central algorithm of \( P \); smaller components needed as subroutines by both \( P \) and \( C \) should, if necessary, be checked separately.

As an illustration of a related issue, consider a standard max-flow program, which proceeds by successively adjusting flows until it finds a configuration which achieves optimal flow across a particular cut. A checker for this program need do little more than verify that optimal flow is indeed achieved across the cut—which is what the program itself does in its final stage. Hence checking this sort of program seems trivial and ineffective. Our response is simply that such a program indeed requires no separate checker, because it is naturally self-checking.
simultaneously fails, it may miscalculate $h(x_1) + \cdots + h(x_n)$ and/or $h(y_1) + \cdots + h(y_n)$; but, we argue, it seemingly is not likely to fail in exactly such a manner as to get values for the two sums which happen to match each other.

Many checkers proceed in this way, calculating two quantities and declaring an error if they do not match. Degenerate checker behavior seems unlikely to yield matching quantities; and so we argue that checkers, even when buggy themselves, have a natural resistance to the bad case of missing a program bug.

1.6 Stored Randomness

We here introduce an extension to traditional checker definitions: we suggest that randomized checkers, rather than having to generate fresh random bits for each check, should be allowed to use preprocessed stored randomness. That is, prior to run-time—while the program is idle, or during boot-up, or even during software development—we generate random bits and do some (perhaps lengthy) preprocessing; these random bits, together with preprocessed values dependent on them, form one or more random packages. These packages are stored; then, at run-time, each check requires such a package as an additional input.\(^5\)

Stored randomness has several potential advantages. First, it allows for much or all of a checker’s randomness to be generated before run-time. This could be useful particularly in doing very quick checks of low-level functionalities such as microprocessor arithmetic (as in [Blum and Wasserman 1996]): in this context, having to generate random bits at run-time could be an inconvenience. Second, we shall see that stored randomness allows for the use of checking algorithms which would otherwise require too much computation at run-time: by paying a time-cost of $\Omega(T(N))$ in preprocessing, we “cheat” some work out of the way, so that each run-time check can then be completed in time $o(T(N))$.

For a trivial example of stored randomness, we can reconsider the multiplication self-corrector of Section 1.3. If in a preprocessing stage $r_1, r_2$ are generated, $P(r_1, r_2)$ is calculated, and package $R = (r_1, r_2, P(r_1, r_2))$ is stored, this leaves only three calls to $P$ at run-time, rather than four. However, this improvement is not particularly impressive. Stored randomness will be further explicated through more substantial examples: in Sections 2.1 and 2.5, we will present a simple checker which is possible only if one allows stored randomness, and a self-corrector which, if one allows stored randomness, can run at real-time speeds.

How much randomness must be stored? Let $N$ be our fixed input length, and let $\ell$ be the number of checks we expect to carry out at run-time. One approach would be to preprocess $\ell$ packages. Then each check would have its own “fresh” randomness, which would certainly be good from the point of view of reliability. However, we might expect $\ell$ to be $\gg N$ or even unknown during preprocessing; so this trivial approach could have too high a cost in preprocessing time and storage space.

An opposite approach would be to generate a single random package and use it for every check. But would the repeated use of a “stale” random package reduce

\(^5\)This method requires input length $N$ to be fixed prior to run-time; equivalently, new preprocessing stages will be required as input length increases. This use of stored information is analogous to that in the $P$/poly model of computation.
the reliability of our checker? Sections 2.1 and 2.5 initially choose this approach; and Lemmas 4 and 10 argue that the consequent reduction in reliability is not fatal.

Moreover, in Sections 2.1 and 2.5 we go on to suggest an intermediate approach, which requires a number of stored packages that is $O(N)$ and independent of $\ell$. Lemmas 5 and 11 argue that the resulting stored-random checkers are then highly reliable.

1.7 Variations on the Checking Paradigm

It may still be objected that most programming tasks are less amenable to checking than are the clean mathematical problems with which theoreticians usually deal. Nevertheless, it is our experience that many such tasks may be subjected to interesting checks. The following is a list of checking ideas which may suggest to the reader how definitions can be generalized to make checking more suitable as a tool for software debugging.

- **Partial checks**: One may find it sufficient to check only certain aspects of a computational output. Programmers may focus on properties they think particularly likely to reveal bugs—or particularly critical to the success of the system. Certain checkers might only be capable of identifying outputs incorrect by a very large error-delta. Even just checking inputs and outputs separately to verify that they fall in a legal domain may prove useful.

- **Timing checks**: One might wish to monitor the execution-time of a software component; an unexpectedly large (or small) time could then reveal a bug. For instance, a programmer's expectation that a particular subroutine should take time $\approx 10n^2$ on input of variable length $n$ could be checked against actual performance.

- **Checking via interactive proofs**: There exist interactive proofs of correctness for certain mathematical computations; and many such interactive proofs may equivalently be regarded as complex checkers. For example, it follows from the IP method of [Shamir 1992] that, if program $P$ claims to solve a PSPACE-complete problem, then there is a checker for $P$ which requires polynomial time plus a polynomial number of calls to $P$.

Similarly, the following interactive-proof method, due to [Goldreich et al. 1991], may equivalently be regarded as a complex checker. Say that $P$ claims to decide graph isomorphism. If $P$ says that $A \cong B$, we can check this by running $P$ on successively reduced versions of $A$ and $B$, thereby forcing $P$ to reveal a particular isomorphism. Less trivially, if $P$ claims that $A \not\cong B$, we repeat several times the following check: generate $C$, a random isomorphism either of $A$ (with probability $\frac{1}{2}$) or of $B$ (with probability $\frac{1}{2}$); then ask $P$ to tell us which one of $A$ or $B$ is isomorphic to $C$. If $A \cong B$, $P$ can only guess which of the two we permuted.

For more on interactive proof, refer to the bibliography.

- **Changing I/O specifications**: In Section 1.2, we saw how an easy augmentation to the output of a sorting program could make the program easier to check. Similarly, consider the problem of checking a $\Theta(\log n)$-time binary-search task. As traditionally stated (see [Bentley 1986, p. 35], where it features in a relevant discussion of the difficulty of writing correct programs), binary search has as input a key $k$ and a numerical array $a[1], \ldots, a[n]$, where $a[1] \leq \cdots \leq a[n]$, and as output $i$ such that $a[i] = k$, or 0 if $k$ is not in the array.

Note that the problem as stated is uncheckable: for, if the output is 0, it will
take \( \Theta(\log n) \) steps to confirm that \( k \) is indeed not in the array. But say that we modify the output specification for our binary-search task to read: output \( i \) such that \( a[i] = k \), or, if \( k \) is not in the array, \( (j, j+1) \) such that \( a[j] < k < a[j+1] \). Any natural binary-search program can easily be modified to give such output, and completing an \( O(1) \)-time check is then straightforward.

- **Weak or occasional checks** [Blum, A. 1994]: Certain pseudo-checkers have only a small probability of noticing a bug. For example, if a search program, given key \( k \) and array \( a[1], \ldots, a[n] \), claims that \( k \) does not occur in \( a \), we could check this by selecting an element of \( a \) at random and verifying that it is not equal to \( k \). This weak checker has probability \( \frac{1}{n} \) of identifying an incorrect claim.

  Alternatively, to save time a lengthy check might be employed only on occasional I/O pairs. Given that many bugs cause frequent errors over the lifetime of a program, such weak or occasional checks may well be useful.

- **Batch checks** [Rubinfeld 1992]: For certain computational tasks, if one stores up a number of I/O pairs, one may check them all at once more quickly than one could have checked them separately. While it may be too late to correct output after completing such a retroactive check, this method can when applicable provide a very time-efficient identification of bugs.

- **Inefficient auto-correcting**: When a checker identifies a program error, it could correct by, for example, loading and running an older, slower, but hopefully more reliable version of the program. This should be necessary only on rare occasions, so the overall loss of speed should not be unreasonable. For example, a trivial \( O(n^3) \)-time matrix-multiplication program can be kept in reserve in case a more sophisticated \( O(n^{2.38}) \)-time program fails.

2. **CASE STUDY: CHECKING REAL-NUMBER LINEAR TRANSFORMATIONS**

We will now consider the problem of checking and correcting a general linear transformation, defined as follows: input to program \( P \) is \( n \)-length vector \( \tilde{x} \) of real numbers; correct output is \( n \)-length vector \( \tilde{y} = \tilde{x}A \), where \( A \) is a fixed \( n \times n \) matrix of real coefficients. Extensions of our results to more general cases—e.g., \( \tilde{y} \) of different length than \( \tilde{x} \), or components complex rather than real—are straightforward. However, we do require \( n \) and \( A \) to be fixed prior to run-time.

Evidently, any such transformation may be computed in \( O(n^2) \) arithmetic operations. We assume that, for non-trivial transformations \( A \), the smallest possible time to compute the transformation may range from \( \Theta(n) \) to \( \Theta(n^2) \). Our simple checker will take time \( O(n) \) (as will our self-corrector, not counting one or more calls to \( P \)), so the little-o rule is satisfied for all but the \( \Theta(n) \)-time transformations.\(^6\)

For example, the Fourier Transform is linear and may be computed in time \( \Theta(n \log n) \) via the Fast Fourier Transform; if one makes the reasonable assumption that an \( O(n) \)-time Fourier Transform is not possible, then our algorithms qualify as checkers for this transform.

Assume now that program \( P \) is intended to carry out the \( \tilde{x} \mapsto \tilde{x}A \) transformation.

\(^6\)In the more general case that \( \tilde{y} \) has length \( m \), any non-trivial linear transformation will have smallest possible computation-time on range \( \Theta(\max\{m, n\}) \) to \( \Theta(mn) \). It is easily verified that our simple checker and our self-corrector each take time \( O(\max\{m, n\}) \); and so, once again, the little-o rule is satisfied for all but the fastest of transformations.
Let $\vec{x} = (x_1, \ldots, x_n)$, where each $x_i$ is a fixed-point real number and so is limited to a legal subdomain of $\mathbb{R}$: say, to domain $[-1, 1]$. 

**Output:** $P(\vec{x}) = \vec{y} = (y_1, \ldots, y_n)$, where each $y_i$ is a fixed-point real.

Let $\delta \in \mathbb{R}^+$ be a constant; let $\vec{\Delta} = (\Delta_1, \ldots, \Delta_n)$ be the “error vector” $\vec{y} - \vec{x}A$.

Then:
- I/O pair $(\vec{x}, \vec{y})$ is **definitely correct** iff, for all $i$, $|\Delta_i| \leq \delta$.
- I/O pair $(\vec{x}, \vec{y})$ is **definitely incorrect** iff there exists $i$ such that $|\Delta_i| \geq 6\sqrt{n}\delta$.

Note that, due to arithmetic round-off errors within $P$, a small error-delta is to be regarded as acceptable: specifically, we model $P$’s expected error as a flat error of at most $\pm \delta$ in each component of $\vec{y}$. Also note that we will only require the simple checker of Section 2.1 to accept I/O which is definitely correct and to reject I/O which is definitely incorrect. It is seemingly unavoidable that there is an intermediate region of I/O pairs $(\vec{x}, \vec{y})$ which could allowably be either accepted or rejected. However, this intermediate region currently appears to be altogether too large (i.e., condition “exists $i$ such that $|\Delta_i| \geq 6\sqrt{n}\delta$” is too strong). It seems that we should be able to do better; and, in Section 2.2, we shall suggest an improvement.

### 2.1 A Simple Checker

**Motivation:** To develop a simple checker for $P$, we will take the approach of generating a randomized vector $\vec{r}$ and trying to determine whether or not $\vec{y} \approx \vec{x}A$ by calculating whether or not $\vec{y} \cdot \vec{r} \approx (\vec{x}A) \cdot \vec{r}$. This method is a variant of that in [Ar et al. 1993, Section 4.1.1].

To facilitate the calculation of $(\vec{x}A) \cdot \vec{r}$, we will employ the method of stored randomness (Section 1.6): by generating $\vec{r}$ and preprocessing it together with $A$ prior to run-time, we will then be able to complete the calculation of $(\vec{x}A) \cdot \vec{r}$ with just $O(n)$ run-time arithmetic operations. Thus we will achieve the strong result of checking a $\Theta(n^2)$-time computation in time $O(n)$.

**Algorithm 2.** Our checker’s preprocessing stage, to be completed prior to run-time, is specified as follows:

- For $k := 1$ to 10:
  - Generate and store $\vec{r}^{(k)}$, an $n$-length vector of form $(\pm 1, \pm 1, \ldots, \pm 1)$, where each $\pm$ is chosen positive or negative with independent 50/50 probability.
  - Calculate and store $\vec{v}^{(k)} := \vec{r}^{(k)}A^T$ (where $A^T$ denotes the transpose of $A$).

Then, to check an I/O pair $(\vec{x}, \vec{y})$ at run-time, we employ this $O(n)$-time check:

- For $k := 1$ to 10:
  - Calculate $D^{(k)} := \vec{y} \cdot \vec{r}^{(k)} - \vec{x} \cdot \vec{v}^{(k)}$.
  - If $|D^{(k)}| \geq 6\sqrt{n}\delta$, reject.
  - If all 10 tests are passed, accept.

---

7 Since this calculation need be done only a few times, and when time is not at a premium, its correctness can be assured, e.g., by employing simple brute-force methods, or by checking the result by hand.
Why does this work? First note that
\[
D^{(k)} = \bar{y} \cdot \bar{r}^{(k)} - \bar{x} \cdot \bar{v}^{(k)} \\
= \bar{y} \cdot \bar{r}^{(k)} - \bar{x} \cdot (\bar{v}^{(k)} A^T) \\
= \bar{y} \cdot \bar{r}^{(k)} - (\bar{x} A) \cdot \bar{r}^{(k)} \\
= (\bar{y} - \bar{x} A) \cdot \bar{r}^{(k)} \\
= \Delta \cdot \bar{r}^{(k)} \\
= \pm \Delta_1 \pm \cdots \pm \Delta_n,
\]
where each \(\pm\) is positive or negative with independent 50/50 probability.\(^8\)

**Lemma 1.** For any definitely correct \((\bar{x}, \bar{y})\),
\[
\Pr_{\cal F^{(k)}} \left[ |D^{(k)}| \geq 6 \sqrt{n} \delta \right] \leq \frac{1}{10,000,000}.
\]

**Proof.** Each \(|\Delta_i| \leq \delta\). Thus, by a Chernoff Bound [Alon et al. 1992, Theorem A.16],
\[
\Pr \left[ |\pm \Delta_1 \pm \cdots \pm \Delta_n| \geq 6 \sqrt{n} \delta \right] \leq 2e^{-(6 \sqrt{n} \delta^2)/2n}
< \frac{1}{10,000,000}. \quad \square
\]

**Lemma 2.** For any definitely incorrect \((\bar{x}, \bar{y})\),
\[
\Pr_{\cal F^{(k)}} \left[ |D^{(k)}| < 6 \sqrt{n} \delta \right] \leq \frac{1}{2^n}.
\]

**Proof.** We know there exists \(i\) such that \(|\Delta_i| \geq 6 \sqrt{n} \delta\). Fix all components of \(\bar{r}^{(k)}\) except for \(r_i^{(k)}\). Then observe that, for at least one of the two possible values \(\{\pm 1\}\) of \(r_i^{(k)}\), \(|D^{(k)}| = |\Delta_1 r_1^{(k)} + \cdots + \Delta_n r_n^{(k)}|\) must be \(|\Delta_i| \geq 6 \sqrt{n} \delta\). Thus \(|D^{(k)}| < 6 \sqrt{n} \delta\) for at most \(\frac{1}{2^n}\) of the equally likely choices of random vector \(\bar{r}^{(k)}\). \quad \square

**Lemma 3.**

**(I).** For any definitely correct \((\bar{x}, \bar{y})\),
\[
\Pr_{\cal F^{(k)}} \left[ \text{checker mistakenly rejects} \right] \leq \frac{1}{1,000,000}.
\]

**(II).** For any definitely incorrect \((\bar{x}, \bar{y})\),
\[
\Pr_{\cal F^{(k)}} \left[ \text{checker mistakenly accepts} \right] \leq 2^{-10} < \frac{1}{1,000}.
\]

**Proof.**

**(I).** By Lemma 1, the probability of a mistaken reject for each \(\bar{r}^{(k)}\) is \(\leq \frac{1}{10,000,000}\). Thus, the probability of a mistaken reject on any of the 10 tries is \(\leq 10 \cdot \frac{1}{10,000,000} = \frac{1}{1,000,000}\).

**(II).** By Lemma 2, the probability of failing to reject at each \(\bar{r}^{(k)}\) is \(\leq \frac{1}{2^n}\). Thus, the probability of rejecting on none of the 10 independent tries is \(\leq 2^{-10}\). \quad \square

---

\(^8\)We have employed a linear-algebra identity: the dot-product of two vectors is equivalent to their matrix-product once the second vector (i.e., row-matrix) has been transposed; thus \(\bar{x} \cdot \bar{r}^{(k)} A^T = \bar{x} (\bar{r}^{(k)} A^T)^T = \bar{x} A (\bar{r}^{(k)})^T = (\bar{x} A) \cdot \bar{r}^{(k)}\).
While Lemma 3 embodies our intuition of the checker’s correctness, it does not deal with the implications of using the same stored “random package” \( R = \langle \tilde{r}^{(1)}, \ldots, \tilde{r}^{(10)}, \tilde{u}^{(1)}, \ldots, \tilde{u}^{(10)} \rangle \) in each run-time check. The following claims suggest that this use of stored randomness does not seriously undermine the reliability of the checker:

**Lemma 4.** Assume that we preprocess random package \( R \) and use this package to check \( \ell \) runs of \( P \). Then, for probabilities over the choice of \( R \) (where all results except (II) are independent of the value of \( \ell \)):

(I). Assume that a bug causes at least one definitely incorrect I/O pair. Then the probability that our checker will miss this bug is \( \leq \frac{1}{100} \).

(II). If \( \ell \leq 10,000 \), then the probability that any definitely correct I/O pair will be mistakenly rejected is \( \leq \frac{1}{100} \).

(III). The probability that \( \geq \frac{1}{2} \) of all definitely incorrect I/O pairs will be mistakenly accepted is \( \leq \frac{1}{500} \).

(IV). The probability that \( \geq \frac{1}{1000} \) of all definitely correct I/O pairs will be mistakenly rejected is \( \leq \frac{1}{500} \).

**Proof.** (I) and (II) follow readily from Lemma 3. To prove (III), note a consequence of Lemma 3 (II): if we select \( R \) randomly and \( \langle \tilde{x}, \tilde{y} \rangle \) uniform-randomly from the list of all definitely incorrect I/O pairs out of our \( \ell \) runs, then the probability that our checker accepts given input \( \langle \tilde{x}, \tilde{y} \rangle \) and randomization \( R \) is \( \leq \frac{1}{1000} \). But if (III) were false, then this same probability would, on the contrary, be \( > \frac{1}{500} \). (IV) is proved analogously. \( \square \)

While Lemma 4 gives a reasonably strong assurance, it is not entirely satisfactory. Indeed, when stored randomness is used as described above, there is no run-time randomization, so that if, for example, the checker fails on an input \( \langle \tilde{x}, \tilde{y} \rangle \) which occurs repeatedly in the \( \ell \) runs, then it will fail on each repetition. This has several potentially bad consequences. First, if \( P \) is regarded as an adversary, it can defeat the checker by learning its “bad inputs.” Second, observe that if fresh randomness could be used for each check, then each check would have independent probability of error \( \leq \frac{1}{1000} \); hence the probability of many checker errors during \( \ell \) runs of \( P \) would be exponentially small. With stored randomness, the probability of many errors is small (per Lemma 4 (III,IV)) but not exponentially small. Note that frequent errors could result in system failure, if checker errors trigger lengthy self-correcting procedures and if we are dealing with a soft real-time system in which average run-time must be kept low.

Hence we now introduce a more sophisticated approach to stored randomness, one which allows stored-random checkers to be as reliable as checkers using fresh random bits.

Recall that \( R = \langle \tilde{r}^{(1)}, \ldots, \tilde{r}^{(10)}, \tilde{u}^{(1)}, \ldots, \tilde{u}^{(10)} \rangle \) is the preprocessed “random package” needed by our checker, and that \( \langle \tilde{x}, \tilde{y} \rangle \) is an I/O pair to be checked. Also recall that we are assuming input length to be fixed before run-time: specifically, let us assume that the value of \( \langle \tilde{x}, \tilde{y} \rangle \) can be completely represented by \( N \) bits, so that there are at most \( 2^N \) possible values for \( \langle \tilde{x}, \tilde{y} \rangle \).

**Algorithm 3.** At preprocessing time, we create, not just a single random package \( R \), but \( 4N \) random packages \( R_1^1, \ldots, R_4^N \). Then, at run-time, we pick \( R_i^j \in \alpha \).
\{R_1^*, \ldots, R_N^*\} \text{, and use } R_i^* \text{ to check } \langle x, y \rangle \text{. For a smaller probability of error, we can repeat this check with several more } R_i^* \in \{R_1^*, \ldots, R_N^*\} \text{ and return the majority answer.}

The following lemma argues that our improved stored-random checker has an independent probability of error at each run-time check which can be made arbitrarily small. Also observe that P cannot fool the checker even if P is an adversary which knows the values of \{R_1^*, \ldots, R_N^*\}.

**Lemma 5.** With probability of failure \( \leq 2^{-5N} \), \( R_1^*, \ldots, R_N^* \) will be such that, for all \( \langle x, y \rangle \), at most \( \frac{1}{4} \) of \( R_1^*, \ldots, R_N^* \) are bad for checking \( \langle x, y \rangle \). (Hence, checking with \( t \) values of \( R_i^* \in \{R_1^*, \ldots, R_N^*\} \) and taking the majority answer results in a run-time error-probability which is exponentially small in \( t \).)

**Proof.** Analogous to the standard proof that \( \text{BPP} \subseteq \text{P/poly} \):

Recall from Lemma 3 that, for any given \( \langle x, y \rangle \), the probability (over the random choice of a package \( R \)) that the checker fails given input \( \langle x, y \rangle \) and randomization \( R \) is \( \leq 2^{-10} \).

Hence, for any given \( \langle x, y \rangle \), the probability (over the random choice of packages \( R_1, \ldots, R_N \)) that all of \( R_1, \ldots, R_N \) are bad for checking \( \langle x, y \rangle \) is \( \leq 2^{-10N} \).

Hence the probability (over the random choice of \( R_1^*, \ldots, R_N^* \)) that there exists any \( \langle x, y \rangle \) and any size-N subset \( R_1, \ldots, R_N \) of \( R_1^*, \ldots, R_N^* \) such that all of \( R_1, \ldots, R_N \) are bad for checking \( \langle x, y \rangle \) is \( \leq 2^N \cdot (\frac{A_N}{N}) \cdot 2^{-10N} \leq 2^N \cdot 2^{-10N} = 2^{-5N} \).

This is in fact a general method allowing any simple checker to make use of stored randomness without compromising its reliability. Only \( O(\log N) \) bits of run-time randomness are then needed for each check.

**2.2 A Stronger Simple Checker**

Recall that \( \Delta = (\Delta_1, \ldots, \Delta_n) \) is the “error vector” \( y - xA \). Also recall that, while the full value of vector \( \Delta \) is not calculable in time \( O(n) \), we can use stored, preprocessed \( r^{(k)} \) and \( y^{(k)} \) to efficiently calculate randomized scalar value \( \bar{r}^{(k)} \cdot \bar{\Delta} \).

The assurance that our simple checker will reject instances for which any \( |\Delta_i| \geq 6\sqrt{n} \bar{\Delta} \) is not entirely satisfactory: it leaves too large a gap between instances which are reliably accepted and those which are reliably rejected. A stronger method would be to approximate

\[
|\bar{\Delta}| = \sqrt{\Delta_1^2 + \cdots + \Delta_n^2}
\]

and accept or reject by comparing this value to a suitable threshold. This method is particularly appropriate in that engineers often use this root-mean-square measure to represent overall error in calculations such as Fourier Transforms.

What we need then is an efficient method for approximating \( |\bar{\Delta}| \). The lemmas below prove that it is indeed possible to efficiently approximate \( |\bar{\Delta}|^2 \).

**Lemma 6.** Let \( \bar{r}^{(1)}, \ldots, \bar{r}^{(m)} \) be \( n \)-length vectors, each component \( \pm 1 \) with independent 50/50 probability, and consider randomized quantity

\[
X = \left( \frac{1}{m} \right) \sum_{k=1}^{m} [\bar{r}^{(k)} \cdot \bar{\Delta}]^2.
\]
For any positive $\epsilon$ and $p$: if $m \geq \frac{2}{p^2}$, then, with probability greater than $1 - p$,

$$(1 - \epsilon)|\Delta|^2 \leq X \leq (1 + \epsilon)|\Delta|^2.$$ \(\text{Proof.}\) Observe that

$$\left[\bar{r}^{(k)} \cdot \Delta\right]^2 = \left[\sum_{i=1}^{n} r_{i}^{(k)} \Delta_i\right]^2 = \sum_{i=1}^{n} \Delta_i^2 + \sum_{i=1}^{n} \sum_{j \neq i} r_{i}^{(k)} r_{j}^{(k)} \Delta_i \Delta_j$$

$$= |\Delta|^2 + 2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} r_{i}^{(k)} r_{j}^{(k)} \Delta_i \Delta_j.$$ \(\implies X = \left(\frac{1}{m}\right) \sum_{k=1}^{m} |\Delta|^2 + \left(\frac{2}{m}\right) \sum_{k=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} r_{i}^{(k)} r_{j}^{(k)} \Delta_i \Delta_j$$

$$= |\Delta|^2 + \left(\frac{2}{m}\right) R,$$ where $(\frac{2}{m})$ times $R := \sum_{k=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} r_{i}^{(k)} r_{j}^{(k)} \Delta_i \Delta_j$ is the randomized “error term” whose size we wish to bound.

Note that $R$ is a sum of $\frac{m(n-1)}{2}$ pairwise independent quantities. Thus:

$$\text{Var} [R] = \sum_{k=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \text{Var} \left[r_{i}^{(k)} r_{j}^{(k)} \Delta_i \Delta_j\right]$$

$$= \sum_{k=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \Delta_i^2 \Delta_j^2$$

$$\leq \sum_{k=1}^{m} \left(\frac{1}{2}\right) \sum_{i=1}^{n} \sum_{j=1}^{n} \Delta_i^2 \Delta_j^2$$

$$= \left(\frac{1}{2}\right) \sum_{k=1}^{m} \left[ \left(\sum_{i=1}^{n} \Delta_i^2\right) \cdot \left(\sum_{j=1}^{n} \Delta_j^2\right) \right]$$

$$= \left(\frac{1}{2}\right) \sum_{k=1}^{m} \left[ |\Delta|^2 \cdot |\Delta|^2\right]$$

$$= \frac{m|\Delta|^4}{2}.$$ Thus the variance of “error term” $(\frac{2}{m}) R$ is $\leq (\frac{2}{m})^2 \cdot \frac{m|\Delta|^4}{2} = \frac{4|\Delta|^4}{m^2}$. Since we are assuming $m \geq \frac{2}{p^2}$, this is $\leq p^2|\Delta|^4$.

But then the probability that $|\left(\frac{2}{m}\right) R| > \epsilon |\Delta|^2$ must be less than $p$. This follows by Chebyshev’s Inequality: i.e., if the contrary were true, then we would have $\text{Var} \left[\left(\frac{2}{m}\right) R\right] > p^2|\Delta|^4$, which contradicts what we have proved above. \(\Box\)
Lemma 7. Recall once again that, using preprocessed \(\langle \vec{r}(k), \vec{v}(k)\rangle\), we can calculate \(\vec{r}(k) \cdot \vec{A}\) in time \(O(n)\). Then: for any positive \(\epsilon\) and \(p\), we can, in time \(O(n(\frac{1}{\epsilon})^2 \log(\frac{1}{p}))\), calculate a value \(Y\) such that, with probability greater than \(1 - p\),
\[(1 - \epsilon)|\Delta|^2 \leq Y \leq (1 + \epsilon)|\Delta|^2.\]

Proof. Let \(t := \lceil 6 \ln(\frac{1}{p}) \rceil\) and \(m := \lceil \frac{n}{2t} \rceil\). We repeat \(2t\) times the calculation of a randomized \(X\)-value as described in Lemma 6, using preprocessed \(\langle \vec{r}(1), \ldots, \vec{r}(2tm), \vec{v}(1), \ldots, \vec{v}(2tm)\rangle\). We then return the median of \(X\)-values \(X_1, \ldots, X_{2t}\) as our value for \(Y\).

Why does this work? By Lemma 6, each \(X_i\) approximates \(|\Delta|^2\) to within the desired range with independent probability of error less than \(\frac{1}{4}\). And the median of the \(X\)-values can be out of range only if at least \(t\) of the \(2t\) \(X\)-values are out of range. By a Chernoff Bound, the probability of this is \(< e^{-t/6} \leq p\), as desired. \(\square\)

2.3 Simple Checker—Variants

- A fuller statement of our algorithm would include consideration of arithmetic round-off error in the checker itself as well as in \(\mathbf{P}\). However, under the reasonable assumption (for a fixed-point system) that addition and negation do not generate round-off errors, our checker could generate error only in the \(n\) real-number multiplications needed to calculate \(\bar{x} \cdot \vec{v}(k)\). It is our heuristic expectation that such error would not be large enough to significantly affect the validity of our checker.

- Evidently, different values could be used for the constants in our algorithm of Section 2.1. Our goal was to particularize a pragmatic checker—one which satisfies reasonably well each of the following desirable conditions: small gap between the definitions of definitely correct and definitely incorrect; small chance of a mistaken accept; very small chance of a mistaken reject; and small run-time.

To generalize: let our definition of definitely incorrect be that there exists \(|\Delta_i| \geq c \sqrt{n} \delta\). Let our algorithm calculate \(t\) values of \(D^{(k)}\) and reject if any \(|D^{(k)}| \geq c \sqrt{n} \delta\). (We used \(c = 6\), \(t = 10\) above.) Then the error bound in Lemma 1 is \(2e^{-\frac{c^2}{2}}\). The error bound in Lemma 3 (I) is \(2te^{-\frac{c^2}{2}}\), and that in Lemma 3 (II) is \(\left(\frac{1}{2}\right)\). Lemma 4 (III) generalizes: for any \(q \in (0, 1]\), the probability that an at least \(q\) portion of all definitely incorrect I/O pairs will be mistakenly accepted is \(\leq \frac{c}{\rho}\), where \(\rho\) is the error bound from Lemma 3 (II). Lemma 4 (IV) generalizes analogously. Lemma 5 applies to any simple checker which has probability of error \(\leq 2^{-10}\) (and any checker can have its error-bound reduced to this level by repeating the check a small constant number of times).

2.4 A Self-Corrector

Motivation: To develop a self-corrector for \(\mathbf{P}\), we start with the traditional approach of adding a random displacement to the location at which we must poll \(\mathbf{P}\). However, to prevent the components of our input-vectors from going out of legal domain \([-1, 1]\), we here find it necessary to poll \(\mathbf{P}\) at a location which is a weighted average of desired input \(\bar{x}\) and a random input \(\vec{r}\). If we weight the average so that \(\bar{x}\) dominates, the resulting vector is near-uniform random, allowing us to prove the reliability of our self-corrector. This method may be compared to those employed in [Gemmell et al. 1991].
Assume that we have tested $P$ on a large number of **random input vectors**: i.e., vectors (of fixed length $n$) generated by choosing each component uniformly randomly from the set of fixed-point real numbers on legal domain $[-1, 1]$. Assume we have verified that $P$ is correct on these random input vectors ($\pm$ an allowable error-delta); a version of our simple checker might be employed to facilitate this verification. Through such a testing stage (or by use of a self-tester [Ergin 1995]), we can satisfy ourselves that (with high probability) the fraction of inputs on which $P$ returns incorrect output is very small: say, $\leq \frac{1}{10,000,000}$.

Once we have this assurance, we can employ the following self-corrector for $P$, whose time-bound is two calls to $P$ plus $O(n)$:

**Algorithm 4.** On input $\bar{x}$,

- Generate random input vector $\bar{r}$.
- Call $P$ to calculate $P(\bar{r})$.
- Call $P$ to calculate $P \left(\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}\right)$. (Note that this is possible because, for any legal input vectors $\bar{x}$ and $\bar{r}$, $\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}$ will also be legal—i.e., each component will be in legal domain $[-1, 1]$.)
- Return, as our corrected value for $P(\bar{x})$,

$$
\bar{y}_c := n \cdot P \left(\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}\right) - (n - 1) \cdot P(\bar{r}).
$$

**Lemma 8.** For any $\bar{x}$:

$$
\Pr_{\bar{r}} \left[ P \left(\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}\right) \text{ is incorrect} \right] \leq \frac{3}{10,000,000}.
$$

**Proof.** Fix $\bar{x}$. As $\bar{r}$ varies over all legal input vectors, each component of vector $\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}$ varies over a $(1 - \frac{1}{n})$ fraction of legal domain $[-1, 1]$. Thus, since $\bar{r}$ is a random input vector, the value of $\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}$ is distributed uniformly randomly over a “neighborhood” of input vectors whose size, as a fraction of the space of all legal input vectors, is $(1 - \frac{1}{n})^n \approx \frac{e}{n^3} > \frac{1}{3}$.

So the probability of hitting an incorrect output at $P \left(\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}\right)$ is at most three times the probability of hitting an incorrect output at a truly uniform-random location, which we know to be $\leq \frac{1}{10,000,000}$. 

**Lemma 9.** For any $\bar{x}$: $\bar{y}_c$ will (approximately) equal desired output $\bar{x}$A, with probability of error (over the choice of $\bar{r}$) $\leq \frac{4}{10,000,000}$.

**Proof.** Based on testing and on Lemma 8, we know that $P \left(\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}\right)$ and $P(\bar{r})$ are both likely to be correct: chance of error is $\leq \frac{1}{10,000,000} + \frac{3}{10,000,000} = \frac{4}{10,000,000}$. And if they are indeed both correct, then (barring problems of round-off error, which will be discussed below),

$$
\bar{y}_c = n \cdot P \left(\left(\frac{1}{n}\right) \bar{x} + \left(1 - \frac{1}{n}\right) \bar{r}\right) - (n - 1) \cdot P(\bar{r})
$$

---

\(^9\) Arithmetic rounding must be done with care to assure this uniformity.
Unfortunately, our self-corrector reduces the arithmetic precision of $P$. For, in calculating
\[
\bar{y}_c := n \cdot P \left( \left( \frac{1}{n} \bar{x} + \left( 1 - \frac{1}{n} \right) \bar{r} \right) A - (n - 1) \bar{r} A \right)
\]
log $n$ bits of information are lost when we divide $\bar{x}$ by $n$ (assuming fixed-point arithmetic). Moreover, the final multiplications by $n$ and $(n - 1)$ will magnify the $\pm \delta$ errors in the values returned by $P$. It would seem, then, that the self-corrected $P$ may have poly($n$)-times the arithmetic error of the original $P$. A more conclusive error-analysis would require knowledge of the internals of $P$.

Thus we will have greater confidence in this corrector if our system allows for the use of more bits of arithmetic precision than are seemingly required for the ordinary operation of $P$. In particular, $O(\log n)$ bits of additional precision might be expected to compensate for a poly($n$)-factor increase in error. However, a more detailed error-analysis, requiring knowledge of the internals of $P$, would be needed to determine whether or not this is in fact true.

Rather than delving further into error-analyses, we merely note that questions of the round-off errors which checkers and correctors should expect and will produce are important to real-number checking, and may be of interest to the numerical analysis community.

2.5 A Faster Self-Corrector

Another problem with our self-corrector is that it slows execution speed by a factor of at least 2. We can fix this problem by employing the method of stored randomness (Section 1.6):

**Algorithm 5.** Prior to run-time, we generate and store a random input vector $\bar{r}$. We also calculate and store $(n - 1)P(\bar{r})$. By repeatedly using these stored values, we then need only one run-time call to $P$ to calculate
\[
\bar{y}_c := n \cdot P \left( \left( \frac{1}{n} \bar{x} + \left( 1 - \frac{1}{n} \right) \bar{r} \right) - (n - 1) \cdot P(\bar{r}) \right).
\]

Observe that our modified self-corrector—like our simple checker—adds only $O(n)$ arithmetic operations to the execution-time of $P$. Assuming that $P$ is an $\omega(n)$-time program, the resulting loss of performance should be negligible.

Proceeding as in Lemma 4, we can readily derive the following results—results which suggest that the use of stored randomness does not seriously undermine the reliability of our corrector:

**Lemma 10.** Assume that we generate “random package” $R = (\bar{r}, (n - 1)P(\bar{r}))$ and use this stored package to self-correct $\ell$ runs of $P$. Then, for probabilities over the choice of $R$:
(I). If $\ell \leq 10,000$, then the probability that any corrected output will be erroneous is $\leq \frac{4}{1,000}$.

(II). For any $\ell$, the probability that $\geq \frac{1}{10,000}$ of the corrected outputs will be erroneous is $\leq \frac{4}{1,000}$.

Lemma 10, like Lemma 4, is not entirely satisfactory. As in Section 2.1, we can derive a stronger result by using a slightly more sophisticated method:

Fix input length: assume that $N$ bits suffice to represent any legal input $\bar{x}$. Also fix the behavior of $P$: i.e., assume (as is usual for a self-corrector) that $P$ is not able to adapt in response to the corrector.

Algorithm 6. At preprocessing time, we generate, not one random package $R = \langle \bar{r}, (n - 1)P(\bar{r}) \rangle$, but $4N$ packages $R_1^*, \ldots, R_{4N}^*$. Then, for each run-time self-correction, we use package $R_i^* \in \{R_1^*, \ldots, R_{4N}^*\}$.

The following lemma argues that each run-time self-correction will then have a small independent probability of error. Proof is analogous to that of Lemma 5.

LEMMA 11. With probability of failure $\leq 2^{-5N}$, $R_1^*, \ldots, R_{4N}^*$ will be such that, for all $\bar{x}$, at most $\frac{1}{10}$ of $R_1^*, \ldots, R_{4N}^*$ are bad for correcting $P(\bar{x})$. Moreover, by increasing the number of stored packages we can reduce error-bounds $2^{-5N}$ and $\frac{1}{10}$ as desired.

This is a general method allowing any self-corrector to take advantage of stored randomness without compromising its reliability. However, a difference between this result and Lemma 5 should be noted: here $P$ is not allowed to be an adversary which can adapt to the corrector. This seems a necessary requirement, as a program knowing the values of stored packages $R_1^*, \ldots, R_{4N}^*$ could readily make use of this knowledge to fool the corrector.

2.6 Self-Corrector—Variants

- To generalize: let $p$ be an upper bound on the portion of input vectors $\bar{x}$ for which $P(\bar{x})$ is incorrect. (We used $p = \frac{1}{10,000,000}$ above.) Then the error bound in Lemma 8 is $ep$, and that in Lemma 9 is $(e + 1)p$. Lemma 10 (II) generalizes: for any $q \in (0, 1]$, the probability that an at least $q$ portion of the corrected outputs will be erroneous is $\leq \frac{e + 1}{q}$. Lemma 11 applies to any self-corrector which has probability of error $\leq 2^{-10}$.

- Having calculated corrected output $\bar{y}$, as described above, we could then employ a version of our simple checker to verify the correctness of $\bar{y}$. This modified form of $P$ then provides both checking and self-correcting, while adding only $O(n)$ arithmetic operations to $P$'s usual execution-time.

- The checking situation would be somewhat different if our computer used floating-point, rather than fixed-point, representations. Our model of $P$'s arithmetic errors as a flat $\pm \delta$ in each component of output would need modification, and the problem of designing expressions such as $\left( \frac{1}{n} \right) \bar{x} + \left( 1 - \frac{1}{n} \right) \bar{f}$—i.e., randomized expressions near-uniformly distributed over the set of legal inputs—would be more complex. In [Blum and Wasserman 1996], we deal with floating-point arithmetic by checking only operations on normalized mantissas (for we regard such
operations as the most arduous and error-prone portion of microprocessor arithmetic; we thereby reduce, essentially, to the fixed-point case.

3. CONCLUSION

We have stated our belief that result-checking may prove a valuable tool for software debugging and for the creation of extremely reliable systems. Continuing work toward this goal advances on two fronts. First there is theoretical research: work which adapts checking methodologies to make them more easily applicable. This can include: making checking algorithms more efficient; extending checking to work with limited-accuracy real numbers; and developing philosophical/mathematical analyses of the potential reliability of checkers.

The current paper specifies an efficient linear-function checker (Sections 2.1–2.3) and corrector (Sections 2.4–2.6), using stored randomness as a “cheat” to save time. These algorithms also deal with issues of checking real-number computations, extending the work of [Gemmell et al. 1991; Ar et al. 1993]. Moreover, Section 1.5 gives some preliminary result-checking “philosophy.” The reader may also refer to [Blum and Wasserman 1996], which considers the checking of symbolic mathematics libraries and of microprocessor arithmetic.

Future theoretical research might be expected to derive checking algorithms with powers analogous to those of the current paper, but applicable to broader classes of functions. Also interesting is the topic of stored randomness—and, in general, of saving time by cheating work into a preprocessing stage. The methods of Sections 2.1 and 2.5 seem to be the only checking algorithms so far to make essential use of preprocessing. More examples will perhaps be forthcoming.

Result-checking theory must be joined with applied research. With Hughes Aircraft we are conducting pilot studies of checker-based debugging [Boettcher and Mellema 1995]. In particular, Dr. David Shreve of Hughes has implemented the simple checker of Section 2.1 as a means of testing a Fourier Transform used in radar software. Through such studies, it must be determined how effective result-checkers are at flagging bugs, and whether creating checkers is an efficient use of programming man-hours. As mentioned in Section 1.5, the problem of debugging checkers is also intriguing.

Finally, an extensive topic for further study, bridging theory and application, is the creation of partial checkers for “messy” functionalities commonly found in real-world software. Applied result-checking will at last depend on the development of a rich, general family of heuristics for software checking.

The following bibliography of checking literature is only partial. It is not intended as a comprehensive survey.
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