ABSTRACT
For low resource languages, collecting sufficient training data to build acoustic and language models is time consuming and often expensive. But large amounts of text data, such as online newspapers, web forums or online encyclopedias, usually exist for languages that have a large population of native speakers. This text data can be easily collected from the web and then used to both expand the recognizer’s vocabulary and improve the language model. One challenge, however, is normalizing and filtering the web data for a specific task. In this paper, we investigate the use of online text resources to improve the performance of speech recognition specifically for the task of keyword spotting. For the five languages provided in the base period of the IARPA BABEL project, we automatically collected text data from the web using only LimitedLP resources. We then compared two methods for filtering the web data, one based on perplexity ranking and the other based on out-of-vocabulary (OOV) word detection. By integrating the web text into our systems, we observed significant improvements in keyword spotting accuracy for four out of the five languages. The best approach obtained an improvement in actual term weighted value (ATWV) of 0.0424 compared to a baseline system trained only on LimitedLP resources. On average, ATWV was improved by 0.0243 across five languages.
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1. INTRODUCTION
To perform speech recognition for a given task and language, three models are required: an acoustic model (AM), a language model (LM) and a pronunciation lexicon. The performance of these models depends heavily on the amount of data used during training. Furthermore, the training data is often collected manually, which is very costly and time consuming. On the other hand, with the advent of the Internet, there are now large amounts of easily accessible data online, in particular the text data. To effectively use these resources, however, we must accurately identify which resources and documents best match a given task, then collect and filter that data. The resulting data is used to both improve the language model and expand the recognizer’s vocabulary.

There has been significant prior work describing techniques to collect text data from the web to improve the recognition accuracy. Such approach is frequently used when building a speech recognition system for a specific task on common languages, such as English or Mandarin [1, 2], which have strong presence on the Internet. Earlier work [3] updated the language model dynamically by querying recently recognized words for similar web text. [4] showed improvements in word error rate (WER) by obtaining counts for n-grams that were infrequent or not observed in the original training data from the web. More recent approaches have focused on collecting matched genre, i.e. text in conversational-style, from the web. [1] showed that by using small amounts of in-domain data and n-grams as queries, one could retrieve text similar to the in-domain data. A similar approach was studied in [2] for Mandarin. [5] decomposed n-grams into classes to allow different interpolations for content words and function words.

The most common way of integrating the collected web data into the language model is to build separate language models for the seed corpus and web data then combine these models using standard interpolation techniques [6]. [7] also proposed building topic specific language models by classifying crawled documents into piles of background, topic and rejected data. Normally, before using the web text, relevant portions of the text need to be selected. The majority of work in this area has been on ranking the external text according to the similarity with the in-domain text and discarding low ranking chunks [8, 9, 10]. [8] defined similarity as the perplexity of the sentence measured by the in-domain language model. Another measurement proposed by [10] uses relative perplexity of in-domain and external language models. Other work on text selection makes use of part-of-speech and language specific properties [11].

In this paper, we investigate improving the keyword spotting performance for low resource languages as provided in the IARPA BABEL program. Rather than only using data provided under the program, we introduce additional text resources automatically collected from the web into our sys-
tems. For all languages, we begin with a seed corpus consisting of the LimitedLP resources provided by BABEL. This corpus consists of 10 hours of conversational speech with transcripts (approx. ~100 k tokens) and pronunciation lexicon for five languages (Cantonese, Pashto, Tagalog, Turkish and Vietnamese\(^1\)). All these languages are relatively rare on the Internet and most of the web text is in formal written form. As a result, it is very challenging to find text data online to match the conversational training data of those languages. Furthermore, under the LimitedLP condition, the out-of-vocabulary (OOV) rate is very high, up to 13%, which is a significant issue for the keyword spotting task. Therefore, we investigate methods to automatically collect and filter text data from online resources that most closely match in-domain data in terms of language usage and style for building expanded keyword spotting systems. We introduce three methods for collecting text data from different online sources, and propose two approaches for data filtering: one inspired by the perplexity similarity ranking work of [10] and the other is an extension of OOV word detection and recovery [12]. Our experimental results showed that data filtering approaches are better than directly using all the crawled web data in five BABEL languages. Furthermore, by incorporating the filtered web data for language modeling, we achieved significant improvement in keyword spotting over the baseline LimitedLP system.

2. WEB CRAWLING

We collected the external data from WWW using three different methods and data sources. Since the five BABEL languages are rare and do not have particularly strong and known presence on the web, we used the following three methods: crawling websites returned by web search queries, extracting text from Wikipedia XML dumps, and direct crawling of some known news websites.

2.1. Web search queries

The web search queries were unigrams and bigrams with \(4 <\) frequency \(< 50\) extracted from the LimitedLP training data. These frequency limits were chosen empirically and resulted in the best results without using too many queries. The number of queries per language was in the range of 2,000-5,000. We used Google to retrieve the results, from which the top 30 results were retained and crawled. The advantage of this method is that the collected text will contain n-grams found in the training data. However, the style and domain of the crawled text can be different from the conversational style of the training data.

2.2. Wikipedia dumps

From Wikipedia, the XML dump for each BABEL language was downloaded and all text was extracted. The clear and enforced structure makes Wikipedia easy to parse. This data also provides a high vocabulary coverage. However, many terms in Wikipedia tend to be too esoteric or technical for the conversation training data, and also have the problem of very different style of writing.

2.3. Crawling news websites

For Vietnamese, an additional set of Vietnamese news websites were crawled. This is a large dataset of well structured data, but it is not targeted towards the vocabulary of the training data, as this data was crawled completely unsupervised.

3. DATA FILTERING

We compared two methods for filtering the crawled text data. In one method, we performed perplexity filtering by ranking crawled text according to the in-domain perplexity and selecting sentences with low perplexity. In the other method, we used all the filtered text but the recognition vocabulary is expanded through OOV word detection, where we added possible OOV words in the development and testing speech into the LimitedLP vocabulary. Then, we trained our language model using the crawled text and the expanded vocabulary.

3.1. Filtering through perplexity ranking

We ranked the web data according to its similarity and consistency to the conversation transcriptions and then used the top ranking sentences for language modeling. We applied a unigram language model built from the conversation training data to calculate the perplexity of each sentence in the crawled text data. This measurement produced lower perplexities for sentences that only contained words in the vocabulary and some sentences with a small fraction of unseen words. Since we also want to lower the OOV rate, we used the following scoring function as our final ranking metric

\[
S_i = \lambda \cdot PPL_{LIM}(sent_i) - (1 - \lambda) \cdot \sum_{w_j \in OOV, sent_i} PPL_{WEB}(w_j),
\]

where \(S_i\) is the score assigned to a sentence ‘i’ (lower is better), \(PPL_{LIM}\) and \(PPL_{WEB}\) are the perplexities produced by language models trained on the LimitedLP data and web data respectively. The idea is to introduce unseen words to lower the overall OOV rate while matching the style of training text and not introducing too many unknown words. To ensure coherence of added text, we kept \(\lambda\) values very high for all languages.

---

\(^1\)This effort uses the IARPA Babel Program language collection release babel101-v0.4c, babel104-v0.4Y, babel1105-v0.4-rc, babel1106-v0.2f, babel1107-v0.7
3.2. Filtering through OOV word detection

Another way of filtering the crawled text data is to train the language model from in-vocabulary (IV) words that appear in the LimitedLP vocabulary of the conversation training data and OOV words appear in the development and testing speech. Specifically, we considered words present in the crawled data but not in the LimitedLP vocabulary as OOV words, from which we trained the sub-lexical units and built a hybrid recognition system. Then, we performed hybrid decoding to detect OOV words in the development and testing speech. After that, we searched the crawled data for words which have similar pronunciations as the detected OOV words, and added those words into the LimitedLP vocabulary to build a filtered vocabulary. Finally, we re-trained a new LM from the crawled text data, with the vocabulary LimitedLP to the filtered vocabulary.

3.2.1. OOV word detection using the hybrid system

In our hybrid system, we applied a hybrid lexicon and hybrid language model during decoding to detect the presence of OOV words. We considered the decoded sub-lexical units in the hybrid system output as detected OOV words. And we collected a list of OOV words together with their pronunciations from the hybrid decoding result of the development and testing speech.

The hybrid lexicon was obtained by integrating sub-lexical units and their pronunciations into the IV word lexicon. First, the pronunciations of all OOV words in the crawled data were estimated through the grapheme-to-phoneme (G2P) conversion [13], and then used to train the sub-lexical units. After that, OOV words in the crawled text were replaced by corresponding sub-lexical units to get a new hybrid text corpus. Finally, a hybrid language model was trained from this hybrid text data. When training the hybrid language model, sometimes two or more OOV words might appear consecutively in the crawled data. Hence, after representing OOV words using sub-lexical units, the word boundary between two OOV words was lost. To solve this problem, we added two more symbols into the sub-lexical sequence of each OOV word, which are the word start “/” and word end “$”. We also used those symbols to segment a sequence of sub-lexical units in the hybrid system output into multiple detected OOV words.

To achieve good G2P conversion performance, we trained a 6-gram joint sequence model with short length graphone units as suggested in [14]. We also assigned an OOV cost $C_{OOV}$ to control how likely the system would be to decode OOV words during decoding. By tuning $C_{OOV}$ on the development data, we could find the optimal configuration of our system to achieve the target OOV detection performance. More details of our hybrid system can be found in [12].

3.2.2. Filtering the crawled data

After detecting OOV words in the development and testing speech, we searched words in the crawled data to find which ones have similar pronunciation as the detected OOV words. Then, we added those similar sounding words into the LimitedLP vocabulary to construct a filtered vocabulary. Finally, we built a new recognizer using the filtered vocabulary and performed a second pass decoding on the testing speech. This idea is similar to [15], where detected OOV city names were incorporated into the system for a second pass decoding.

We measured the phonetic similarity between detected OOV words and words in the crawled data by computing the distance between their pronunciations. Specifically, the phonetic distance $d(o, w)$ between the detected OOV word $o$ and word $w$ in the crawled data was formulated as the normalized edit distance between their pronunciations $p_o$ and $p_w$:

$$d(o, w) = \frac{\text{edit}(p_o, p_w)}{|p_o| + |p_w|}$$

where $|p_o|$ and $|p_w|$ are the number of phones in $p_o$ and $p_w$. Since the pronunciations of OOV words were collected from the hybrid decoding result, they might incorporate recognition errors. Particularly, some similar phones were more easy to be mis-recognized than the other phones. Therefore, we adopted a modified edit distance that compensates for the acoustic confusability between phones [16-19],

$$\begin{align}
\text{edit}(0, 0) &= 0 \\
\text{edit}(i, 0) &= i \\
\text{edit}(0, j) &= j \\
\text{edit}(i, j) &= \min \left\{ \begin{array}{l}
\text{edit}(i-1, j) + 1 \\
\text{edit}(i, j-1) + 1 \\
\text{edit}(i-1, i-1) + c(i, j)
\end{array} \right. \tag{3}
\end{align}$$

In Eq. 3, $c(i, j)$ is the confusability between phones at positions $i$ and $j$

$$c(i, j) = \begin{cases} 
0 & \text{if } i = j \\
1 - p(i, j) & \text{if } i \neq j
\end{cases} \tag{4}$$

where $p(i, j)$ is the probability of mis-recognizing two phones, which was estimated from the recognition result of the conversation training speech.

The pronunciation of OOV words in the crawled web data was estimated from G2P conversion, which might also introduce errors. When we selected words from the crawled data for augmenting the LimitedLP vocabulary, we did not only add words whose $d(o, w)$ is zero. Instead, if $d(o, w)$ was smaller than a threshold, we then incorporated $w$ into the LimitedLP vocabulary. The threshold was tuned on the development data to cover as many OOV words as possible but also maintain a fixed of the filtered vocabulary.
Table 1: The number of tokens of the LM training data and the vocabulary size of recognizers built from different data.

<table>
<thead>
<tr>
<th></th>
<th>Cantonese</th>
<th>Pashto</th>
<th>Tagalog</th>
<th>Turkish</th>
<th>Vietnamese</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Token</td>
<td>Vocab</td>
<td>Token</td>
<td>Vocab</td>
<td>Token</td>
</tr>
<tr>
<td>LimitedLP Only</td>
<td>110k</td>
<td>6k</td>
<td>113k</td>
<td>6k</td>
<td>72k</td>
</tr>
<tr>
<td>No Filtering</td>
<td>1966k</td>
<td>43k</td>
<td>2880k</td>
<td>97k</td>
<td>3180k</td>
</tr>
<tr>
<td>Perplexity Filtering</td>
<td>1966k</td>
<td>43k</td>
<td>841k</td>
<td>34k</td>
<td>1480k</td>
</tr>
<tr>
<td>OOV Filtering</td>
<td>1966k</td>
<td>35k</td>
<td>841k</td>
<td>34k</td>
<td>1480k</td>
</tr>
<tr>
<td>FullLP Data</td>
<td>871k</td>
<td>19k</td>
<td>881k</td>
<td>18k</td>
<td>584k</td>
</tr>
</tbody>
</table>

Table 2: The OOV rate (in %) and perplexity of recognizers built from different data.

<table>
<thead>
<tr>
<th></th>
<th>Cantonese</th>
<th>Pashto</th>
<th>Tagalog</th>
<th>Turkish</th>
<th>Vietnamese</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OOV PPL</td>
<td>OOV PPL</td>
<td>OOV PPL</td>
<td>OOV PPL</td>
<td>OOV PPL</td>
</tr>
<tr>
<td>LimitedLP Only</td>
<td>4.9</td>
<td>90.7</td>
<td>4.4</td>
<td>170.2</td>
<td>7.7</td>
</tr>
<tr>
<td>No Filtering</td>
<td>3.3</td>
<td>142.5</td>
<td>2.3</td>
<td>194.1</td>
<td>4.8</td>
</tr>
<tr>
<td>Perplexity Filtering</td>
<td>3.4</td>
<td>140.9</td>
<td>2.3</td>
<td>194.6</td>
<td>4.9</td>
</tr>
<tr>
<td>OOV Filtering</td>
<td>2.1</td>
<td>87.4</td>
<td>1.4</td>
<td>154.5</td>
<td>3.0</td>
</tr>
</tbody>
</table>

4. EXPERIMENT SETUP

4.1. Data

The primary goal of this paper is to investigate the use of the external web text for keyword spotting in very low resource conditions. We performed experiments on the five BABEL languages (Cantonese, Pashto, Tagalog, Turkish and Vietnamese), in which 10 h of telephone conversation data is available. The number of tokens of the LM training data and the vocabulary size of recognizers built from different data are given in Table 1. We present the statistics of: the baseline LimitedLP condition where only the transcription of the 10-hour speech was used, the No Filtering conditions where all the crawled web data was used, the Perplexity and OOV filtering conditions where only the filtered text data was used, and finally a FullLP data condition where additional 90 hours of conversation text data available in the BABEL program was used. It can be seen that the language model training data is very small under the LimitedLP condition but very large in the no filtering condition. The vocabulary sizes are much smaller in the filtering conditions than that in the no filtering condition, as we filtered out many irrelevant words through either perplexity ranking or OOV word detection. To produce comparable results, the web text used to train the language model in OOV filtering was the same as produced by perplexity filtering. Only the vocabulary was modified using the OOV filtering technique.

4.2. System building

After crawling and cleaning the web text data, we first estimated the pronunciation for OOV words in it. For Pashto, Tagalog, Turkish and Vietnamese, the pronunciation of OOV words was estimated through the grapheme to phoneme (G2P) conversion. The G2P model was built only from IV words under the LimitedLP condition. For Cantonese, we trained a character-to-phoneme (C2P) mapping to produce pronunciations for OOV words. Because of that, if there was an unknown characters in an OOV word, we were unable to estimate the pronunciation for the word, hence we ignored that word.

We used the SRILM toolkit for language modeling [20]. All language models were trigram models with modified Kneser-Ney smoothing. When using the crawled data, we first trained a language model from it, then interpolated it with the in-domain language model. The interpolation weight was tuned on the development data using the “best-mix” script in the SRILM toolkit. The OOV rate and perplexity of each language under different conditions is shown in Table 2. We find that compared to the LimitedLP-Data condition, the OOV is reduced by more than 50% in most languages when using all the crawled text (No-Filtering). However, the perplexity is much higher due to the increase in vocabulary size. By filtering the crawled data, the perplexity of the final language model can be lowered at the expense of slightly increased the OOV rate. It is important to keep the perplexity of models reasonable to avoid deviation from the conversation style of the given LimitedLP data.

5. RESULTS

5.1. The keyword spotting results

To evaluate the proposed crawling and filtering techniques, we decoded the 10 h development data of the five BABEL languages using language models built from different data and vocabularies. We then indexed the decoding results and searched about 300-1000 keywords in each language.
The word error rate (WER) or character error rate (CER, for Cantonese) of recognizers built from different data is shown in Figure 1. We can find that the WER slightly decreases when building recognizers with the crawled web data in Turkish, it remains the same in Tagalog and Vietnamese, but increases a little bit in Cantonese and Pashto. Because of using extra in-domain text data, the WER of the FullLP Data system, which is built on the transcription of the 100-hour conversational speech, is the lowest. Within three systems using the crawled web data, the recognition performance does not change much, indicating that filtering the crawled data doesn’t hurt the recognition performance.

We used the actual term weighted value (ATWV) to measure the keyword spotting performance. As shown in Fig. 2, different from the observation of WER, the keyword spotting performance is significantly improved when using the crawled web data, as more OOV words are recognized and retrieved by our system. Between the “No-Filtering” system which uses all the crawled web data and the “Perplexity-Filtering” or “OOV-Filtering” system which uses only filtered data, the ATWV score of the latter system is better in four out of five languages. The most gain was obtained in Turkish, where the LimitedLP system has a rather high OOV rate.

Between “Perplexity-Filtering” and “OOV-Filtering”, the performance highly depends on the kind of language and the OOV word detection accuracy. In Pashto, Tagalog and Turkish, where we had better OOV word detection performance, as presented in Table 3, the “OOV-Filtering” approach can further boost the ATWV score. But in languages where OOV word detection often fails, the “Perplexity-Filtering” is more preferable.

5.2. The OOV word detection results

The OOV word detection performance determines the quality of the filtered vocabulary. For example, if we only found very few OOV words from the development and testing speech, then we will probably get no improvement by integrating them into the vocabulary. On the other hand, even if we could detect many OOV words in the development and testing speech, we might not be able to filter out a lot of irrelevant crawled data, especially if many of them were false alarms produced by our system. Therefore, we used the F1 score which measures both precision and recall to evaluate the OOV word detection performance,

\[ F1 = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}. \]

From Table 3, we can find the OOV word detection performance of the hybrid system on the development data of each language. It can be seen that we have better OOV word detection performance in Turkish and Tagalog, slightly worse performance in Cantonese and Pashto, and the lowest F1 score in Vietnamese. By comparing with Table 2, we can find that the OOV word detection performance highly correlates with the OOV rate of a language. This may because we learned sub-lexical units from OOV words in the crawled web data. If the OOV rate is low, we already have most words of a language in our vocabulary, then we do not have many OOV tokens in the crawled data for training the sub-lexical units and hybrid system. Furthermore, with low OOV rate, the hybrid system usually report a large number of false alarm errors.
6. CONCLUSIONS

In this paper, we evaluated the performance of language models built on the crawled web data for keyword spotting. We collected the web text data from different sources using different methods, and compared several approaches to filter this data. Our experimental results on five languages in the IARPA BABEL program in the LimitedLP condition showed that the keyword spotting performance was substantially improved when integrating the web text data into our systems. Furthermore, pre-filtering the crawled web data yielded further improvement in four out of five languages. On average, the ATWV score increased by 0.0243 across five languages.
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