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Abstract

Estimating divergences in a consistent way is of great importance in many machine learning tasks. Although this is a fundamental problem in nonparametric statistics, to the best of our knowledge there has been no finite sample exponential inequality convergence bound derived for any divergence estimator. The main contribution of our work is to provide such a bound for an estimator of Rényi-$\alpha$ divergence for a smooth Hölder class of densities on the $d$-dimensional unit cube $[0,1]^d$. We also illustrate our theoretical results with a numerical experiment.

1. Introduction

There are several important problems in machine learning and statistics that require the estimation of the distance or divergence between distributions. In the past few decades many different kinds of divergences have been defined to measure the discrepancies between distributions. They include the Kullback–Leibler (KL) (Kullback & Leibler, 1951), Rényi-$\alpha$ (Rényi, 1961; 1970), Tsallis-$\alpha$ (Villmann & Haase, 2010), Bregman (Bregman, 1967), $L_p$, maximum mean discrepancy (Borgwardt et al., 2006), Csiszár’s-$f$ divergence (Csiszár, 1967) and many others.

Most machine learning algorithms operate on finite dimensional feature vectors. Using divergence estimators one can develop machine learning algorithms (such as regression, classification, clustering, and others) that can operate on sets and distributions (Poczos et al., 2012; Oliva et al., 2013). Under certain conditions, divergences can estimate entropy and mutual information. Entropy estimators are important in goodness-of-fit testing (Goria et al., 2005), parameter estimation in semi-parametric models (Wolszynski et al., 2005), studying fractal random walks (Alemany & Zanette, 1994), and texture classification (Hero et al., 2002a;b). Mutual information estimators have been used in feature selection (Peng & Ding, 2005), clustering (Aghagolzadeh et al., 2007), optimal experimental design (Lewi et al., 2007), fMRI data processing (Chai et al., 2009), prediction of protein structures (Adami, 2004), boosting and facial expression recognition (Shan et al., 2005). Both entropy estimators and mutual information estimators have been used for independent component and subspace analysis (Learned-Miller & Fisher, 2003; Szabó et al., 2007), as well as for image registration (Kybic, 2006; Hero et al., 2002a;b). For further applications, see Leonenko et al. (2008).

In this paper we will focus on the estimation of Rényi-$\alpha$ divergences. This important class contains the Kullback–Leibler divergence as the $\alpha \to 1$ limit case and can also be related to the Tsallis-$\alpha$, Jensen-Shannon, and Hellinger divergences.\footnote{Some of the divergences mentioned in the paper are distances as well. To simplify the treatment we will call all of them divergences.} It can be shown that many information theoretic quantities (including entropy, conditional entropy, and mutual information) can be computed as special cases of Rényi-$\alpha$ divergence.

In our framework, we assume that the underlying distributions are not given explicitly. Only two finite, independent and identically distributed (i.i.d.) samples are given from some unknown, continuous, nonparametric distributions. Although many of the above mentioned divergences were defined a couple of decades ago, interestingly there are still many open questions left to be answered about the properties of their estimators. In particular, even simple questions, such as rates are unknown for many estimators, and to the best of our knowledge no finite sample exponential concentration bounds have ever been derived for divergence...
estimators.

Our main contribution is to derive an exponential concentration bound for a particular consistent, nonparametric, Renyi-α divergence estimator. We illustrate the behaviour of the estimator with a numerical experiment.

Organization

In the next section we discuss related work (Section 2). In Section 3 we formally define the Renyi-α divergence estimation problem, and introduce the notation and the assumptions used in the paper. Section 4 presents the divergence estimator that we study in the paper. Section 5 contains our main theoretical contributions concerning the exponential concentration bound of the divergence estimator. Section 6 contains the proofs of our theorems. To illustrate the behaviour of the estimator, we provide a simple numerical experiment in Section 7. We draw conclusions in Section 8.

2. Related Work

Probably the closest work to our contribution is Liu et al. (2012), who derived exponential-concentration bound for an estimator of the two-dimensional Shannon entropy. We generalize these results in several aspects:

1. The estimator of Liu et al. (2012) operates in the unit square [0, 1]^2. Our estimator operates on the d-dimensional unit hypercube [0, 1]^d.

2. In Liu et al. (2012) the exponential concentration inequality was proven for densities in the Hölder class Σ_{r}(2, L, 2), whereas our inequality applies for densities in the Hölder class Σ_{r}(β, L, r) for any fixed β ≥ 0, r ≥ 1 (see Section 3.3 for definitions of these Hölder classes).

3. While Liu et al. (2012) estimated the Shannon entropy using one i.i.d. sample set, in this paper we estimate the Renyi-α divergence using two i.i.d. sample sets.

To the best of our knowledge, only very few consistent nonparametric estimators exist for Renyi-α divergences: Poczos & Schneider (2011) proposed a k-nearest neighbour based estimator and proved the weak consistency of the estimator, but they did not study the convergence rate of the estimator.

Wang et al. (2009) provided an estimator for the α → 1 limit case only, i.e., for the KL-divergence. They did not study the convergence rate either, and there is also an apparent error in this work; they applied the reverse Fatou lemma under conditions when it does not hold. This error originates in the work Kozachenko & Leonenko (1987) and can also be found in other works. Recently, Pérez-Cruz (2008) has proposed another consistency proof for this estimator, but it also contains some errors: he applies the strong law of large numbers under conditions when it does not hold and also assumes that convergence in probability implies almost sure convergence.

Hero et al. (2002a,b) also investigated the Renyi divergence estimation problem but assumed that one of the two density functions is known. Gupta & Srivastava (2010) developed algorithms for estimating the Shannon entropy and the KL divergence for certain parametric families.

Recently, Nguyen et al. (2010) developed methods for estimating f-divergences using their variational characterization properties. They estimate the likelihood ratio of the two underlying densities and plug that into the divergence formulas. This approach involves solving a convex minimization problem over an infinite-dimensional function space. For certain function classes defined by reproducing kernel Hilbert spaces (RKHS), however, they were able to reduce the computational load from solving infinite-dimensional problems to solving n-dimensional problems, where n denotes the sample size. When n is large, solving these convex problems can still be very demanding. They studied the convergence rate of the estimator, but did not derive exponential concentration bounds for the estimator.

Sricharan et al. (2010); Laurent (1996); Birge & Massart (1995) studied the estimation of non-linear functionals of density. They, however, did not study the Renyi divergence estimation and did not derive exponential concentration bounds either. Using ensemble estimators, Sricharan et al. (2012) derived fast rates for entropy estimation, but they did not investigate the divergence estimation problem.

Leonenko et al. (2008) and Goria et al. (2005) considered Shannon and Renyi-α entropy estimation from a single sample. In this work, we study divergence estimators using two independent samples. Recently, Pál et al. (2010) proposed a method for consistent Renyi information estimation, but this estimator also uses one sample only and cannot be used for estimating Renyi divergences.

Further information and useful reviews of several different divergences can be found, e.g., in Villmann & Haase (2010).
3. Problem and Assumptions

3.1. Notation

We use the notation of multi-indices common in multivariable calculus to index several expressions. For example, for analytic functions \( f : \mathbb{R}^d \rightarrow \mathbb{R} \),

\[
  f(\vec{y}) = \sum_{\vec{i} \in \mathbb{N}^d} D^\vec{i} f(\vec{x}) \frac{\partial | \vec{y} - \vec{x}|^p}{\partial \vec{x}} \vec{i},
\]

where \( \mathbb{N}^d \) is the set of \( d \)-tuples of natural numbers,

\[
  \vec{i}! := \prod_{k=1}^d i_k!, \quad (\vec{y} - \vec{x})^\vec{i} := \prod_{k=1}^d (y_k - x_k)^{i_k}
\]

and

\[
  D^\vec{i} f := \frac{\partial | \vec{y} - \vec{x}|^{\vec{i}} f}{\partial \vec{x}_1 \cdots \partial \vec{x}_d}, \quad \text{for} \quad |\vec{i}| := \sum_{k=1}^d i_k.
\]

We also use the multinomial theorem, which states that,

\[
  (\sum_{i=1}^d x_i)^k = \sum_{|\vec{i}|=k} \frac{k!}{i_1! \cdots i_d!} x_{i_1} \cdots x_{i_d}.
\]  

3.2. Problem

For a given \( d \geq 1 \), consider random \( d \)-dimensional real vectors \( X \) and \( Y \) in the unit cube \( \mathcal{X} := [0, 1]^d \), distributed according to densities \( p, q : \mathcal{X} \rightarrow \mathbb{R} \), respectively. For a given \( \alpha \in (0, 1) \cup (1, \infty) \), we are interested in using a random sample of \( n \) i.i.d. points from \( p \) and \( n \) i.i.d. points from \( q \) to estimate the Rényi \( \alpha \)-divergence

\[
  D_{\alpha}(p||q) = \frac{1}{\alpha - 1} \log \left( \int_{\mathcal{X}} p^{\alpha}(\vec{x})q^{1-\alpha}(\vec{x}) d\vec{x} \right).
\]

3.3. Assumptions

Density Assumptions: We assume that \( p \) and \( q \) are in the bounded Hölder class \( \Sigma_{\alpha}(\beta, L, r) \). That is, for some \( \beta \in (0, \infty) \), if \( \ell = [\beta] \) is the greatest integer with \( \ell < \beta \), \( \forall \vec{i} \in \mathbb{N}^d \) with \( |\vec{i}| = \ell \), the densities \( p \) and \( q \) each satisfy a \( \beta \)-Hölder condition in the \( r \)-norm (\( r \in [1, \infty) \)):

\[
  |D^\vec{i} p(\vec{x} + \vec{v}) - D^\vec{i} p(\vec{x})| \leq L Br^{|\vec{i}|} (\beta - \ell)r^\ell
\]

and, furthermore, there exist \( \kappa = (\kappa_1, \kappa_2) \in (0, \infty)^2 \) with \( \kappa_1 \leq p, q \leq \kappa_2 \). We could take \( p \) and \( q \) to be in different Hölder classes \( \Sigma_{\alpha_p}(\beta_p, L_p, r_p) \) and \( \Sigma_{\alpha_q}(\beta_q, L_q, r_q) \), but the bounds we show depend, asymptotically, only on the weaker of the conditions on \( p \) and \( q \) (i.e., \( \min\{\beta_p, \beta_q\} \), \( \max\{L_p, L_q\} \), etc.).

It is worth commenting on the case that \( p \) (similiarly, \( q \)) is \( \gamma \) times continuously differentiable for a positive integer \( \gamma \). Since \( \mathcal{X} \) is compact, the \( \gamma \)-order derivatives of \( p \) are bounded. Hence, since \( \mathcal{X} \) is convex, the \((\gamma - 1)\)-order derivatives of \( p \) are Lipschitz, by the Mean Value Theorem. Consequently, any degree of continuous differentiability suffices for this assumption.

The existence of an upper bound \( \kappa_2 \) is trivial, since \( p, q \) are continuous and \( \mathcal{X} \) is compact. The existence of a positive lower bound \( \kappa_1 \) for \( p \) is natural, as otherwise Rényi-\( \alpha \) divergence may be \( \infty \). The existence of \( \kappa_1 \) for \( p \) is a technical necessity due to certain singularities at 0 (see the logarithm Bound in Section 6.1). However, in the important special case of Rényi-\( \alpha \) entropy (i.e., \( q \) is the uniform distribution), the assumption of \( \kappa_1 \) for \( p \) can be dropped via an argument using Jensen’s Inequality.

As explained later, we also desire \( p \) and \( q \) to be nearly constant near the boundary \( \partial \mathcal{X} = \{ \vec{x} \in \mathcal{X} : x_j \in \{0, 1\} \text{ for some } j \in [d] \} \) of \( \mathcal{X} \). Thus, we assume that, for any sequence \( \{x_n\}_{n=1}^{\infty} \subset \mathcal{X} \) with dist\((\vec{x}_n, \partial \mathcal{X}) \to 0 \) as \( n \to \infty \), \( \forall \vec{i} \in \mathbb{N}^d \) with \( 1 \leq |\vec{i}| \leq \ell \),

\[
  \lim_{n \to \infty} D^\vec{i} p(\vec{x}_n) = \lim_{n \to \infty} D^\vec{i} q(\vec{x}_n) = 0.
\]

Kernel Assumptions:

We assume the kernel \( K : \mathbb{R} \rightarrow \mathbb{R} \) is non-negative, with bounded support \([-1, 1] \) and the following properties (with respect to the Lebesgue measure):

\[
  \int_{-1}^{1} K(u) \, du = 1, \quad \int_{-1}^{1} u^j K(u) \, du = 0, \quad \text{for all } j \in \{1, \ldots, \ell\},
\]

and \( K \) has finite 1-norm, i.e.,

\[
  \int_{-1}^{1} |K(u)| \, du = \|K\|_1 < \infty.
\]

4. Estimator

Let \([d] := \{1, 2, \ldots, d\}\), and let

\[
  \mathcal{S} := \{ (S_1, S_2, S_3) : S_1 \cup S_2 \cup S_3 = [d], \ S_i \cap S_j = \emptyset \text{ for } i \neq j \}
\]

denote the set of partitions of \([d] \) into 3 distinguishable parts. For a bandwidth \( h \in (0, 1) \) (to be specified later), for each \( S \in \mathcal{S} \), define the region

\[
  C_S = \{ x \in \mathcal{X} : \forall \vec{i} \in S_1, 0 \leq x_i \leq h, \forall j \in S_2, h < x_j < 1 - h, \forall k \in S_3, 1 - h \leq x_k \leq 1 \}
\]
and the regional kernel \( K_S : [-1, 2]^d \times \mathcal{X} \to \mathbb{R} \) by
\[
K_S(x, y) := \prod_{j \in S_1} K\left(\frac{x_j + y_j}{h}\right) \cdot \prod_{j \in S_2} K\left(\frac{x_j - y_j}{h}\right) \cdot \prod_{j \in S_3} K\left(\frac{x_j - 2 + y_j}{h}\right).
\]
Note that \( \{C_S : S \in S\} \) partitions \( \mathcal{X} \) (as illustrated in Figure 1), up to intersections of measure zero, and that \( K_S \) is supported only on \( [-1, 2]^d \times C_S \). The term \( K\left(\frac{x_j + y_j}{h}\right) \) corresponds to reflecting \( y \) across the hyperplane \( x_j = 0 \), whereas the term \( K\left(\frac{x_j - y_j}{h}\right) \) reflects \( y \) across \( x_j = 1 \), so that \( K_S(x, y) \) is the product kernel (in \( x \)), with uniform bandwidth \( h \), centered around a reflected copy of \( y \).

![Figure 1](image_url)

**Figure 1.** Illustration of regions \( C_{(S_1, S_2, S_3)} \) with \( 3 \in S_1 \). The region labeled \( R \) corresponds to \( S_1 = \{3\}, S_2 = \{1\}, S_3 = \{2\} \).

We define the “mirror image” kernel density estimator
\[
\hat{p}_h(x) = \frac{1}{nh^d} \sum_{i=1}^{n} \sum_{S \in S} K_S(x, x^i),
\]
where \( x^i \) denotes the \( i^{th} \) sample. Since the derivatives of \( p \) and \( q \) vanish near \( \partial \mathcal{X} \), \( p \) and \( q \) are approximately constant near \( \partial \mathcal{X} \), and so the mirror image estimator attempts to reduce boundary bias by mirroring data across \( \partial \mathcal{X} \) before kernel-smoothing. We then clip the estimator at \( \kappa_1 \) and \( \kappa_2 \):
\[
\hat{p}_h(x) = \min(\kappa_2, \max(\kappa_1, \hat{p}_h(x))).
\]
Finally, we plug our clipped density estimate into the following plug-in estimator for Rényi \( \alpha \)-divergence:
\[
D_\alpha(p\|q) := \frac{1}{\alpha - 1} \log \left( \int_\mathcal{X} p^\alpha(x)q^{1-\alpha}(x) \, dx \right)
\]
\[
= \frac{1}{\alpha - 1} \log \left( \int_\mathcal{X} f(p(x), q(x)) \, dx \right) \tag{4}
\]
for \( f : \kappa_1, \kappa_2 \rightarrow \mathbb{R} \) defined by \( f(x_1, x_2) := x_1^{\alpha}x_2^{1-\alpha} \). Our \( \alpha \)-divergence estimate is then \( D_\alpha(\hat{p}_h\|\hat{q}_h) \).

**5. Main Result**

Rather than the usual decomposition of mean squared-error into squared bias and variance, we decompose the error \( |D_\alpha(\hat{p}_h\|\hat{q}_h) - D_\alpha(p\|q)| \) of our estimator into a bias term and a variance-like term via the triangle inequality:
\[
|D_\alpha(\hat{p}_h\|\hat{q}_h) - D_\alpha(p\|q)| \leq |D_\alpha(\hat{p}_h\|\hat{q}_h) - \mathbb{E}D_\alpha(\hat{p}_h\|\hat{q}_h)| + |\mathbb{E}D_\alpha(\hat{p}_h\|\hat{q}_h) - D_\alpha(p\|q)|.
\]

We will prove the “variance” bound
\[
\mathbb{P}(|D_\alpha(\hat{p}_h, \hat{q}_h) - \mathbb{E}D_\alpha(\hat{p}_h, \hat{q}_h)| > \varepsilon) \leq 2 \exp\left(-\frac{k_1 \varepsilon^2 n}{\|K\|_2^2 d}\right),
\]
and the bias bound
\[
|\mathbb{E}D_\alpha(\hat{p}_h\|\hat{q}_h) - D_\alpha(p\|q)| \leq k_2 \left(h^\beta + h^2 \beta + \frac{1}{nh^d}\right),
\]
where \( k_1, k_2 \) are constant in the sample size \( n \) and bandwidth \( h \) (see (15) and (16) for exact values of these constants). The variance bound does not depend on \( h \), while the bias bound is minimized by \( h \approx n^{-\frac{1}{4+\beta}} \), giving the convergence rate
\[
|\mathbb{E}D_\alpha(\hat{p}_h\|\hat{q}_h) - D_\alpha(p\|q)| \in O\left(n^{-\frac{4}{4+\beta}}\right).
\]

Note that we can use this exponential concentration bound to obtain a bound on the variance of \( D(\hat{p}_h\|\hat{q}_h) \). If \( F : [0, \infty) \rightarrow \mathbb{R} \) is the cumulative distribution of the squared deviation of \( D_\alpha(\hat{p}_h\|\hat{q}_h) \) from its mean,
\[
1 - F(\varepsilon) = \mathbb{P}\left(\left(D_\alpha(\hat{p}_h, \hat{q}_h) - \mathbb{E}D_\alpha(\hat{p}_h, \hat{q}_h)\right)^2 > \varepsilon\right) \leq 2 \exp\left(-\frac{k_1 n \varepsilon}{\|K\|_2^2d}\right).
\]

Thus,
\[
\forall(D_\alpha(\hat{p}_h\|\hat{q}_h)) = \mathbb{E}\left(\left(D_\alpha(\hat{p}_h, \hat{q}_h) - \mathbb{E}D_\alpha(\hat{p}_h, \hat{q}_h)\right)^2\right) = \int_0^\infty (1 - F(\varepsilon)) \, d\varepsilon \\
\leq \int_0^\infty 2 \exp\left(-\frac{k_1 n \varepsilon}{\|K\|_2^2d}\right) \, d\varepsilon \\
= 2\frac{\|K\|_2^2d}{k_1} n^{-1}. \tag{5}
\]
We then have a mean squared-error of
\[
\mathbb{E}\left(\left(D(\hat{p}_h\|\hat{q}_h) - D(p\|q)\right)^2\right) \in O\left(n^{-1} + n^{-\frac{2}{4+\beta}}\right),
\]
which is in \( O(n^{-1}) \) if \( \beta \geq d \) and in \( O\left(n^{-\frac{2}{4+\beta}}\right) \) otherwise. This asymptotic rate is consistent with previous bounds in density functional estimation (Birge & Massart, 1995; Sricharan et al., 2010).
6. Proof of Main Result

6.1. Lemmas

Bound on Derivatives of \( f \): Let \( f \) be as in (4). Since \( f \) is analytic on the compact domain \([\kappa_1, \kappa_2]^2\), there is a constant \( C_f \in \mathbb{R} \), depending only on \( \kappa_1, \kappa_2 \), such that, for each \( x, y \in \mathbb{R}^2 \),

\[
\left| \frac{\partial f}{\partial x_1}(x) \right|, \left| \frac{\partial f}{\partial x_2}(x) \right|, \left| \frac{\partial^2 f}{\partial x_1^2}(x) \right|, \left| \frac{\partial^2 f}{\partial x_2^2}(x) \right|, \left| \frac{\partial^2 f}{\partial x_1 \partial x_2}(x) \right| \leq C_f.
\]

\( C_f \) can be computed explicitly by differentiating \( f \) and observing that the derivatives of \( f \) are monotone in each argument. We will use this bound later in conjunction with the Mean Value and Taylor’s theorems.

Logarithm Bound: If \( g, \hat{g} : \mathcal{X} \to \mathbb{R} \) with \( 0 < c \leq g, \hat{g} \) for some \( c \in \mathbb{R} \) depending only on \( \kappa_1, \kappa_2 \), then, by the Mean Value Theorem, there exists \( C_L \) depending only on \( \kappa_1, \kappa_2 \) such that

\[
\left| \log \left( \int_{\mathcal{X}} \hat{g}(\vec{x}) \, d\vec{x} \right) - \log \left( \int_{\mathcal{X}} g(\vec{x}) \, d\vec{x} \right) \right| \leq C_L \int_{\mathcal{X}} |\hat{g}(\vec{x}) - g(\vec{x})| \, d\vec{x}.
\]

We will use this bound to eliminate logarithms from our calculations.

Bounds on Derivatives of \( p \): Combining the assumption that the derivatives of \( p \) vanish on \( \partial\mathcal{X} \) and the Hölder condition on \( p \), we bound the derivatives of \( p \) near \( \partial\mathcal{X} \). In particular, we show that, if \( \vec{i} \in \mathbb{N}^d \) has \( 1 \leq |\vec{i}| \leq \ell \), then, for all \( \vec{x} \in \mathcal{X} \),

\[
|D^\vec{i} p(\vec{x})| \leq \frac{L \beta - |\vec{i}|}{(\ell - |\vec{i}|)!}.
\]

\( \beta \) is a parameter that depends only on \( \kappa_1, \kappa_2 \). The desired result follows by induction on \( |\vec{i}| \).

Bound on Integral of Mirrored Kernel: A key property of the mirrored kernel is that the mass of the kernel over \( \mathcal{X} \) is preserved, even near the boundary of \( \mathcal{X} \), as the kernels about the reflected data points account exactly for the mass of the kernel about the original data point that is not in \( \mathcal{X} \). In particular, for all \( \vec{y} \in \mathcal{X} \),

\[
\sum_{S \in \mathcal{S}} \int_{\mathcal{X}} |K_S(\vec{x}, \vec{y})| \, d\vec{x} = h^d ||K||_1^d.
\]

Proof: For each \( S \in \mathcal{S} \), the change of variables

\[
\begin{align*}
\sum_{S \in \mathcal{S}} \int_{\mathcal{X}} |K_S(\vec{x}, \vec{y})| \, d\vec{x} &= \int_{[-1,1]^d} K^d \left( \frac{\vec{u} - \vec{y}}{h} \right) \, d\vec{x},
\end{align*}
\]

returns the reflected data point created by \( K_S \) back onto its original data point. Applying this change of variables gives

\[
\sum_{S \in \mathcal{S}} \int_{\mathcal{X}} |K_S(\vec{x}, \vec{y})| \, d\vec{x} = h^d \int_{[-1,1]^d} |K^d(\vec{x})| \, d\vec{x}.
\]

6.2. Bias Bound

The following lemma bounds the integrated square bias of \( \hat{p}_h \) for an arbitrary \( p \in \Sigma_{\kappa_1, \kappa_2}(\beta, L, r) \). We write the bias of \( \hat{p}_h \) at \( \vec{x} \in \mathcal{X} \) as \( B_p(\vec{x}) = E \hat{p}_h(\vec{x}) - p(\vec{x}) \).
Bias Lemma: There exists a constant $C > 0$ such that

$$
\int_{\mathcal{X}} B_{2}^2(\tilde{x}) \, d\tilde{x} \leq C h^{2\beta}.
$$

(10)

We consider separately the interior $I := (h, 1-h)^d$ and boundary $B$ (noting $\mathcal{X} = I \cup B$). By a standard result for kernel density estimates of Hölder continuous functions (see, for example, Proposition 1.2 of Tsybakov (2008)),

$$
\int_{I} B_{2}^2(x) \, dx \leq C_{2} h^{2\beta}.
$$

(In particular, this holds for the constant $C_{2} := \frac{L}{\ell!} \|K\|_{1}^{d}$.)

We now show that $\int_{B} B_{2}^2(\tilde{x}) \, d\tilde{x} \leq C_{3} h^{2\beta}$.

Suppose $S = (S_{1}, S_{2}, S_{3}) \in \mathcal{S} \setminus \{(0, [d], \emptyset)\}$ (as $C(\emptyset, [d], \emptyset) = I$). We wish to bound $|B_{p}(\tilde{x})|$ on $S_{2}$. To simplify notation, by geometric symmetry, we may assume $S_{3} = \emptyset$. Let $\tilde{u} \in [-1, 1]^{d}$, and define $\tilde{y}_{S} \in \mathcal{X}$ by $(y_{S})_{i} = h u_{i} - x_{i}, \forall i \in S_{1}$ and $(y_{S})_{i} = x_{i} - h u_{i}, \forall i \in S_{2}$ (this choice arises from the change of variables we will use in (14)). By the Hölder condition (2) and the choice of $y_{S}$,

$$
|p(\tilde{y}_{S}) - \sum_{|\tilde{i}| \leq \ell} \frac{D_{\tilde{i}}^{\gamma} p(x)}{\tilde{i}!} (\tilde{y}_{S} - \tilde{x})^{\tilde{i}}| \leq L \|\tilde{y}_{S} - \tilde{x}\|_{\beta/r}^{\beta/r}
$$

$$
= L \left( \sum_{j \in S_{1}} |2x_{j} + hu_{j}|^{r} + \sum_{j \in S_{2}} |hu_{j}|^{r} \right)^{\beta/r}
$$

Since each $|u_{j}| \leq 1$ and, for each $i \in S_{1}, 0 \leq x_{j} \leq h$,

$$
|p(\tilde{y}_{S}) - \sum_{|\tilde{i}| \leq \ell} \frac{D_{\tilde{i}}^{\gamma} p(x)}{\tilde{i}!} (\tilde{y}_{S} - \tilde{x})^{\tilde{i}}| \leq L \left( \sum_{j \in S_{1}} (3h)^{r} + \sum_{j \in S_{2}} h^{r} \right)^{\beta/r}
$$

$$
\leq L \left( (3d)^{1/r} h \right)^{\beta/r} = L \left( 3d^{1/r} h \right)^{\beta/r}.
$$

Rewriting this using the triangle inequality

$$
|p(\tilde{y}_{S}) - p(\tilde{x})| \leq L \left( 3d^{1/r} h \right)^{\beta} + \sum_{1 \leq |\alpha| \leq \ell} \frac{D_{\alpha} \rho(x)}{\alpha!} (\tilde{y}_{S} - \tilde{x})^{\alpha}. \quad (11)
$$

Observing that $(\tilde{y} - \tilde{x})^{\tilde{i}} \leq (3h)^{i}$ and applying the bound on the derivatives of $p$ near $\partial \mathcal{X}$ (as computed in (8)),

$$
\left| \sum_{1 \leq |	ilde{i}| \leq \ell} \frac{D_{\tilde{i}}^{\gamma} p(x)}{\tilde{i}!} (\tilde{y}_{S} - \tilde{x})^{\tilde{i}} \right| \leq \sum_{1 \leq |	ilde{i}| \leq \ell} \frac{L h^{\beta - |	ilde{i}|}}{(\ell - |	ilde{i}|)!} (3h)^{i} \leq L h^{\beta} \sum_{k=0}^{\ell} \sum_{|\tilde{i}| = k} \frac{3^{|	ilde{i}|}}{(\ell - k)!}\frac{1}{\tilde{i}!}
$$

$$
\leq L h^{\beta} \sum_{k=0}^{\ell} \frac{1}{k!(\ell - k)!} \sum_{|\tilde{i}| = k} \frac{k!3^{|	ilde{i}|}}{\tilde{i}!}
$$

Then, applying the multinomial theorem (1) followed by the binomial theorem gives

$$
\left| \sum_{1 \leq |	ilde{i}| \leq \ell} \frac{D_{\tilde{i}}^{\gamma} p(x)}{\tilde{i}!} (\tilde{y}_{S} - \tilde{x})^{\tilde{i}} \right| \leq L h^{\beta} \sum_{k=0}^{\ell} \frac{(3d)^{k}}{k!(\ell - k)!}
$$

$$
= L h^{\beta} \frac{1}{\ell!} \sum_{k=0}^{\ell} \frac{\ell!}{(\ell - k)!} \frac{1}{k!} (3d)^{k}
$$

$$
= L h^{\beta} (3d + 1)^{\ell}. \quad (12)
$$

Combining this bound with (11) gives

$$
|p(\tilde{y}_{S}) - p(\tilde{x})| = C_{3} h^{\beta}, \quad (13)
$$

where $C_{3}$ is the constant (in $n$ and $h$)

$$
C_{3} := L \left( (3d^{1/r})^{\beta} + (3d + 1)^{\ell} \right). \quad (13)
$$

For $x \in C_{S}$, we have $\tilde{p}_{n}(\tilde{x}) = \frac{1}{nh^{d}} \sum_{i=1}^{n} K_{S}(\tilde{x}, \tilde{v})$, and thus, by a change of variables, recalling that $K^{d}(\tilde{x})$ denotes the product kernel,

$$
\mathbb{E} \tilde{p}_{n}(\tilde{x}) = \frac{1}{h^{d}} \int_{\mathcal{X}} K_{S}(\tilde{x}, \tilde{v}) p(\tilde{u}) \, d\tilde{u}
$$

$$
= \int_{[-1, 1]^{d}} K^{d}(\tilde{v}) p(\tilde{y}_{S}) \, d\tilde{v}, \quad (14)
$$

Since

$$
\int_{[-1, 1]^{d}} K^{d}(\tilde{v}) \, d\tilde{v} = 1, \text{ the bound in (12)},
$$

$$
|B_{p}(x)| = |\mathbb{E} \tilde{p}_{n}(x) - p(x)|
$$

$$
= \int_{[-1, 1]^{d}} K^{d}(\tilde{v}) p(\tilde{y}_{S}) \, d\tilde{v} - \int_{[-1, 1]^{d}} K^{d}(\tilde{v}) p(\tilde{x}) \, d\tilde{v}
$$

$$
\leq \int_{[-1, 1]^{d}} K^{d}(\tilde{v}) |p(\tilde{y}_{S}) - p(\tilde{x})| \, d\tilde{v}
$$

$$
\leq \int_{[-1, 1]^{d}} K^{d}(\tilde{v}) C_{3} h^{\beta} \, d\tilde{v} = C_{3} h^{\beta}.
$$
By Hölder’s Inequality, we then have (6). Thus, using (7),

\[
\left| \mathbb{E} f(\hat{p}_h(\vec{x}), \hat{q}_h(\vec{x})) - f(p(\vec{x}), q(\vec{x})) \right| \\
= \left| \mathbb{E} \frac{\partial f}{\partial x_1} (p(\vec{x}), q(\vec{x}))(\hat{p}_h(\vec{x}) - p(\vec{x})) \\
+ \frac{\partial f}{\partial x_2} (p(\vec{x}), q(\vec{x}))(\hat{q}_h(\vec{x}) - q(\vec{x})) \\
+ \frac{1}{2} \left[ \frac{\partial^2 f}{\partial x_1^2} \left( \xi(\hat{p}_h(\vec{x}) - p(\vec{x})) \right) - \frac{\partial^2 f}{\partial x_2^2} \left( \xi(\hat{q}_h(\vec{x}) - q(\vec{x})) \right) \\
+ \frac{\partial^2 f}{\partial x_1 \partial x_2} \left( \xi(\hat{p}_h(\vec{x}) - p(\vec{x}))(\hat{q}_h(\vec{x}) - q(\vec{x})) \right) \right] \right| \\
\leq C_f \left[ |B_p(\vec{x})| + |B_q(\vec{x})| + \mathbb{E} \left| \hat{p}_h(\vec{x}) - p(\vec{x}) \right|^2 \\
+ \mathbb{E} \left| \hat{q}_h(\vec{x}) - q(\vec{x}) \right|^2 + |B_p(\vec{x})B_q(\vec{x})| \right],
\]

where the last line follows from the triangle inequality and (6). Thus, using (7),

\[
\left| \mathbb{E} D_\alpha(\hat{p}_h) - D_\alpha(p) \right| \\
= \frac{1}{\alpha - 1} \left( \mathbb{E} \log \int_{\mathcal{X}} f(\hat{p}_h(\vec{x}), \hat{q}_h(\vec{x})) \, d\vec{x} \\
- \log \int_{\mathcal{X}} f(p(\vec{x}), q(\vec{x})) \, d\vec{x} \right) \\
\leq \frac{C_L}{\alpha - 1} \left| \mathbb{E} f(\hat{p}_h(\vec{x}), \hat{q}_h(\vec{x})) - f(p(\vec{x}), q(\vec{x})) \right| d\vec{x} \\
\leq \frac{C_f C_L}{\alpha - 1} \left[ |B_p(\vec{x})| + |B_q(\vec{x})| + \mathbb{E} \left| \hat{p}_h(\vec{x}) - p(\vec{x}) \right|^2 \\
+ \mathbb{E} \left| \hat{q}_h(\vec{x}) - q(\vec{x}) \right|^2 + |B_p(\vec{x})B_q(\vec{x})| \right] d\vec{x}.
\]

By Hölder’s Inequality, we then have

\[
\left| \mathbb{E} D_\alpha(\hat{p}_h) - D_\alpha(p) \right| \\
\leq \frac{C_f C_L}{\alpha - 1} \left( \int_{\mathcal{X}} B_p^2(\vec{x}) \, d\vec{x} + \int_{\mathcal{X}} B_q^2(\vec{x}) \, d\vec{x} \\
+ \int_{\mathcal{X}} \mathbb{E} \left| \hat{p}_h(\vec{x}) - p(\vec{x}) \right|^2 + \mathbb{E} \left| \hat{q}_h(\vec{x}) - q(\vec{x}) \right|^2 \, d\vec{x} \\
+ \int_{\mathcal{X}} B_p^2(\vec{x}) \int_{\mathcal{X}} B_q^2(\vec{x}) \, d\vec{x} \right).
\]

Applying Lemma 3.1 and a standard result in kernel density estimation (see, for example, Propositions 1.1 and 1.2 of Tsybakov (2008)) gives

\[
\left| \mathbb{E} D_\alpha(\hat{p}_h) - D_\alpha(p) \right| \\
\leq (C_2 + C_3) h^\beta + C_2 h^2 \beta + \kappa_2 \frac{\|K\|_1^2}{nh^d},
\]

for some \( C > 0 \) not depending on \( n \) or \( h \).

6.3. Variance Bound

Consider i.i.d. samples \( \vec{x}^1, \ldots, \vec{x}^n \sim p, \vec{y}^1, \ldots, \vec{y}^n \sim q \). In anticipation of using McDiarmid’s Inequality (McDiarmid, 1989), let \( \hat{\rho}_h(\vec{y}) \) denote our kernel density estimate with the sample \( \vec{x}^j \) replaced by \( (\vec{x}^j)' \). By (7),

\[
\left| D_\alpha(\hat{p}_h) - D_\alpha(\hat{p}_h) \right| \\
= \frac{1}{\alpha - 1} \left( \log \left( \int_{\mathcal{X}} f(\hat{p}_h(\vec{x}), \hat{q}_h(\vec{x})) \, d\vec{x} \right) \\
- \log \left( \int_{\mathcal{X}} f(\hat{p}_h(\vec{x}), \hat{q}_h(\vec{x})) \, d\vec{x} \right) \right) \\
\leq \frac{C_L}{\alpha - 1} \left( \int_{\mathcal{X}} f(\hat{p}_h(\vec{x}), \hat{q}_h(\vec{x})) \, d\vec{x} \right)
\]

Then, applying the Mean Value Theorem followed by (6) gives, for some \( \xi : \mathcal{X} \rightarrow \mathbb{R}^2 \) on the line segment between \((\hat{p}_h(\vec{x}), \hat{q}_h(\vec{x}))\) and \((p(\vec{x}), q(\vec{x}))\),

\[
\left| D_\alpha(\hat{p}_h) - D_\alpha(p) \right| \\
\leq \frac{C_f C_L}{\alpha - 1} \left( \int_{\mathcal{X}} |\hat{p}_h(\vec{x}) - \hat{q}_h(\vec{x})| \, d\vec{x} \right).
\]

Expanding \( \hat{p}_h \) as per its construction gives

\[
\left| D_\alpha(\hat{p}_h) - D_\alpha(p) \right| \\
\leq \frac{C_f C_L}{\alpha - 1} \left( \int_{\mathcal{X}} |\hat{p}_h(\vec{x}) - \hat{q}_h(\vec{x})| \, d\vec{x} \right).
\]

where the last line follows from the triangle inequality and (9). An identical proof holds if we vary some \( \vec{y}^* \) rather than \( \vec{x}^* \). Thus, since we have \( 2n \) independent samples, McDiarmid’s Inequality gives the bound

\[
\mathbb{P} \left( \left| D_\alpha(p) - \mathbb{E} D_\alpha(p) \right| > \epsilon \right) \leq 2 \exp \left( - \frac{C^2 \epsilon^2 n}{\|K\|_1^2} \right),
\]

where \( C = \frac{\alpha - 1}{2C_f C_L} \) depends only on \( \kappa \) and \( \alpha \).
7. Experiment

We used our estimator to estimate the Rényi $\alpha$-divergence between two normal distributions in $\mathbb{R}^3$ restricted to the unit cube. In particular, for

$$
\tilde{\mu}_1 = \begin{bmatrix} 0.3 \\ 0.3 \end{bmatrix}, \tilde{\mu}_2 = \begin{bmatrix} 0.7 \\ 0.7 \end{bmatrix}, \Sigma = \begin{bmatrix} 0.2 & 0 & 0 \\ 0 & 0.2 & 0 \\ 0 & 0 & 0.2 \end{bmatrix},
$$

$$
p = \mathcal{N}(\tilde{\mu}_1, \Sigma), q = \mathcal{N}(\tilde{\mu}_2, \Sigma). \quad \text{For each } n \in \{1, 2, 5, 10, 50, 100, 500, 1000, 2000, 5000\}, \text{ data points were sampled according to each distribution and constrained (via rejection sampling) to lie within } [0, 1]^3. \text{ Our estimator was computed from these samples, for } \alpha = 0.8, \text{ using the Epanechnikov Kernel } K(u) = \frac{3}{4}(1 - u^2) \text{ on } [-1, 1], \text{ with constant bandwidth } h = 0.25. \text{ The true } \alpha-\text{divergence was computed directly according to its definition on the (renormalized) distributions on } [0, 1]^3. \text{ The bias and variance of our estimator were then computed in the usual manner based on 100 trials. Figure 3 shows the error and variance of our estimator for each } n.

We also compared our estimator’s empirical error to our theoretical bound. Since the distributions used are infinitely differentiable, $\beta = \infty$, and so the estimator’s mean squared error should converge as $O(n^{-1})$. An appropriate constant multiple was computed from (5), (13), and (15). The resulting bound is also shown in Figure 3.

![Figure 3](image.png)

**Figure 3.** Log-log plot of mean squared error (computed over 100 trials) of our estimator for various sample sizes $n$, alongside our theoretical bound. Error bars indicate standard deviation of estimator over 100 trials.

8. Conclusion

In this paper we derived a finite sample exponential concentration bound for a consistent, nonparametric, $d$-dimensional Rényi-$\alpha$ divergence estimator. To the best of our knowledge this is the first such exponential concentration bound for Renyi divergence.
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