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ABSTRACT
Crowding is a technique used in genetic algorithms to preserve diversity in the population and to prevent premature convergence to local optima. It consists of pairing each offspring with a similar individual in the current population (pairing phase) and deciding which of the two will remain in the population (replacement phase). The present work focuses on the replacement phase of crowding, which usually has been carried out by one of the following three approaches: Deterministic, Probabilistic, and Simulated Annealing. These approaches present some limitations regarding the way replacement is conducted. On the one hand, the first two apply the same selective pressure regardless of the problem being solved or the stage of the genetic algorithm. On the other hand, the third does not apply a uniform selective pressure over all the individuals in the population, which makes the control of selective pressure over the generations somewhat difficult. This work presents a Generalized Crowding approach that allows selective pressure to be controlled in a simple way in the replacement phase of crowding, thus overcoming limitations of the other approaches. Furthermore, the understanding of existing approaches is greatly improved, since both Deterministic and Probabilistic Crowding turn out to be special cases of Generalized Crowding. In addition, the temperature parameter used in Simulated Annealing is replaced by a parameter called scaling factor that controls the selective pressure applied. Theoretical analysis using Markov chains and empirical evaluation using Bayesian networks demonstrate the potential of this novel Generalized Crowding approach.

1. INTRODUCTION
Genetic algorithms (GAs) [6, 4] use stochastic search methods based on natural evolution in order to solve optimization problems in fields like design, learning, or planning, among others. Two processes form the basis of GAs: variation (recombination and mutation) and selection. While the former facilitates diversity and novelty, the latter favors quality. The goal of a GA is to find either an optimal (or near-optimal) solution or to identify a set of high-fitn ess solutions. Premature convergence to local optima is one of the most frequent difficulties that arise when applying GAs to complex problems. It is associated with the loss of diversity in the population; however, too much population diversity can lead to a dramatic deterioration of GA efficiency. Therefore, an important issue in GA research and practice is the trade-off between exploitation of the best individuals and exploration of alternative regions of the search space.

Crowding was introduced by De Jong [2] as a technique for preserving population diversity and preventing premature convergence. Crowding is applied in the survival selection step of GAs in order to decide which individuals among those in the current population and their offspring will pass to the next generation. Crowding consists of two main phases: pairing and replacement. In the pairing phase, offspring individuals are paired with individuals in the current population according to a similarity metric. In the replacement phase, a decision is made for each pair of individuals as to which of them will remain in the population. A review of crowding approaches for GAs can be found in [13]. Depending on how the replacement phase is carried out, there are three main types of crowding: Deterministic [8, 9], Probabilistic [12, 11], and based on Simulated Annealing [10]. Deterministic Crowding selects the fittest individual in each pair in the replacement phase. Probabilistic Crowding selects the surviving individual for each pair based on a probabilistic formula that takes fitness into account. Finally, crowding inspired by Simulated Annealing uses well-known rules like Metropolis or Boltzmann, which include a temperature parameter, in the replacement phase.
The design of the replacement rule has great impact on the performance of crowding. Deterministic Crowding develops an exploitative replacement strategy. This may be a disadvantage, since exploitative methods in GAs frequently lead to premature convergence. Probabilistic Crowding promotes the exploration of alternative (less fit) solutions. The degree of exploration is defined through a probabilistic formula that is not changed throughout the GA execution. However, a trade-off between exploration and exploitation can only be achieved if selective pressure can be adapted to the problem being solved and to the GA stage. Crowding based on Simulated Annealing replacement rules allows the degree of exploration to be changed through the temperature parameter. In spite of that, given a temperature and a population, a uniform selective pressure is not applied over all the individuals in the population as shown in Section 2.2. This makes the control of selective pressure over the generations more difficult than it perhaps needs to be. Giving a solution to the three limitations enumerated above has been one of the motivations for the research described in this paper.

This work focuses on the replacement phase of crowding and presents a Generalized Crowding approach that allows selective pressure to be controlled in a simple way. Generalized Crowding is inspired by Probabilistic Crowding, but differs from it in that the degree of exploration can be changed by means of a parameter named the scaling factor. Both Deterministic and Probabilistic Crowding turn out to be special cases of Generalized Crowding, obtained by assigning the scaling factor values 0 and 1 respectively. A specific scaling factor value provides the population with a way of applying a uniform selective pressure over all its individuals. Like temperature, the scaling factor can be lowered throughout the generations by following a determined schedule.

The rest of this paper is organized as follows. First, we present preliminaries including previous research on crowding in GAs. The following section introduces our Generalized Crowding approach, which is founded on the use of a parametric scaling factor. Next, we analyze our novel approach by means of (discrete time, discrete state space) Markov chains. We then present experimental results for the use of Generalized Crowding to estimate the most probable explanation in Bayesian networks (BNs), while the last section concludes and outlines areas for future research.

2. THE CROWDING APPROACH

We first introduce a few definitions: \( P_C \) is crossover probability; \( P_M \) is mutation probability; \( M \) is population size; and \( S \) is family size \([13]\). Without loss of generality, we assume maximization of a fitness function \( f : \{0,1\}^n \rightarrow \mathbb{R} \) in this section.

The original crowding scheme developed by De Jong in the seventies \([2]\) consists of randomly selecting for each offspring \( \gamma \) individuals from the current population. The offspring will replace the most similar selected individual. Parameter \( \gamma \) is known as crowding factor, and usually \( \gamma = 2 \) is used.

De Jong’s scheme was changed slightly in the nineties by Mahfoud \([8, 9]\). Since an offspring is likely to be similar to its parents, the following scheme can be used to efficiently preserve diversity in the population:

1. The individuals in the current population are randomly paired. (Since parent selection is not usually applied under crowding, every individual in the population becomes a parent.)
2. With probability \( P_C \), the parents in each pair \((p_1, p_2)\) are recombined. The two resulting children \((c_1, c_2)\) are mutated with probability \( P_M \).
3. Each child competes with one of its two parents to be included in the population of the next generation. Let \( d(i_1, i_2) \) denote the distance between two individuals, \( i_1 \) and \( i_2 \):

   - If \( d(p_1, c_1) + d(p_2, c_2) < d(p_1, c_2) + d(p_2, c_1) \),
     \( p_1 \leftarrow \) winner of competition between \( p_1 \) and \( c_1 \)
     \( p_2 \leftarrow \) winner of competition between \( p_2 \) and \( c_2 \)
   - Else
     \( p_1 \leftarrow \) winner of competition between \( p_1 \) and \( c_2 \)
     \( p_2 \leftarrow \) winner of competition between \( p_2 \) and \( c_1 \)

Under this scheme, each offspring tends to compete for survival with its most similar parent. Other variants exist that pick up more than two parents and children before the similarity metric is applied \([13, \text{Section 4.2}]\). This idea has been the basis of a number of widely-used modern crowding approaches \([8, 9, 12, 11, 10]\). One key difference between these approaches is the rule used to decide the winner for each competition, as we discuss next.

2.1 Competition and Replacement

In crowding, the way a competition takes place between parent \( p \) and child \( c \) is defined through a so-called replacement rule. We now discuss four of the most widely used replacement rules: deterministic replacement, probabilistic replacement, Boltzmann replacement, and Metropolis replacement. The two latter are based on the application of Simulated Annealing ideas \([7]\) to crowding.

In Deterministic Crowding \([8, 9]\), the winner of a competition between parent \( p \) and child \( c \) is the one with higher fitness. Let \( P_c \) denote the probability that child \( c \) replaces parent \( p \) in the population. This probability can be expressed in the following way for deterministic replacement:

\[
P_c = \begin{cases} 
1 & \text{if } f(c) > f(p) \\
0.5 & \text{if } f(c) = f(p) \\
0 & \text{if } f(c) < f(p)
\end{cases}.
\]

Unlike Deterministic Crowding, Probabilistic Crowding \([12, 11]\) uses a non-deterministic rule to establish the winner of a competition between parent \( p \) and child \( c \). The probability that \( c \) replaces \( p \) in the population is the following:

\[
P_c = \frac{f(c)}{f(c) + f(p)}.
\]

Boltzmann Crowding \([10]\) is based on the well-known Simulated Annealing method, implemented with the Boltzmann acceptance rule \([1, 5]\). Under this replacement method, \( P_c \) adopts the expression:

\[
P_c = \frac{1}{1 + \exp\left(\frac{f(p) - f(c)}{T}\right)}.
\]

where \( T \) is the temperature at the current generation. Temperature is usually reduced over the generations by means of a cooling schedule. Two typical cooling schedules consist of repeating throughout generations one of the following operations: multiplying the current temperature by a constant.
lower than unity, or subtracting a constant amount from the current temperature. Some authors have also used fixed temperature.

Like Boltzmann Crowding, Metropolis Crowding [10] applies Simulated Annealing in the replacement phase. However, the Metropolis acceptance rule [14] is used instead of the Boltzmann rule. The probability that child c replaces parent p in the population is calculated as follows:

\[
P_c = \begin{cases} 
1 & \text{if } f(c) \geq f(p) \\
\exp \left(-\frac{f(p) - f(c)}{T} \right) & \text{if } f(c) < f(p) 
\end{cases}
\] (3)

where \(T\) is the temperature at the current generation. The same cooling schedule as in Boltzmann Crowding can be applied; alternatively, a fixed temperature can be used.

### 2.2 Discussion

The probability \(P_c\) that child \(c\) replaces parent \(p\) in the population is calculated in different ways depending on the specific replacement rule being used. While in the rules based on Simulated Annealing, Boltzmann replacement and Metropolis replacement, \(P_c\) is a function of \(f(p) - f(c)\) as shown in Equations 2 and 3, in probabilistic replacement \(P_c\) is a function of \(f(p)/f(c)\) as can be seen by dividing numerator and denominator in Equation 1 by \(f(c)\).

Given parent \(p\) with fitness \(f(p)\) and child \(c\) with fitness \(f(c)\), quite different selective pressures are obtained in general from \(P_c = g_s(f(p) - f(c))\) and \(P_c = g_x(f(p)/f(c))\), where \(g_s\) and \(g_x\) are real functions. For example, let \(S_1\) and \(S_2\) be the following sets of parent-child pairs:

\[S_1 \equiv \{(f(p_1) = 2, f(c_1) = 1), \ (f(p_2) = 12, f(c_2) = 11), \ (f(p_3) = 102, f(c_3) = 101)\} \text{ and } S_2 \equiv \{(f(p_1) = 2, f(c_1) = 1), \ (f(p_2) = 20, f(c_2) = 10), \ (f(p_3) = 200, f(c_3) = 100)\} \]

While applying \(P_c = g_s(f(p) - f(c))\) would produce constant \(P_c\) values for the elements in \(S_1\) (\(f(p) - f(c) = 1\) for each pair in \(S_1\), applying \(P_c = g_x(f(p)/f(c))\) would produce non-constant \(P_c\) values for \(S_1\). The opposite would take place for \(S_2\). This work focuses on using a function of \(f(p)/f(c)\) in the replacement phase, due to the fact that selective pressure is more frequently applied in GAs by following this option rather than the option using a function of \(f(p) - f(c)\). For example, fitness proportional selection [6] is a widely used selection method in GAs that is mathematically equivalent to Probabilistic Crowding: Given two individuals \(p\) and \(c\), the latter is selected with probability

\[
\frac{f(c)}{f(c)+f(p)}
\]

under fitness proportional selection, which is equivalent to the formula applied in probabilistic replacement.

It is interesting to analyze the values that Simulated Annealing would generate for \(P_c\) in the case of the pairs in \(S_2\):

\[
P_{c_1} = \exp \left(-\frac{20}{1} \right) = 0.36788
\]

\[
P_{c_2} = \exp \left(-\frac{20-10}{1} \right) = 4.54 \times 10^{-5}
\]

\[
P_{c_3} = \exp \left(-\frac{200-100}{1} \right) = 3.7201 \times 10^{-44}
\]

where \(T = 1\) and Metropolis replacement has been applied. As shown in Table 1, while under probabilistic replacement \(P_{c_i}\) would be equal to 1/3 for \(i \in \{1, 2, 3\}\), under Metropolis replacement a non-uniform set of \(P_{c_i}\) values is obtained. For instance, \(P_{c_1} = 0.36788\) is similar to applying probabilistic replacement, whereas \(P_{c_3} = 3.7201 \times 10^{-44}\) is almost the same as applying deterministic replacement.

### Table 1: \(P_c\) values for the pairs in \(S_1\) and \(S_2\) under probabilistic replacement (\(P_{c, PR}\)) and Metropolis replacement (\(P_{c, MR}\)). \(P_{c, PR}\) is invariant for \(S_2\), whereas \(P_{c, MR}\) is invariant for \(S_1\).

<table>
<thead>
<tr>
<th>Set</th>
<th>(f(p_i))</th>
<th>(f(c_i))</th>
<th>(f(p_i) - f(c_i)) (f(c)/f(c_i))</th>
<th>(P_{c,PR})</th>
<th>(P_{c,MR})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_1)</td>
<td>12</td>
<td>11</td>
<td>1</td>
<td>1.09</td>
<td>1.01</td>
</tr>
<tr>
<td>(S_2)</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.333</td>
</tr>
</tbody>
</table>

In order to create a replacement rule with the advantages of both probabilistic replacement (where \(P_c\) is a function of \(f(p)/f(c)\) for all the individuals in the current population) and Simulated Annealing replacement (where \(P_c\) can be controlled over generations through a parameter, \(temperature\) in this case), the next section introduces a new crowding method, which we name Generalized Crowding.

### 3. Generalized Crowding

Building on the schemes discussed in the previous section, Generalized Crowding consists of a pairing phase and a replacement phase. The novelty is that the replacement phase relies on the use of a scaling factor \(\phi\), which allows us to carry out a broad range of replacement rules just by adjusting \(\phi\), compared to having to deal with potentially very different replacement algorithms.

In Generalized Crowding, the winner of a competition between parent \(p\) and child \(c\) is established using:

\[
P_c = \begin{cases} 
\frac{f(c)}{f(c) + \phi f(p)} & \text{if } f(c) > f(p) \\
0.5 \frac{\phi f(c)}{\phi f(c) + f(p)} & \text{if } f(c) = f(p) \\
\frac{\phi f(p)}{f(c) + \phi f(p)} & \text{if } f(c) < f(p) 
\end{cases}
\] (4)

where \(P_c\) is the probability that child \(c\) replaces parent \(p\) in the population, \(f\) is the fitness function to be maximized, and \(\phi \in \mathbb{R}^+ \cup \{0\}\) denotes a parameter named scaling factor.

The key idea in Generalized Crowding is that fitness scaling of the least fit individual, among \(p\) and \(c\), is done before Probabilistic Crowding is applied. As shown in (4), if \(f(p) < f(c)\) then \(f(p)\) is transformed into \(\phi \times f(p)\); otherwise, if \(f(c) < f(p)\) then \(f(c)\) is transformed into \(\phi \times f(c)\).

Specifically, when \(\phi = 0\) in Equation 4, Generalized Crowding becomes equivalent to Deterministic Crowding. When \(0 < \phi < 1\), it is possible that the least fit among \(p\) and \(c\) wins in the replacement phase. When \(\phi = 1\), Generalized Crowding turns into Probabilistic Crowding. Finally, when \(\phi > 1\) the probability that the least fit of \(p\) and \(c\) wins is greater than in Probabilistic Crowding, which may be beneficial for deceptive or highly multimodal problems.

To avoid having to deal with three separate cases in (4), one can use the logistic function \(\ell(x) = 1/(1 + e^{-x})\) to obtain:

\[
P_c = \frac{\phi^{f(c) - f(p)} \times f(c)}{\phi^{f(c) - f(p)} \times f(c) + \phi^{f(p) - f(c)} \times f(p)}.
\] (5)

This scaling of (4) or (5) is different from the scaling in Simulated Annealing for two main reasons:
1. In Generalized Crowding either \( f(p) \) or \( f(c) \) is changed, while in Simulated Annealing the magnitude changed is \( f(p) - f(c) \). In other words, following the discussion in Section 2.2, Generalized Crowding applies selective pressure as a function of \( f(p) / f(c) \).

2. The scaling operation is kept simple in Generalized Crowding, that is, just a multiplication with no divisions or exponentials. This allows Generalized Crowding to include Deterministic Crowding and Probabilistic Crowding as special cases.

The scaling factor \( \phi \) allows a wide range of selective pressures to be applied: The greater \( \phi \) is, the more probable it is that locally non-optimal parts of the search space are explored. Similar to Simulated Annealing, \( \phi \) can be subjected to a lowering schedule that favors exploration at the first GA generations and progressively increments the degree of exploitation of the best solutions.

4. MARKOV CHAIN ANALYSIS

In this section, we use discrete time, discrete state space Markov chains to analyze our Generalized Crowding approach. We first present the general case for \( N \) niches, and then we solve the case for two niches by using the general equations for \( N \) niches.

4.1 Multiple Niches

We now perform an analysis in which each niche that a parent can be in has a corresponding Markov chain state. There are additional Markov chain states, one for each combination of all possible niche locations for pairs of a child and a parent. Formally, we introduce the following definitions: \( p \) is a parent in the current generation; \( p' \) is a parent in the next generation; \( c \) is a child in the current generation; \( N \) is the number of niches; and

\[
\Pr([p = i, c = j] | [p = i]) = A_{i,j}, \quad i, j \in \{0, \ldots, N-1\} \\
\Pr([p' = j] | [p = i, c = j]) = B_{i,j}, \quad i, j \in \{0, \ldots, N-1\},
\]

where \( A_{i,j} \) denotes the probability that, given parent \( p \) at niche \( i \), it is paired with child \( c \) at niche \( j \), and \( B_{i,j} \) denotes the probability that, given parent \( p \) at niche \( i \) paired with child \( c \) at niche \( j \), the resulting parent \( p' \) for the next generation is at niche \( j \) after replacement.

We need to calculate the following, prior to solving the balance equations for \( i, j \in \{0, \ldots, N-1\} \):

\[
\Pr([p' = j] | [p = i]) = \sum_{k=0}^{N-1} \Pr([p' = j] | [p = i, c = k]) \times \Pr([p = i, c = k] | [p = i]).
\]

We have here two cases: (i) If \( i \neq j \) then \( \Pr([p' = j] | [p = i]) = A_{i,j}B_{i,j} \); (ii) if \( i = j \) then \( \Pr([p' = j] | [p = i]) = 1 - \sum_{k=0}^{N-1} A_{i,j}B_{i,j} \).

Note that while \( \Pr(A, B | B) = \Pr(A | B) \) for events \( A \) and \( B \), we have \( \Pr([p = i, c = j] | [p = i]) \neq \Pr([c = j] | [p = i]) \). In other words, \( [p = i, c = j] \) is a distinct event and cannot be simplified to \( [c = j] \) even if we condition on \( [p = i] \).

We now obtain the following balance equations:

\[
\sum_{k=0, k \neq i}^{N-1} \Pr([p' = k] | [p = i]) \Pr([p = i]) = \sum_{k=0, k \neq i}^{N-1} \Pr([p' = i] | [p = k]) \Pr([p = k]),
\]

and in addition we have \( \sum_{k=0}^{N-1} \Pr([p = k]) = 1 \). By solving this system of \( N \) equations from the formulas just obtained in (i) and (ii) for \( \Pr([p' = j] | [p = i]) \), we can obtain \( \Pr([p = k]) \) for \( k \in \{0, \ldots, N-1\} \). However, the resulting expressions are quite complex for the general case. So, in this work, we analyze the case of two niches in more detail.

4.2 Two Niches

To analyze the case of two niches, we introduce two Markov chains. A more detailed augmented Markov chain, which we discuss first, is used as an aid to define the transition probabilities in a two-state generational Markov chain, where each state corresponds to a niche.

4.2.1 Augmented Markov Chain

The graph for the augmented Markov chain (AMC) is shown in Figure 1. The transition matrix is shown in Table 2; it explicitly shows the transition probabilities \( A, A', B, B' \) and others. States \( [p = 0] \) and \( [p = 1] \) represent the contents of a population location at a certain time; it contains an individual (parent) that is either in niche 0 (so \( p = 0 \)) or niche 1 (so \( p = 1 \)). Consider a location that contains an individual in niche 1, so \( p = 1 \). At the competition step (after crossover, mutation, and pairing), there are two options for \( p' \): either the competing child is in niche 0 (so \( c = 0 \)) or niche 1 (so \( c = 1 \)). Consequently, we have two states, namely \( [p = 1, c = 0] \) and \( [p = 1, c = 1] \), and there are edges from \( [p = 1, c = 0] \) to each of these. After the competition we are left with an individual in niche 0 or 1, which becomes a parent in the next generation, consequently there are two edges from \( [p = 1, c = 0] \) into \( [p = 0] \) and \( [p = 1] \) respectively—and two similar edges from \( [p = 1, c = 1] \) to \( [p = 0] \) and \( [p = 1] \). A similar logic applies to states \( [p = 0, c = 0] \) and \( [p = 0, c = 1] \).

First, we consider how transition probabilities depend on crossover, mutation, and pairing in the crowding algorithm \( (A \) and \( A') \). We introduce the following definitions: \( V(0) \) is volume of niche 0; \( V(1) \) is volume of niche 1; \( f(0) \) is surface area of niche 0; and \( f(1) \) is surface area of niche 1.
For $A$ and $A'$ we have:

$$A = \frac{c_A \times P_C \times P_M \times A(1)}{S \times V(1)}$$

$$A' = \frac{c_{A'} \times P_C \times P_M \times A(0)}{S \times V(0)},$$

where $c_A$ and $c_{A'}$ are constants. For simplicity, we assume that $c_A = c_{A'}$ in the rest of this paper.

Second, we consider probabilities that depend on replacement ($B$ and $B'$). We introduce these definitions: $f(0)$ is the fitness for niche 0 and $f(1)$ is the fitness for niche 1. Using (5) we now have:

$$B = \frac{f(0)}{f(0) + \phi^{(f(0) - f(1)) - \ell(f(1) - f(0))} \times f(1)}$$

$$B' = \frac{f(1)}{f(1) + \phi^{(f(1) - f(0)) - \ell(f(0) - f(1))} \times f(0)}$$

### 4.2.2 Generational Markov Chain

The graph for the generational Markov chain (GMC) is shown in Figure 2. Its two states correspond, respectively, to the two states with the same labels in the AMC. The remaining four AMC states are abstracted into the four GMC transition probabilities, as we will see shortly. In preparation for stating the GMC transition matrix, we introduce the following definitions for the AMC states: $0 \equiv [p = 0]; 1 \equiv [p = 1]; 00 \equiv [p = 0, c = 0]; 01 \equiv [p = 0, c = 1]; 10 \equiv [p = 1, c = 0];$ and $11 \equiv [p = 1, c = 1].$

The graph for the generational Markov chain (GMC) is shown in Figure 2. Its two states correspond, respectively, to the two states with the same labels in the AMC. The remaining four AMC states are abstracted into the four GMC transition probabilities, as we will see shortly. In preparation for stating the GMC transition matrix, we introduce the following definitions for the AMC states: $0 \equiv [p = 0]; 1 \equiv [p = 1]; 00 \equiv [p = 0, c = 0]; 01 \equiv [p = 0, c = 1]; 10 \equiv [p = 1, c = 0];$ and $11 \equiv [p = 1, c = 1].$

The four GMC transition probabilities can now easily be derived from the AMC transition probabilities:

$$\Pr(0 | 0) = \Pr(0 | 00) \Pr(00 | 0) + \Pr(0 | 01) \Pr(01 | 0) = 1 - B'B'^{'},$$

and in a similar way we obtain $\Pr(0 | 1) = BA, \Pr(1 | 0) = B'A' ,$ and $\Pr(1 | 1) = 1 - BA.$ Assuming balance, it is now easy to obtain $\Pr(0 | 0) \Pr(1 | 0) = \Pr(0) \Pr(0 | 1) + \Pr(0) + \Pr(1) = 1,$ which gives the following stationary distributions:

$$\Pr(0) = 1 / (1 + (A'B' / AB))$$

$$\Pr(1) = 1 / (1 + (AB / A'B')).$$

By introducing the definitions for $A, A', B,$ and $B',$ we obtain the following expressions for the stationary distributions:

$$\Pr(0) = \frac{1}{1 + \frac{\ell(f(1) - f(0)) - \ell(f(1) - f(0))}{\phi^{\ell(f(0) - f(1)) - \ell(f(1) - f(0))}} \times f(1)}$$

$$\Pr(1) = \frac{1}{1 + \frac{\ell(f(0) - f(1)) - \ell(f(0) - f(1))}{\phi^{\ell(f(1) - f(0)) - \ell(f(0) - f(1))}}}$$

The following conclusions can be established from these two formulas:

1. When $\phi = 0,$ the niche with highest fitness gets all the population. This is Deterministic Crowding.

2. When $\phi = 1,$ the probability for niche $i$ is $f(i) / (f(i) + f(j)),$ with $i, j \in \{0, 1\}$. This is Probabilistic Crowding.

3. When $\phi = f(j) / f(i),$ where $f(i) < f(j),$ the population distributes equally between both niches.

4. When $\phi > f(j) / f(i),$ where $f(i) < f(j),$ the niche with less fitness gets more population than the other niche. As $\phi$ increases, even more population will go to the less fit niche with respect to the other niche in the stationary distribution.

Case 4 can be beneficial in the case of multimodal problems, where, for example, Case 1 may lead to premature convergence. For example, in the experiments of Section 5 with the Bayesian network denoted Alarm02, $\phi = 10$ was the value giving best results when $M = 20.$

### 4.2.3 Population

Given that we have the above results for one population location, how can they be extended to a population size $M$? We use $M$ Markov chains instead of just one Markov chain. In the case of one Markov chain and two niches $\{0, 1\},$ a stationary distribution $\Pr(i)$ for $i \in \{0, 1\}$ is essentially a Bernoulli trial for niche $i.$ So for $M$ population locations (Markov chains), we have a Binomial. Consequently, the mean is $M \Pr(i),$ and the variance is $M \Pr(i)(1 - \Pr(i)).$ The mean is the expected number of individuals we expect to see in the niche. Compared to previous population sizing results [13], we now have more general expressions involving $\phi$ for the stationary distributions.

### 4.2.4 An Example

Figure 3, where we consider two niches $0$ and $1,$ shows $\phi$ along the $x$-axis and the stationary probability for niche $0, \Pr(0),$ along the $y$-axis. We assume that $f(0) < f(1)$ and have drawn graphs for different $f(1)/f(0)$ values. In this case of $f(0) < f(1)$ we have:

$$\Pr(0) = \frac{1}{f(1) f(0)} \phi$$

which we have obtained by (i) putting $V(0) = V(1)$ and $A(0) = A(1)$ and (ii) not using the logistic function, due
to the fact that \( \Pr(0) \) cannot be expressed as a function of \( f(1)/f(0) \) if the logistic function is used. The following observations can be made from these graphs:

- The greater \( \phi \) is, the larger a proportion of the population goes to the lesser fit niche 0.
- For low \( \phi \) values \((0 \leq \phi \leq 1)\), the more fit niche 1 gets a higher percentage of the population.
- If \( \phi \) is kept constant, the higher \( f(1)/f(0) \) is, the more fit the population goes to the more fit niche 1.
- Although \( f(0) < f(1) \), if \( \phi = f(1)/f(0) \), then \( \Pr(0) = \Pr(1) = 0.5 \) and the population is equally distributed between niches 0 and 1. For example, the \( \phi \)-values where the curves reach \( \Pr(0) = 0.5 \) vary as follows: curve \( f(1)/f(0) = 5 \) crosses \( \Pr(0) = 0.5 \) at \( \phi = 5 \) and curve \( f(1)/f(0) = 40 \) crosses \( \Pr(0) = 0.5 \) at \( \phi = 40 \).
- For high enough \( \phi \) values, even if \( f(0) < f(1) \), niche 0 receives most of the population.

Consider the question: Why do values of \( \phi > 1 \) work so well in some cases? We hypothesize that in highly multimodal problems the degree of deceptiveness is high in general and consequently, locally, an individual with higher fitness may be farther away from the global optimum than another less fit individual is.

### 5. EXPERIMENTS

In these experiments, we are investigating how Generalized Crowding’s performance depends on the scaling factor \( \phi \). For experimental purposes, we consider the estimation of most probable explanations (MPEs) in BNs, a computationally hard problem of interest in many applications including image recognition, diagnosis, and error correction decoding.

#### 5.1 Variants of Alarm Bayesian Network

In these experiments, we used variants of the well-known Alarm BN to investigate the performance of Generalized Crowding. The Alarm BN has 37 nodes and 752 CPT values (none are zero).\(^2\) We randomly introduced zeros into the CPTs of the BN in order to vary the search space characteristics. Specifically, zeros were introduced with probability \( \rho \in \{0.0, 0.1, 0.2, \ldots\} \) \(^3\) as reflected in the notation Alarm\(\rho\). An Alarm\(\rho\) BN is not the same as the Alarm BN. They have the same graph structure, node cardinalities, and number of CPT values, but CPT values are generated in a randomized way for Alarm\(\rho\).\(^3\) For Alarm\(\rho\), the number of zero CPT values is approximately \( \rho \times 100\% \). In experiments with these

<table>
<thead>
<tr>
<th>( p = 0 )</th>
<th>( p = 1 )</th>
<th>( p = 0, c = 0 )</th>
<th>( p = 0, c = 1 )</th>
<th>( p = 1, c = 0 )</th>
<th>( p = 1, c = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p = 0 )</td>
<td>0</td>
<td>0</td>
<td>1 - ( A' )</td>
<td>( A' )</td>
<td>0</td>
</tr>
<tr>
<td>( p = 1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( A )</td>
</tr>
<tr>
<td>( p = 0, c = 0 )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( p = 0, c = 1 )</td>
<td>( 1 - B' )</td>
<td>( B' )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( p = 1, c = 0 )</td>
<td>( B )</td>
<td>( 1 - B )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( p = 1, c = 1 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Transition matrix for the AMC shown in Figure 1.

Alarm\(\rho\) BNs we varied \( \phi \) for Generalized Crowding, and investigated \( \phi = 0 \) (Deterministic Crowding), \( \phi = 0.5 \), \( \phi = 1 \) (Probabilistic Crowding), \( \phi = 10 \), and \( \phi = 100 \). In these latter two cases, more often than not the worse fit among a parent and child wins, and surprisingly we found that \( \phi = 10 \) out-performed \( \phi = 0 \) and \( \phi = 1 \) in some experiments. In addition, we varied the population size \( M \).

Parameterized uniformed crossover has been used with \( P_c = 1 \). For a BN with \( N \) nodes, we used \( P_m = 1/N \), and mutation amounted to changing a node’s state uniformly at random. Experimental results are averaged over 350 runs.

The results of the experiments are summarized in Figure 4. We derive the following conclusions from the experiments. For Alarm0.0, the higher the scaling factor \( \phi \) is, the worse performance is for all population sizes \( M \in \{20, 40, 80, 160\} \). For Alarm0.1, and with \( M \in \{40, 80, 160\} \), the same as for Alarm0.0 applies. However, there is an important change for \( M = 20 \) (see Figure 4(c)): the higher \( \phi \) is, the better performance is at generation 2,000 (with the exception of \( \phi = 100 \)). What we said for Alarm0.1 applies again for Alarm0.2, but with more intensity and the twist that \( M = 40 \) is now more similar to Alarm0.1’s \( M = 20 \) (see Figure 4(d)) rather than its \( M = 160 \) (see Figure 4(d)).

These experimental results suggest that, as the number of zeros in the CPTs grows and consequently the complexity of the search space increases, it is useful to increase \( \phi \) in order to increase the degree of GA exploration. This tendency does not apply to Alarm0.25 and Alarm0.3. This was initially a little surprising to us, but we now hypothesize that plateaus with fitness \( f = 0 \) begin to gain in importance in the search process. Since those plateaus are explored in the same manner by Generalized Crowding, regardless of the \( \phi \) value (the child has 0.5 probability of being chosen), the performance of the GA for different \( \phi \) values is more and more similar. There are ways to explore these plateaus more efficiently, an issue beyond the scope of this paper.

Key points in these experiments are the following:

- The fact that Generalized Crowding allows selective pressure to be varied through the \( \phi \) parameter is important, as the optimal value of \( \phi \) depends on whether Alarm0.0, Alarm0.1, or Alarm0.2 is processed and which value for \( M \) is used.
- Deterministic Crowding (\( \phi = 0 \)) and Probabilistic Crowding (\( \phi = 1 \)) are generally strong performers. Surprisingly, in some cases Generalized Crowding with \( \phi > 1 \) produces better results. For example, this is shown by Alarm0.2 as the population size is reduced—see Figure 4(c) and to a lesser extent Figure 4(d).
5.2 Various Bayesian Networks

In this section, we discuss the results of experiments using a few different BNs, namely Barley, HeparII, and Water. The Barley BN has 48 nodes with 130180 CPT values (none of them equal to 0). The HeparII BN contains 70 nodes with 2139 CPT values (none of them equal to 0). The Water BN has 32 nodes with 13484 CPT values (3972 of them equal to 0). Experimental results are averaged over 350 runs, except for Barley where 50 runs were used.

Experiments with these three BNs are summarized in Figure 5, from which we make a few observations. (i) For the HeparII and Barley BNs, it is clear that a lower \( \phi \) leads to better performance. These two BNs have no zeros in their CPTs. (ii) For the Water BN (29.45% of zeros in its CPTs), \( \phi = 1 \) (Probabilistic Crowding) is superior to the rest. Both (i) and (ii) are in accordance with the results obtained for Alarm\( \phi \): When there are no zeros in the CPTs, Deterministic Crowding is the best option; however, when zeros are present in the CPTs, \( \phi > 0 \) leads to the best performance. The optimal \( \phi \)-value depends on the BN at hand.

6. CONCLUSION AND FUTURE WORK

In this work, a general method for crowding in GAs has been defined, analyzed, and evaluated. The method is based on making the replacement phase in crowding more flexible, specifically by introducing a scaling factor \( \phi \), which enables the selective pressure to be easily controlled. This flexibility allows the new method, Generalized Crowding, to be successfully applied to a wide range of problems. Furthermore, Generalized Crowding has as special cases other widely-used crowding methods such as Deterministic Crowding (\( \phi = 0 \)) and Probabilistic Crowding (\( \phi = 1 \)).
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