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Abstract—Multi-agent planning is a well-studied problem with various applications including disaster rescue, urban transportation and logistics, both for autonomous agents and for decision support to humans. Due to computational constraints, existing research typically focuses on one of two scenarios: unstructured domains with many agents where we are content with heuristic solutions, or domains with small numbers of agents or special structure where we can provide provably near-optimal solutions. By contrast, in this paper, we focus on providing provably near-optimal solutions for domains with large numbers of agents, by exploiting a common domain-general property: if individual agents each have limited influence on the overall solution quality, then we can take advantage of randomization and the resulting statistical concentration to show that each agent can safely plan based only on the average behavior of the other agents. To that end, we make two key contributions: (a) an algorithm, based on Lagrangian relaxation and randomized rounding, for solving multi-agent planning problems represented as large mixed-integer programs; (b) a proof of convergence of our algorithm to a near-optimal solution. We demonstrate the scalability of our approach with a large-scale illustrative theme park crowd management problem.

I. INTRODUCTION

Rapid progress in ubiquitous computing has enabled real-time delivery of contextualized information via devices (such as mobile phones and car navigation devices) over wide areas. As a result, a new kind of information service for mass user support is beginning to emerge. Examples include services that coordinate movements of first responders during a disaster rescue [1], movements of taxis in a fleet [2] and movements of visitors in leisure destinations (such as theme parks or World expositions). In these services, users are typically represented by computational agents that perform real-time planning and adaptation. Designing coordination mechanisms that can govern these services in ways that meet global criteria such as fairness, revenue maximization, stability/convergence, and efficient resource utilization is a research challenge.

Motivated by this challenge, we consider in this paper a large-scale multi-agent planning problem both for autonomous agents and for decision support to humans. We seek provably near-optimal solutions for domains with large numbers of agents by exploiting influence limits for individual agents. Our method is based on Lagrangian relaxation, a technique that has often been successfully applied to solve centralized optimization problems, together with a straightforward randomized rounding method.

Lagrangian relaxation has the advantage in that it inherently produces subproblems that can be solved in parallel. This property fits very naturally in a multi-agent environment, where each agent reasons about its own subproblem. Our contributions in this paper are thus: (a) a new parallelizable algorithm for solving multi-agent planning problems, and (b) a proof of convergence to optimality as the number of agents increases. In fact, the quality of the solution actually improves as the problem size increases.

II. BACKGROUND: LAGRANGIAN RELAXATION

Lagrangian relaxation [3] is a well known algorithm-design strategy for solving constrained optimization problems, where there are two types of constraints: (a) local constraints, which factor across agents, and (b) global constraints, which couple agents and make the problem difficult to solve. The first step is to dualize the global constraints by introducing Lagrange multipliers (referred to as prices). The global planning problem then splits into a number of slave problems, which have only local constraints, plus one master problem. The goal of the master problem is to determine the correct value for the vector of prices. Given these prices, the slave problems are completely independent. So, starting from an initial price vector, we can solve the slave problems in parallel, and then use the resulting solutions to improve the prices, e.g., by gradient descent. This procedure of updating the prices is continued until all the global constraints are satisfied.

Lagrangian relaxation has two key drawbacks that preclude its application in the domains of interest in this paper: (a) it does not provide any bounds on the quality of the solution, and (b) it can oscillate and fail to converge if the slave problems are too homogeneous. In this paper, we overcome both drawbacks, allowing Lagrangian relaxation to be used in large-scale multi-agent planning problems.
III. ILLUSTRATIVE DOMAIN

We motivate our work with a theme park crowd management problem, where each patron needs to plan its route, that is, its sequence of attractions to visit, such that his total waiting time is minimized. We represent this problem with a tuple \( \langle A, P, \{ A(p_i) \}_{i=1}^n, \{ d_{a_i} \}_{i=1}^k, \{ U_i \}_{i=1}^n, H \rangle \), where \( A = \{ a_i \}_{i=1}^k \) is the set of attractions in the theme park; \( P = \{ p_i \}_{i=1}^n \) is the set of patrons in the theme park; \( A(p_i) \subseteq A \) is the subset of attractions that patron \( p_i \) prefers to visit; \( d_{a_i} \) is the service rate of attraction \( a_i \), that is, the number of patrons that attraction \( a_i \) can service in each time step; \( U_i \) is the utility function of patron \( p_i \); and \( H \) is the horizon of the problem. The goal is to find the route \( \pi_i \) for each patron \( p_i \), such that the sum of utilities \( U_i(\pi_i) \) over all patrons is maximized.

Fig. 1 shows a centralized mixed-integer program (MIP) formulation of the problem, where we discretize the queue at each attraction into buckets.

\( p^t_{b,a} \) is the utility of patron \( p \) in bucket \( b \) of attraction \( a \) at time step \( t \). We set a utility of 10 when a patron is serviced at a preferred attraction, a utility of -1 when a patron is queuing up.

\( p^t_{b,a} \) is the binary decision variable indicating whether patron \( p \) is in bucket \( b \) of attraction \( a \) at time step \( t \).

Constraint 2 ensures that the number of patrons at each bucket does not exceed its service rate. Constraint 3 ensures that each patron can be in at most one bucket at each time step, that is, he is in at most one queue position at each time step. Constraint 4 ensures that each patron can be serviced at most once by each attraction, that is, he does not repeatedly visit an attraction. Constraint 5 ensures that if a patron \( p \) exits the park at time step \( t \), that is, when \( \sum_{a,b} p^t_{b,a} = 0 \), then he does not reenter the park at a future time step. Constraint 6 ensures that patrons do not jump queue, that is, they move to the next bucket in each time step.

Using the terminology from the “Background: Lagrangian Relaxation” section, Constraints 2 are the global constraints, while the others are local constraints.

IV. MULTI-AGENT PLANNING PROBLEM

In this paper we are interested in multi-agent planning problems where the interactions between agents are due to common resource consumption. For example, in our illustrative theme park crowd management problem, the resources are the buckets for which the agents contend (acting on behalf of humans). We represent such large-scale multi-agent planning problems as MIPs with special structure.

Our chief assumptions are: (i) Factored structure: apart from interactions due to common resource consumption, we assume that the planning problems of individual agents are independent of each other [4], [5]. However, our approach easily extends to cases with common global states (although we do not include this generalization due to space constraints). (ii) Influence limit: the influence of each agent on the overall solution quality and resource consumption is limited. (iii) Existence of local planning subroutines: our approach does not depend on the specific local planning problems (MIPs, MDPs, etc.), but we do assume that there exist tractable procedures to solve them.

A. Factored Structure

More formally, we suppose that agent \( i \)'s plan is represented by a set of decision variables \( x_i \in \mathbb{R}^n \) subject to local constraints \( A_i x_i = b_i, x_i \in X_i \) and local costs \( c_i^T x_i \). These local terms represent restrictions (e.g., on movement) or rewards/costs (e.g., from accomplishing local goals) that are due to the actions of an individual agent. The agents interact through coupling constraints, based on production or consumption of generalized resources: resource \( j \) is described by a closed proper convex function \( f_j : \mathbb{R} \to \mathbb{R} \cup \{ \infty \} \) (which represents the global cost of consuming a certain quantity of the resource) and vectors \( \ell_{ij} \in \mathbb{R}^n \) (which govern the relationship between agent \( i \)'s decision variables and the global consumption \( y_j = \sum_{i=1}^n \ell_{ij}^T x_i \)). The global planning problem of interest is therefore:

\[
\begin{align*}
\max & \quad \sum_{p,b,a,t} \; p^t_{b,a} \cdot p^t_{b,a} \\
\text{s.t.} & \quad \sum_p \; p^t_{b,a} \leq d_a \quad \forall b, a, t \\
& \quad \sum_{b,a} \; p^t_{b,a} \leq 1 \quad \forall p, t \\
& \quad \sum_t \; p^t_{b,a} \leq 1 \quad \forall p, a \\
& \quad \sum_{b,a} \; p^t_{b,a} \geq \sum_{b,a} \; p_{b+1,a}^t \quad \forall p, t < H \\
& \quad \sum_{b,a} \; p_{b,a}^t \leq p_{b-1,a}^t + 1 \quad \forall p, b > 1, a, t < H \\
\end{align*}
\]

(1)

Figure 1. Centralized MIP Formulation

1If each agent’s planning problem is an MDP, then these would be associated with every state-action pair.

2Negative consumption (i.e., production) is allowed.
where \( k > 0 \) determines the strength of the soft constraint. For a hard constraint, we could set
\[
 f_j(y_j) = \begin{cases} 
 0 & y_j \leq d_j \\
 \infty & y_j > d_j 
\end{cases}
\]
(equivalent to setting \( k = \infty \) in the hinge loss).

1) Piecewise Linear Resource Cost:: For computational simplicity, we assume that each resource cost function \( f_j \) is piecewise linear; that is,
\[
 f_j(y_j) = \max\{\alpha y_j + \beta \mid (\alpha, \beta) \in F_j\}
\]
where \( F_j \) is a finite set of slope-intercept pairs \((\alpha, \beta)\). The assumption of piecewise linearity loses us very little: for a soft constraint, the hinge loss \( \max(0, k(y_j - d_j)) \) is clearly piecewise linear, with \( F_j = \{(0, 0), (k, -kd_j)\} \). For a hard constraint, we can use the well-known trick of substituting a hinge loss with a sufficiently large finite slope \( k \). Finally, to simulate a smooth \( f_j \), we can use a large number of pieces to achieve any desired approximation accuracy.

B. Influence Limit

As described so far, the global planning problem (Eq. 7) is \( NP \)-hard and inapproximable to within any constant factor (unless \( P = NP \)). We thus cannot in general hope to make progress without further restrictions. We propose that a natural restriction is an influence limit for each agent. Intuitively, such a limit captures the idea that each agent has a bounded effect on the quality of the overall solution. The influence limit has two parts. First, no agent controls a disproportionate share of the utility or resource: writing \( V^*_p \) for the optimal value in Eq. 7, and \( y^*_j \) for the usage of resource \( j \) in some optimal solution, we assume that there is a constant \( U > 0 \) such that
\[
 -\frac{U}{n} |V^*_p| \leq c^*_i x_i \leq \frac{U}{n} |V^*_p| \\
 -\frac{U}{n} |y^*_j| \leq \ell^*_j x_i \leq \frac{U}{n} |y^*_j|
\]
for all \( i, j \), and \( x_i \in X_i \).

Second, we suppose that the optimization problem as a whole is well conditioned, so that a small change in resource availability leads to only a small change in solution quality. In particular, we consider redefining the consumption cost for resource \( j \) in Eq. 7 to be
\[
 f_j(\epsilon_j + \sum_{i=1}^n \ell^*_{ij} x_i)
\]
for some small \( \epsilon_j \geq 0 \). Let \( V^*_{\epsilon} \) be the optimal value of Eq. 7 after substituting in the definition of Eq. 10 for all \( j \).

Given this definition, we assume that there exists a bound \( \epsilon_{\text{max}} > 0 \), a condition number \( \kappa > 0 \), and a discretization level \( \Delta > 0 \) such that
\[
 V^*_\epsilon \geq V^*_p - \kappa \sum_j \epsilon_j - \Delta/n
\]
whenever \( 0 \leq \epsilon_j \leq \epsilon_{\text{max}}, \forall j \). This restriction eliminates problems that are balanced at the knife edge of feasibility. In more detail, this assumption says that (within the range \([0, \epsilon_{\text{max}}]\)) a decrease in resource availability has two effects: first, we lose utility in proportion to the loss of resources, at a rate no greater than \( \kappa \). Second, there can be a discrete loss in utility, independent of \( \epsilon_j \), due to integrality constraints: e.g., changing \( x \leq 4.01 \) to \( x \leq 3.99 \) means that the largest feasible integer \( x \) changes from 4 to 3. This discrete loss must get smaller as we increase \( n \): proportionally, the effect of going from \( x \leq 400.01 \) to \( x \leq 399.99 \) must be smaller than for changing from 4.01 to 3.99.

V. SUBGRADIENT LAGRANGIAN RELAXATION

We now describe our Lagrangian-relaxation-based algorithm for our multi-agent planning problem, that is, the global planning problem of Eq. 7 along with its modification in Eq. 10. Not only is the algorithm efficient, it is also able to converge in the presence of homogeneous agents to a solution with quality guarantees.

Lagrangian relaxation of the global constraints yields:
\[
 V^*_d = \inf_{\lambda} \left\{ \max_x \left\{ \sum_{i=1}^n c^*_i x_i - \sum_{j=1}^m \left[ \lambda_j y_j - f^*_j(\lambda_j) \right] \right\} \right\} \quad \text{s.t. } C
\]
\[
 = \inf_{\lambda} \left\{ \sum_{j=1}^m f^*_j(\lambda_j) + \sum_{i=1}^n \max_x \left[ c^*_i x_i - \sum_{j=1}^m \lambda_j y_j \right] \right\} \quad \text{s.t. } C
\]
(12)

where \( V^*_d \) is the optimal dual value; \( y_j = \epsilon_j + \sum_i \ell^*_{ij} x_i \); \( C \) stands for the constraints \( A_i x_i = b_i, x_i \in X_i, \forall i \); and \( f^*_j(\lambda_j) = \max_z \{ \lambda_j z - f_j(z) \} \) is the Lagrangian dual of \( f_j \). (For hinge loss functions, \( f^*_j(\lambda_j) = \lambda_j d_j + ||0 \leq \lambda_j \leq k|| \), where \( ||0 \text{test}|| \) is 0 or \( \infty \) according to whether test is satisfied or not.) Thus, the two terms in Eq. 12 are: (1) a penalty to prevent resource prices \( \lambda_j \) from rising too high, and (2) the sum of agent utilities, including costs based on \( \lambda_j \) for resource usage.

A. Decoupling

Given a price vector \( \lambda \), we can decouple the optimization of Eq. 12: each agent \( i \) optimizes its own dual value \( V^*_d(\lambda) \) using the slave problem
\[
 V^*_d(\lambda) = \max_{x_i} \left[ c^*_i x_i - \sum_{j=1}^m \lambda_j \left( \epsilon_j + \sum_i \ell^*_{ij} x_i \right) \right] \quad \text{s.t. } C_i
\]
(13)

where \( C_i \) is agent \( i \)'s local constraints. The master program is now to compute the optimal dual value \( V^*_d \) using the following reformulation of Eq. 12:
\[
 V^*_d = \inf_{\lambda} V^*_d(\lambda)
\]
(14)
Here, $V_d(\lambda)$ is the dual value for a specific $\lambda$.

**B. Subgradient Descent**

We can solve Eq. 14 by iteratively updating the price vector $\lambda$ using projected subgradient descent. A subgradient of $V_d$ is defined as any function $\partial [V_d(\lambda)]$ satisfying $V_d(\lambda') \geq V_d(\lambda) + (\lambda' - \lambda)^T \partial [V_d(\lambda)]$ for all $\lambda'$ and $\lambda$. The projected subgradient descent algorithm iteratively updates the old price vector $\lambda$ to the new price vector $\lambda'$ using:

$$\lambda' \leftarrow \Pi(\lambda - \eta \partial [V_d(\lambda)])$$

where $\eta$ is a decreasing sequence of learning rates, and $\Pi(\lambda)$ is the greedy projection of $\lambda$ onto the domain of $V_d$ [6], [7]. We then use the following commonly-used lemma to compute $\partial [V_d(\lambda)]$:

**Lemma 1:** For any function $g(\lambda) = \sup_{x \in \mathcal{X}} [\lambda^T (Qx + r) - s(x)]$, if $x^* \in \arg \max_{x \in \mathcal{X}} [\lambda^T (Qx + r) - s(x)]$ for some $\lambda$, then $\partial [g(\lambda)] = Qx^* + r$.

To use the lemma, we reformulate Eq. 15 as

$$V_d(\lambda) = \sum_{j=1}^{m} \max_{z} [\lambda_j z - f_j(z)] + \sum_{i=1}^{n} \max_{x_i} \left[ c_i^T x_i - \sum_{j=1}^{m} \lambda_j \ell_{ij}^T x_i \right] \text{ s.t. } C$$

Thus, if we define $z_j^* = \arg \max_{z} [\lambda_j z - f_j(z)]$ and $x_i^* = \arg \max_{x_i} [c_i^T x_i - \sum_{j=1}^{m} \lambda_j \ell_{ij}^T x_i]$, then

$$\partial [V_d(\lambda)] = \begin{bmatrix} z_j^* - \sum_i \ell_{ij}^T x_i^* \end{bmatrix}$$

according to Lemma 1. For example, we can always take $z_j^* = d_j$ for hinge loss functions, so $\partial [V_d(\lambda)] = d_j - \sum_i \ell_{ij}^T x_i^*$, which is the difference between the resource limit and usage.

To implement the projection II, we also need to know the domain of $V_d(\lambda)$. The domain of $V_d$ is determined by the domains of the dual functions $f_j^*$. Since we assumed that each $f_j$ is piecewise linear, we just need $\alpha^\infty_j \leq \lambda_j \leq \alpha^\infty_j$, where $\alpha^\infty_j$ and $\alpha^\infty_j$ are the smallest and largest slopes of the linear pieces. So, to calculate $\Pi(\lambda)$, we just set $\lambda_j \leftarrow \max(\alpha^\infty_j, \min(\alpha^\infty_j, \lambda_j))$.

**C. SLR Algorithm**

Plugging the above subgradient and projection operator into the update rule yields our final algorithm, which we call Subgradient Lagrangian Relaxation (SLR). Fig. 2 shows the pseudocode, where $\eta > 0$ is an initial learning rate and $T$ is the desired maximum number of iterations. The outputs are an average policy for each agent ($\bar{x}_i$) as well as an average price for each resource ($\lambda_j$).

Contrary to existing mechanisms for Lagrangian relaxation, a major difference is that the algorithm can be stopped if the dual value $V_d(\lambda)$ (Eq. 16) is close to the primal value $V_p(\bar{x})$ (Eq. 7). (Here $\lambda$ is the vector of $\lambda_j$ for all $j$, and $\bar{x}$ is the vector of $\bar{x}_i$ for all $i$, calculated on the last two lines of pseudocode.) This convergence criterion not only allows for performance bounds (see the next section) but also prevents the oscillation observed in problems with homogeneous agents.

We cannot directly execute the final aggregated policy $\bar{x}$: since the domains $X_i$ are typically non-convex, averaging feasible solutions (as in the pseudocode) does not typically yield a feasible solution. We propose a simple remedy for this problem: each agent should independently pick a random locally-feasible policy $x_i \in X_i$ according to a distribution which makes $E(x_i) = \bar{x}_i$. (One such distribution, perhaps the simplest and most general, is the uniform distribution over $x_i$ for $t = 1 \ldots T$; but, other domain-specific distributions may be preferable.) However, the resulting global policy $\bar{x}$ might have poor performance, or might not even be a feasible solution, due to the coupling constraints. We remedy this problem by increasing $\epsilon_j$ (described in Eq. 10) sufficiently large such that the probability of $\bar{x}$ being a near-optimal solution is reasonably high (see proof below).

Mapping our illustrative theme park crowd management to SLR, each patron $p$ corresponds to an agent $i$; for each patron $p$, the constants $r_{b,a}^p$ for all buckets $b$ and attractions $a$ together corresponds to the vector $c_i$ of that agent, and the variable $x_{b,a}^p$ for each bucket $b$ and attraction $a$ corresponds to a variable $x_{b,a}$ for the current iteration $t$ of that agent. Prices $\lambda$ correspond to the global constraints (2), and keep each bucket of each queue from getting too crowded.

It should be noted that SLR is applicable to cases where there is uncertainty associated with coupling constraints. An example of such an uncertainty would be in problems where the capacity of a resource is unknown at planning time. This is handled by executing SLR over different samples of the uncertainty [8].

**VI. Theoretical Results**

The analysis of SLR can be divided into two parts: first, demonstrating that we can solve the Lagrangian relaxation of the global planning problem, and second, demonstrating that our randomized selection rule doesn’t reduce our payoff too much compared to the relaxed solution.

For the first part, we can measure the performance of the subgradient iteration based on the duality gap, which is the difference between the primal and dual solution values $V_p(\bar{x})$ and $V_d(\lambda)$.

The dual value $V_d(\lambda)$ can be found from Eq. 16. If $\bar{x}_i$ is the current average solution for agent $i$ and $\bar{y}_j = \sum_i \ell_{ij}^T \bar{x}_i$, the

$$V_d(\lambda) = \sum_{j=1}^{m} f_j^* (\lambda_j) + \sum_{i=1}^{n} V_d^i(\lambda)$$

(15)
Inputs: $c_i, i, C_j, f_j, \eta, T$

Outputs: $\bar{x}_i, \lambda_j$

$\lambda_{j0} \leftarrow 0$

for $t \leftarrow 1, 2, \ldots, T$

\[ x_{it} \leftarrow \arg \max_{x_i} c_i^T x_i - \sum_{j=1}^m \lambda_j f_j^T x_i \]  
\( i = 1 \ldots n \)

\[ y_j \leftarrow c_j + \sum_{i=1}^n \ell_{ij}^T x_{it} \]  
\( j = 1 \ldots m \)

\[ z_j \leftarrow \arg \max_{z} [\lambda_j z - f_j(z)] \]  
\( j = 1 \ldots m \)

\[ \lambda_{jt} \leftarrow \lambda_{jt-1} + \frac{\sqrt{2} \delta}{y_j} (y_j - z_j) \]  
\( j = 1 \ldots m \)

\[ \lambda_t \leftarrow \max(\lambda_j^{\min}, \min(\lambda_j^{\max}, \lambda_{jt})) \]  
\( j = 1 \ldots m \)

\[ \bar{x}_{i} \leftarrow \frac{1}{t} \sum_{k=1}^t x_{ik} \]  
\( i = 1 \ldots n \)

\[ \bar{\lambda}_j \leftarrow \frac{1}{t} \sum_{k=1}^t \lambda_{jk} \]  
\( j = 1 \ldots m \)

Figure 2. Subgradient Lagrangian Relaxation pseudocode (see text for descriptions of inputs and outputs)

then the primal value is $V_p(\bar{x}) = \sum_i c_i^T \bar{x}_i$.

Standard results about subgradient descent \([9]\) imply that, after $T$ iterations, the difference between the smallest dual value and the largest primal value encountered so far is $O(1/\sqrt{T})$. So, if $\bar{x}$ were guaranteed to be feasible, we would be done: we would simply need to set $T$ large enough so that $V_p(\bar{x}) - V_p(\bar{x})$ is smaller than some error tolerance. This is the convergence criterion that we have used in SLR.

Unfortunately, the domains $X_i$ are typically non-convex, and $\bar{x}$ can be infeasible. So, we need the second part of our analysis: showing that our randomized selection rule extracts a near-optimal feasible solution from the average solution $\bar{x}$. Lemma 2 and Theorem 1 do so.

Intuitively, Theorem 1 tells us how SLR scales as the number of agents $n$ increases. It lets us choose our parameters (resource slack $t$, convergence tolerance $\gamma$ for subgradient descent, and failure probability $\delta$ for a single attempt at rounding) so that we get the best possible guarantee on the performance of the final global plan; and, it tells us that, with these parameters, the performance approaches optimal as $n \to \infty$. Furthermore, with these parameters, the expected runtime of SLR will be a low-order polynomial in the problem size.

In more detail, suppose for concreteness that we scale our problem so that the optimal value $V_p^*$ and optimal resource consumption $|y_j^*|$ remain approximately constant as $n$ increases. Then we can pick parameters as described in Lemma 3 so that (1) the runtime of subgradient descent is a low-order polynomial; (2) the expected number of rounding attempts is constant (so the total expected runtime is still a low-order polynomial); and (3) the suboptimality bound goes to zero as $n \to \infty$. SLR is therefore a polynomial-time algorithm which solves large planning problems near-optimally, with an error that decreases as we move to larger problems.

Thus, SLR as a whole runs in polynomial time and makes a polynomial number of calls to the local planning subroutines. If SLR succeeds, it finds a solution whose quality is close to $V_p^*$ (with an error that decreases as $O(1/\sqrt{n})$). Each randomization of the final policy $x$ has a constant failure probability, so we can achieve any desired failure probability by trying several independent randomizations and taking the best (increasing runtime by at most a constant factor). SLR is therefore a polynomial-time algorithm which solves large planning problems near-optimally, with an error that decreases as we move to larger problems.

Lemma 2: If each agent has a bounded influence on resource use and overall utility (Eqs. 8–9), and randomizes independently with $E(x_i) = \bar{x}_i$, then with high probability, $\sum_i c_i^T x_i$ is close to $\sum_i c_i^T \bar{x}_i$ and $\sum_j \ell_{ij} x_i$ is close to $\sum_j \ell_{ij} \bar{x}_i$. In particular, for any $t$, set

$$\delta = e^{-nt^2/2U_p^*} \leq mc^{-nt^2/2U_p^*}$$

with probability at least $1 - \delta$, the following holds.

$$\sum_i c_i^T x_i \geq \sum_i c_i^T \bar{x}_i - t$$

$$\sum_j \ell_{ij} x_i \leq \sum_j \ell_{ij} \bar{x}_i + t \quad \forall j$$

Proof: By the Hoeffding-Azuma inequality and Eq. 8,

$$P[\sum_i c_i^T x_i < \sum_i c_i^T \bar{x}_i - t] \leq e^{-nt^2/2U_p^*}$$

Similarly, by Hoeffding-Azuma and Eq. 9, for each $j$,

$$P[\sum_j \ell_{ij} x_i > \sum_j \ell_{ij} \bar{x}_i + t] \leq e^{-nt^2/2U_p^*}$$

A union bound then yields the desired result.

Theorem 1: Suppose influence limits are guaranteed by $E(x_i) = \bar{x}_i$, $\sum_i c_i^T x_i = \sum_i c_i^T \bar{x}_i$, and run SLR (Fig. 2) to some tolerance $\gamma$. Let each agent randomize independently with $E(x_i) = \bar{x}_i$. Set

$$\delta = e^{-nt^2/2U_p^*} \leq mc^{-nt^2/2U_p^*}$$

Then with probability at least $1 - \delta$, $V_p(x) \geq V_p^* = \Delta/n - (km + 1)t - \gamma$

Proof: By Eq. 11, setting $\gamma_j = t$ means that the overall value of the modified program is $V_p^* \geq V_p^* - \Delta/n - \gamma_m t$. Running SLR to tolerance $\gamma$ will yield a relaxed solution $\bar{x}$ with value $V_{relax} \geq V_p^* - \gamma$ in the modified program. Split $V_{relax} = \sum_i c_i^T \bar{x}_i - \sum_j f_j(t + \sum_j \ell_{ij} \bar{x}_i)$. By Lemma 2, with probability at least $1 - \delta$, the randomly selected solution $x$ will have

$$\sum_i c_i^T x_i \geq \sum_i c_i^T \bar{x}_i - t$$

and, for all $j$,

$$\sum_j \ell_{ij} x_i \leq \sum_j \ell_{ij} \bar{x}_i + t$$
which implies
\[ f_j(\sum_i \ell_{ij}x_i) \leq f_j(\sum_i \ell_{ij}x_i + t) \]
since \( f_j \) is monotone increasing. So, with probability at least \( 1 - \delta \),
\[ \sum_i c_i^T x_i - \sum_j f_j(\sum_i \ell_{ij}x_i) \geq V_{relax} - t \]
Since the left-hand side above is \( V_p(x) \), substituting in \( V_{relax} \geq V^*_e - \gamma \) and \( V^*_e \geq V^*_p - \Delta/n - \kappa m t \) yields the desired bound. ■

Lemma 3: We can pick parameters \( t, \gamma, \) and \( \delta \) to satisfy properties (1)–(3) from above.

Proof: For (2), if we keep the failure probability \( \delta \) bounded for each attempt at rounding, we need an expected-constant number of attempts before success. We can do this by picking \( t \) large enough: e.g., we can pick \( t = \Omega(\frac{\ln 1/\delta}{\delta}) \) to achieve any desired failure probability \( \delta \), say \( \delta = 0.01 \). For (3), in the bound on \( V_p(x) \), the first term \( (V^*_p) \) will remain constant as \( n \to \infty \). The second term \( (\Delta/n) \) will go to zero as \( n \to \infty \). The third term will also go to zero, since \( t \to 0 \) as \( n \to \infty \). The fourth term (the convergence tolerance \( \gamma \)) is under our control: e.g., we can take \( \gamma = \frac{1}{\sqrt{n}} \) so \( \gamma \to 0 \) as \( n \to \infty \). For (1), the number of iterations of SLR depends polynomially on \( 1/\gamma \) (and therefore on \( n \)); the time for each iteration of SLR depends polynomially on \( n \) and \( m \); and each iteration makes polynomially many calls to the local planning subroutines. ■

VII. EXPERIMENTAL RESULTS

In this section, we show that SLR is able to find near-optimal solutions for large-scale problems using the illustrative theme park management domain. Using the notation from the “Illustrative Domain” section, we categorize each problem with the following parameters: (a) horizon \( H \); (b) number of attractions \( |A| \); (c) service rates \( \delta_{a_i} \); (d) number of patrons \( n \); and (e) number of distinct patron preferences \( k \). In our experiments, we fix \( |A| \) to 10. We vary \( \delta_{a_i} \), from 5 to 15 for all attractions, \( H \) from 5 to 10, \( n \) from 500 to 1500, and \( k \) from 5 to 10. These parameter ranges imply that the smallest problem has 500 agents (= \( n \)) and 250 resources (= \( H^2 \times |A| \)) and the largest problem has 1500 agents and 1000 resources. We run our experiments on a quad-core Intel Xeon 3.16GHz CPU with 16GB memory. Fig. 3 shows a set of representative results, where we plot the primal and dual values across iterations. We make the following observations:

- Fig. 3(a) shows that as \( H \) increases, the converged solution improves as well. Intuitively, the reason is that the optimal solution quality increases with the horizon – some patrons are now able to visit unvisited attractions that they would otherwise have skipped if \( H \) was smaller.

- Fig. 3(b) shows that as \( n \) and \( \delta_{a_i} \) increase, the converged solution improves as well. Intuitively, the reason is that the optimal solution quality increases with the number of patrons and service rates – the number of patrons serviced increases with these two parameters.

- Fig. 3(c) shows that as \( k \) increases, the converged solution remains very similar. Intuitively, the reason is that the optimal solution quality likely remained unchanged – the maximum number of patrons that can be serviced is already reached. The maximum number of patrons that can be serviced is 500 (= \( |A| \times \delta_{a_i} \times H \)), which is less than \( n \).

- All three figures show that the duality gap, which reflects the error bound, is very small upon convergence indicating that the solution is near optimal.

Additionally, we compare SLR with the centralized MIP described in the “Illustrative Domain” section as well as TREMOR [10] (a DEC-POMDP algorithm that uses model shaping) on smaller sandbox problems to quantitatively gauge the actual error. For these problems, we fix \( |A| \) to 5, \( \delta_{a_i} \) to 5 for all attractions, \( H \) to 5 and \( k \) to 5. We vary \( n \) from 5 to 100. Table I shows our results, where the numbers in brackets indicate the percentage error. Unfortunately, we could not compare our approach on larger problems as the centralized MIP failed to converge in CPLEX after one hour even for our smallest problem. In contrast, SLR converges to a solution after about 1000-4000 iterations, where each iteration takes about 0.5s. In these problems, TREMOR was able to find solutions of similar quality as those found by SLR. However, TREMOR does not provide any quality guarantees on the solutions found unlike SLR. It is also possible to construct specific problems where TREMOR will perform arbitrarily bad.

VIII. RELATED WORK

Our crowd management problem is also very similar to Prize Collecting TSPs (PC-TSP) [11], where an agent plans a path through the theme park to collect “prizes” at each attraction. However, PC-TSPs are not directly applicable: PC-TSP is a single-agent problem, while our crowd management problem is a multi-agent problem.

Lagrangian relaxation has been used extensively in solving large-scale optimization problems [3] with most of the work done on designing “good” subgradient descent formulas to achieve quick global convergence [12], [13] as
well as adapting standard Lagrangian relaxation to handle oscillations caused by agent homogeneity [14]. Unfortunately, the ideas on oscillation in the papers above do not scale well, as the slave problem for each homogeneous agent needs to be solved in sequence.

As far as multi-agent planning is concerned, researchers have previously used Lagrangian relaxation with some success; however, past work often either assumes infinitely divisible resources [15], [4], or tries to get an exact solution and therefore doesn’t scale to really large problems [16]. Researchers have also studied restrictions to the type of planning problem considered, in some cases providing strong approximation guarantees using polynomial-time algorithms [17], [1]. In contrast, our work allows near-arbitrary local planning problems for the individual agents, and a very general mechanism for agent interaction. Instead of restricting the problem type, we gain leverage from the assumption of bounded influence for any individual agent.

There has been research in weakly coupled MDPs [18], [19] where resource coupled interactions have been considered. However, the approaches have either focused on a simpler problem (sequential dependence on resources) or have considered optimal approaches that are not scalable. Researchers have also proposed heuristic model-shaping approaches for solving a sub-class of DEC-POMDPs [10]. While their approach is applicable and can scale to the problems of interest in this paper, they do not have guarantees on convergence and final solution quality. In fact, even on small problems, we were able to demonstrate significant difference in solution quality.
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