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Abstract

Significant effort has been invested in developing expvesand flexible access-control languages
and systems. However, little work has been done to evalhagettheoretically interesting systems in
practical situations with real users, and few attempts baem made to discover and analyze the access-
control policies that users actually want to implement. His paper we report on a study in which we
derive the ideal access policies desired by a group of usephi/sical security in an office environment.
We compare these ideal policies to the policies the useusiletmplemented with keys and with Grey, a
smartphone-based distributed access-control systemhdeguantitatively that Grey allowed our users
to implement their ideal policies more accurately and selguhan they could with keys, and describe
where each system fell short. As part of this evaluation vemtifly conditions that users commonly
required in their desired policies and explain how thesalitmmms can or cannot be implemented with
keys and Grey. Our results and experience can serve to inferdesigners of access-control systems
about which features these systems should include if treeyoesuccessfully meet users’ needs.

1 Introduction

Access-control systems can support different kinds of securityipslaepending on the characteristics of
their design. An access-control system is effective if the policies it@uppnatch those that its users want
or require. Thus, to thoroughly evaluate an access-control systermdtéssary to have real-world data
about both users’ ideal policies and those they actually implement with thersyste

Unfortunately, real-world policy data is hard to come by. Even when thetiogishallenges of col-
lecting data can be met, people and organizations are reluctant to shsiteveatata about their security
policies and practices. As a result, designers of access-controhsyste left to speculate about what
functionality users need. Thus, designers have created a wide vdreatgass-control mechanisms, policy
languages, and systems, but often have little understanding of whicladseeaffective in practice.

We have developed Grey [3], an access-control system built ontavedfanew paradigm oflistributed
access control. In the Grey system, smartphones can be used to @smsses such as office doors. To
access a resource, a smartphone sends a proof, which includes gigdentials from resource owners and
other participants, demonstrating that the phone owner is allowed to aceassdturce. A computer asso-
ciated with the resource allows access (e.g., by unlocking a door) if tlé iprealid. Access-control policy
is distributed in that no single device or computer involved in the system sta&estine policy governing
a resource. Credentials spread across many devices form the pdieytede. The great advantage of such
a system is that it enables resource owners to delegate access to thaiceéssvithout the intervention of a
central authority. Policy can be set by any user in the system, and potidyecaet proactively, i.e., before



any request for access, or reactively, i.e., in response to a refguestcess. Grey allows for logging all
accesses to a resource.

We have deployed Grey to 29 users in our building, 8 of whom controj-8mabled office doors, and
all of whom previously used physical keys to access floor resoundsare thus in the rare position of
having a new access-control technology that has actually been dd@aoges in use, and for which users
have volunteered to make their access-control policies and usage did#blavto us with both the new
technology and the old (physical keys). We have collected data on Gegy'ideal, physical key, and Grey
policies. ldeal policies, elicited from interviews with Grey users over thasm of several months, are
the policies they would like to have in place independent of the restrictionsygbarticular access-control
technology. Key policies are the policies our users implemented using phksisa before or in parallel
with their use of Grey. Grey policies are the policies our users actually impkecherth Grey. These three
sources of policy data enable us to determine how closely Grey policies impl@eahpolicies and how
closely key policies implement ideal policies. We are thus able to evaluate @lieiep both in absolute
terms and relative to key policies, and we are able to determine which feafuBrsy are actually useful
and used in practice.

Our results show that Grey policies are significantly closer to users’ igies than are key policies.
In our data, Grey policies never erroneously allowed access, aodesuisly denied access rarely. Key
policies, under the most generous assumptions about how securebrkdyendled in practice, erroneously
allowed access in a moderate number of cases and erroneously derged mcthree times as many cases
as Grey did. However, under more realistic assumptions, the erronecessas allowed in key policies
shot up by more than a factor of four, while still erroneously denyings&m three times as many cases as
Grey did. In addition, we find that Grey policies are closer to ideal poli@esiultiple reasons. First, Grey
delegations can be created and distributed easily and at the moment theedesl nwhile keys must be
distributed before the moment of access, and are typically made availablevtwoathight ever conceivably
need them, as well as some who should not have them. Second, Greytsdpgging accesses, which is a
common requirement in users’ ideal policies, while keys do not.

While our study focuses on two specific access-control technologeebelieve that our methodologies
can provide guidance on how other solutions might be evaluated agamsinother, and that our results
suggest factors that are important when developing other accessidechnologies in order to meet the
needs of users. More specifically, our three primary contributionsssi@laws:

1. We document a collection of ideal policy data, which shows what conditisers want to place on
access to their resources;

2. We detail a metric and methodology for comparing the accuracy of implemeatietg; and

3. We show that an end-user-based access-control system oumpekeys in overall security and effec-
tiveness of implementing users’ desired policies, and identify the featfithatsystem that account
for these improvements.

2 Grey

Grey [3] is a distributed access-control system that uses off-thé-shartphones to allow users to ac-
cess and manage resources. Unlike a system where all access-politsois managed by a centralized
administrator, Grey enables each user to delegate her authority to othbes, discretion. In this way,
access-control policy is managed by end users in a distributed fashion.

'Some access-control scenarios require that policy is specified lbeatrd cannot be extended by participants, which nullifies
the advantages of using a system like Grey. Here, however, we focaslecentralized system in which individual owners can
delegate access to their resources.
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Figure 1. Screenshots showing (a) Bob’s phone asking Alice for fi@l@\lice being prompted to reactively
allow access, and (c) Alice proactively extending her policy.

To access a resource (e.g., an office door or computer login), a Gegycauses her phone to contact
the resource via Bluetooth and send it a set of credentials and a prodh¢heredentials imply that this
access should be granted. Each credential is a digitally signed certifiabbediudes a statement, in formal
logic, of the authority it represents; the proof of access is likewise in fbloga. The statement of policy
that must be proved is conveyed by the resource to the phone at thaibggf each access attempt, and
includes a nonce to prevent replay attacks.

Our focus here, however, is not on the technologies that underlie, Gueyrather on the modes of
creating policy and accessing resources that it enables (modes thétcomgeivably also be supported
by systems with entirely different technical underpinnings). Most impdytaoy allowing users to create
and modify policies via their smartphones, Grey enables policy to be creatied time and place of the
users’ choosing. Palicies can be created proactively, either throwghaad interface or by associating
access rights with entries in a Grey address book, or reactively, immsspo an attempted access that
cannot succeed unless a principal with authority over the resourcedsxter policy to allow the access.
The policies that users can create include granting another user (dmeaccess to a resource, (2) all
authority the grantor possesses, and (3) the authority to access eceefmua period of time. Groups and
roles are also supported. For example, a user can aggregate segetates under one name (e.g., “lab
doors™), and then in one stroke delegate access to all of them. Similantg,ae®create groups that include
several principals (e.g., “my students”), making it possible to give all mesrdiess to a resource in one
step. For each credential, the user who creates it can specify the timalmtaring which the credential
will be valid.

A simple example illustrates how this functionality is used in practice. Alice, a psofeis Bob’s
advisor. While Alice is travelling, Bob attempts to access her office to borrxthook. Since it doesn’t
yet contain sufficient credentials to let him into Alice’s office, Bob’s pli@nggests that contacting Alice
might help. Bob allows this, causing Alice’s phone to inform her of Bobtseas attempt and prompt her
to modify her policy to allow this access. Alice instructs her phone to create-time delegation that will
allow Bob access in this one instance. Her phone sends the appropeidémials to Bob’s phone, which
is then able to open the door for him. This is an examplesattivepolicy creation, as Alice modified her
policy in response to an access attempt. Later, realizing that Bob and leerstidents will undoubtedly
need to borrow books again, Aliggoactivelycreates credentials making each of her students a member of
a new group that she calls “Alice’s students”. Furthermore, she crestdentials that allow any member
of this group to access her office and her lab. When the credentialssated, Alice instructs her phone to
automatically distribute them among her students, so that the credentials izablafar use when they are
next needed. Figure 1 contains screenshots of some of the interfatéditlke and Bob would have used in
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Figure 2: Floor plan of the 2nd floor of the office building, with Grey-dedldoors circled. Eight of the
circled doors (we do not identify them specifically to protect the identitiesumfysparticipants) and three
Grey-enabled doors on another floor were used in the study.

performing these tasks.

3 Methodology

We lay the groundwork for our results by describing the context in whiohstudy took place and de-
veloping a methodology for evaluating the effectiveness of the implementaiegaelative to the ideal

policy.

3.1 Environment

The study was conducted in a university office building. Each of oveetldozen doors was outfitted with
an electric strike connected to an embedded computer that could unlockkbe Bach embedded computer
was Bluetooth-equipped, so that Grey-enabled phones could inteitadt.wThe Grey phones and doors
were set up to log all Grey-related activity.

The second floor of the building (shown in Figure 2) includes a large ‘spéce that is locked after
6pm and on weekends. Inside the perimeter is a common area with cubicktadents and staff. Along
the perimeter of the common area are offices, labs and storage roomginsadyby faculty and staff.

Eight offices inside the common space were Grey-enabled. On the fost(flot shown in Figure 2)
was a large machine room which was also Grey-enabled. The occupatitsight offices were Grey users
and the machine room was accessed primarily by Grey users. These aiaghlresources that are used in
this study.

3.2 Users

In January 2006 we began distributing Nokia N70 smartphones with Gfeyase installed. The users
who received Grey phones were selected from faculty, staff, adestsiwho either had a desk in the office
building or had a regular need to access Grey-protected areas. Wtsielgct users who were in working
groups with other Grey users to maximize the usefulness of Grey. We initiafigeashout smartphones
to only a few users. As the system became more stable and usable we eédcteasumber of users
incrementally. At the time of this writing all 29 study participants had been usiry €ar at least three
months and all participants with offices had been using it for at least six month



The 29 Grey users participating in the study include nine computer sciencergineering faculty
members, eleven computer science and engineering graduate studesrstesnical staff members and
two administrative staff members. Twenty-four are male and five are femalpreBerve privacy we refer
to Grey users by fictitious names in this paper.

Each Grey user could be classified assource owneri.e., the primary owner and policy creator for an
office or lab; aresource usewho accesses resources controlled by others; or both. Our studgeaiohight
resource owners and 28 resource users. All but one of the mEsowners were also resource users; the one
exception was a user who was not able to carry a phone and therefdcernmot use it to access resources,
although he was able to create policies via a proxy for the resource h®léeth The ten participants who
either helped develop or had an uncommonly deep understanding of @reycaunted only as resource
users even if they owned resources—the policies they created wéndesdrom the study to avoid biasing
the results.

3.3 Procedure

We collected data for our study by interviewing users and by logging theioli&rey.

Initial interview  Before giving a Grey phone to a user we conducted an initial intervievekpaored how
the user managed her physical security in the office setting. We bedamégd interview by asking about
the different resources (doors, computers, storage closets) in tikespace, asking for each resource who
else might have need to use it and how that person obtained access soilreee We took advantage of the
work structure of the university and asked about other relevanti@&dp might need access to resources.
For instance, an instructor might be asked how she passed homewdrtestmnto her teaching assistants.
A student might be asked if he ever needed access to his advisoré afiit; if so, how he obtained it. We
also asked participants to show us their key chains and asked whatoesach key opened and how the
key had been obtained.

Each user was then given a Grey phone and basic instruction on how tg iluding how to open
a door and how to request access from another person. We alsm@tf@ach user that if she became too
frustrated at any time or if Grey failed to work it was acceptable to unlockeg-®nabled door with a key.

Regular interviews After one month each user was interviewed again with the goal of unddnstan
her initial use of Grey. This interview explored the user’s use or lacksefaf Grey’s features as well as
problems she encountered. We also asked how and why each usersead&uey’s delegation capabilities.
For the remainder of the study we interviewed each user every 4 to 8 wasgkesnding on user avail-
ability and activity. Since access-control policy modification is a task thairsa@arely we used log data
to schedule interviews shortly after users participated in any type of delegectivity. During these in-
terviews we asked about changes to their access-control policy angadens for them. If users failed to
re-implement a part of their key-based policies in Grey we made a point whask it. Conversely, if a user
implemented something in Grey that did not exist in her original policy we adiedtahat, too. We also
attempted to determine how each user’s interactions with and attitudes abguth@nged over time.

Logs Both the doors and the phones logged all Grey-related activity. Docosdied every time they were
contacted by a phone, whether or not the attempted access succeatietad credentials were used as
part of a successful access. Phones logged all interaction with théneheding how users traversed menus
and what methods were used for making delegations and accessing &werds such as delegations or
multiple failed access attempts were flagged and used to plan interviews.



Principal An individual who is being granted or denied access.

Access rule A rule specifying a principal, a resource, and a condition such that the
principal can access the resource provided that the condition is met.

Access-control policy| The collection of all access rules for a single resource.

Withess A person trusted by the owner to observe an access, to ensure that the
principal performs only the actions they are allowed to perform.

Trusted person An individual who is trusted by a resource owner to make access-tgntro
decisions on their behalf; oftentausted persotis also awitness

Hidden key A physical key which has been hidden and can only be used by those who
know where it is.

Notification A message sent immediately from the resource to the resource owner upon
an access.

Figure 3: Terminology.

3.4 Analysis

We created a representation of each resource owner’s ideal paliog, information from both implemented
policies and data from our interviews. During the interviews we took spearal to explore not only why
the user had chosen to grant access to certain people but why somewlsemwould benefit from access,
were denied it. We used the combination of the key-based policy, the policyrmepted in Grey, and the
user’s explanations of both policies and her desired policy to derivadbess rulesas defined in Figure 3,
that comprise the ideal policy. Both the implemented and the ideal policies haaecass rule for each
principal/resource pair in our study (i.e., not only when access is expliciiytgd).

To evaluate the accuracy of the policies implemented by physical keys aydW&r compared the access
rules in those policies to the access rules of the ideal policies. Due to trectdréstics and limitations of
keys and Grey as access-control mechanisms, the conditions undéradciesses were allowed differed
between the policies implemented by the two mechanisms and the ideal policieset\th@sonditions to
determine how well the implemented policies matched the ideal policies.

The set of conditions for rules in the ideal policies (Figure 4) was alsergésd using interview data.
The first condition for ideal access (I11) allows the principal to accessatource directly with no limita-
tions. More stringent conditions require that the access be loggedr(tBpbthe owner be notified (13).
Three other ideal access conditions require someone else to let the alrincign interviews this other
person was always the owner (14)—who might also require a withess axrtess (I5)—or a trusted person
(16). The most stringent condition is permitting no access (17). The condifior keys and Grey follow a
similar pattern. Conditions K1 and G1 allow the principal access to the reseuitic no conditions, and
conditions K2 and G2 allow access via a trusted person. Condition K3 is umgeguiring knowledge of
a secret in order to gain access, specifically of the location of a hiddefokthe resource. Conditions K4,
G3, and G4 require the principal to ask the owner (and that a witneseberftrin conditions K4 and G4).
In the case of Grey, conditions requiring the involvement of anotheppdtke resource owner or a trusted
person) do not necessarily imply that person must be physically prebene the access occurs, though in
the case of physical keys they do. Again, the most stringent conditienthase prohibiting access (K5,
G5). The conditions are discussed in more detail in Sections 4—6.

After determining these sets of conditions, we compared individual acokssbased on which con-
ditions imply others. Specifically, the notatich = B should be read as: the conditichis at least as
stringent as conditio®3, and so if conditionA is met, then so if3. Note that False (no access, the most
stringent condition possible) implies any condition, and any condition implies {miconditional access,



Ideal Access Conditions Physical Key Access Conditions

I1. True (can access anytime) K1. True (has a key)

2. Logged K2. Ask trusted person with key access
I3. Owner notified K3. Know location of hidden key

I14. Owner gives real-time approval K4. Ask owner who contacts witness

I5. Owner gives real-time approval and witness present | K5. False (no access)

16. Trusted person gives real-time approval and is presefiGrey Access Conditions

I7. False (no access) G1. True (has Grey access)
G2. Ask trusted person with Grey access
G3. Ask owner via Grey

G4. Ask owner who contacts witness
Gb5. False (no access)

Figure 4: Conditions for access rules in ideal policies, as well as in gmblieies implemented with physical
keys or Grey.

the trivially satisfied condition). In addition, we made several assumptiongving implications between
the conditions:

Ask owner via Grey (G3) = Logged (12): Asking the owner using Grey sulfficiently logs the access.
Ask owner via Grey (G3) = Owner notified (13): Asking the owner notifies her of the access.

Ask owner who contacts witness (K4, G4} Logged (12). Asking the owner directly sufficiently
logs the access in both key and Grey implementations.

Ask owner who contacts witness (K4, G4} Owner notified (13): Asking the owner notifies her
of the access for both key and Grey implementations.

Aside from these, we made no assumptions about relationships betwebtioren
Using these assumptions, we counted false accepts and false rejects inlémaemtpd policies, where

¢ A false accepits defined to be a principal/resource pair for whictplementeds- Ideal, i.e., for which
the condition in the implemented access rule is not at least as stringent asitigocoin the ideal
access rule, and hence could result in accesses being allowed epteat;owithout the ideal policy
being satisfied.

¢ A false rejecis defined to be a principal/resource pair for whidhal == Implementedi.e., for which
the ideal policy is not at least as stringent as the implemented policy, and spemaif accesses that
the implemented policy denies (rejects).

Note that an access rule could conceivably be counted as both a fedés® and a false reject,linplemented
# ldeal andIdeal = Implemented For example, if the two conditions af@wner notified(I3) and Ask
trusted person with key acce@€2), then an access might be granted without the owner being notified (fa
accept) and an access may be refused if no trusted person is avaianléf the owner had been notified
(false reject). However, we encountered no such situations in this study.

We emphasize that false accepts and false rejects denote principakieepolicies, and not particular
occurrences of that principal attempting to access that resource. mdiiur measures of false accepts
and false rejects are independent of the frequency with which anyydartpolicy is evaluated in the system.

4 |deal Policies

The ideal policies of the users in our study—the policies they would implemewt iEonstrained by the
limitations of a particular access-control system—contained 243 access Hlthis section we describe
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Figure 5: A representative portion of Mark’s ideal policy. This policysists of principals (circles), re-
sources (pentagons), access rules (arrows), and conditiores(boxines).

Ideal access condition Number of
occurrences
I1. True (can access anytime) 19
2. Logged 10
I3. Owner notified 3
I14. Owner gives real-time approval 4
I5. Owner gives real-time approval and witness present 7
16. Trusted person gives real-time approval and is present 1
I7. False (no access) 199

Figure 6: The number of occurrences in ideal policies of each type af admdition.

the set of conditions that resource owners commonly required wheifyspg@ccess rules and we discuss
the scenarios that gave rise to each condition.

The number of access rules that depended on each type of conditiomnsasized in Figure 6. For
illustration, we depict a representative portion of Mark’s ideal policy iruFégb.

True (access always allowed) Nineteen access rules granted unconditional access; that is, the aonditio
under which access was granted was trivially (always) true, and iheijals listed in the access rules had
unconstrained access to the resource. Five of the eight resounszoereated at least one rule with this
condition.

Logged Ten access rules required that the access be logged. The intentiochofusess was to allow
access at any time, but only if a record of the access was made availabéerastiurce owner. Only two
resource owners made use of this condition.

Eric’s policy specified logging for all of his students and his secretarg. vidwed logging as very
important because it would force his students to be accountable for whatith He refused to give his
students any access to his office unless it was logged, even though gogass would have been mutually
beneficial.

Mark’s requirement for accountability was similar: since his lab housesresige equipment he wanted
all accesses to the lab logged. If the access-control system proteihgbhdid not support logging,
Mark was willing to give the six people with critical access needs access tathigithout logging, but he
unconditionally denied access to others.



Owner notified Three access rules required that a notification message be sent toailneesswvner for
the access to be granted. This message could be an email or a text megdagetb be sent immediately
after the access.

Mark explained how only a small number of his students had a good reasaotetahe lab under normal
conditions. However, if there was an emergency or if one of the sestgpped functioning in the middle
of the night he wanted any of his students to be able to get in to fix the problertrusted his students to
make good decisions about what constitutes such an emergency butl waheenotified of the access.

Owner gives real-time approval Four access rules required that the resource owner approvesesass
a case-by-case basis. This condition was used in scenarios in whiagkstheae owner wished in general
to deny access, except under circumstances that he deems excegdtiortabrmore, the resource owner
wished to defer the decision about whether a particular circumstancegptextal until it arises.

All four access rules that required this condition were part of Pat's ypalmcerning his office. Pat
didn’t have any shared resources in his office that other people weeld and consequently saw no reason
to give anyone access. However, occasionally packages with expeggiipment arrived for him when he
was not there to receive them. In these cases, Pat was willing to givesacene of his students so the
student could put the packages in his office.

Owner gives real-time approval and witness present Seven access rules required not only that the re-
source owner give approval on a case-by-case basis but thatl pénty witness the access. This condition
was typically used when it was difficult to envision how a technological salutauld enforce the desired
policy.

Ryan told us how he once had to deal with a teaching assistant (TA) with videodidn’t get along.
When the TA needed to get into Ryan'’s office to retrieve tests or otherpaplated to his class, Ryan
would have his secretary let the TA in and remain present to ensure the tilid nothing else.

Donald, an administrator, had a similar problem: he did not like anyone goindhistoffice to get
software, printing supplies, or other resources when he was narrescause they might unintentionally
get the wrong item. If someone really needed an item from his office whileasegene, he would ask
another administrator to let the person in and observe what they took. akikewvas always certain who
took what item.

Trusted person gives real-time approval and is present One access rule allowed a trusted person to
make access-control decisions on the resource owner’s behalfactiess rule also required that the third
party witness the actual access.

The one use of this condition in our study occurred between Lisa, hestasc Emma, and a trusted
person, Paul. Lisa had not gotten along well with her previous secrataryequired Emma to ask Paul
whenever she needed to get into Lisa’s office. Emma rarely neededitt@éisa’s office so asking Paul
each time was not too inconvenient and Lisa felt that having Paul witnetsaeaess made Emma more
accountable.

Although this condition appeared only once among our users, it was commeadywhen referring to
people and groups outside the scope of our study. A perfect examplggdvMark’s lab, which is shared
among several faculty, all of whom were authorized to make decisionsavk'dvbehalf. Mark explained:

On the lab we have a laminated sheet with contact info. ... it says here'sgdtephat are
responsible for the room, here is their office, mobile, or home phone ngmbiehe room is
on fire call these guys right away.
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Figure 7: Mark’s physical key policy. Four users know about the éaidkky and one user (dotted line) could
easily learn about the hidden key. The last user, Mary, has direesata the lab.

Hidden keys assumption False accepts False rejects
Only authorized people know 8 11
about hidden keys

Each person knows of at mogst 64 8

one hidden key

All people know about all hid- 168 3

den keys

Figure 8: Counts of false accepts and false rejects for key policies timée different assumptions about
who has knowledge of the location of hidden keys (see text for explamafithese assumptions). False
accept and false reject counts are a measure of how well key policieBadatizal policies.

False (access always denied)One hundred thirty-six of the access rules in users’ ideal policies wlitcon
tionally denied access.

5 Physical Key Policies

Figure 8 shows counts of the false accepts and false rejects we abgekey policies. The rows of the
table correspond to three different assumptions we made regdnmiditign keysHiding keys was a common
practice in which a resource owner placed a key in a public space butwadg its location known to a
select group of principals. Use of a hidden key is evident in Mark’s patjcy, illustrated in Figure 7.
Although hidden keys solve some of the problems associated with distributisg thieyng keys is a very
insecure practice. Unauthorized principals can easily find out the locatibidden keys by learning of
their location from others, observing others retrieving them, or serendghjt@oming across them. Thus,
we counted false accepts and false rejects in key policies using threeiiflsssumptions about hidden
keys. In our most conservative assumption about how hidden keyssate we assume no unauthorized
principals learn of their location. In a moderate assumption, we assume\ay incipal knows of at
most one hidden key. In the most liberal assumption, we assume all prinkifaisabout all hidden key5.
We learned from interviews that, in fact, many unauthorized users kneWodth&ons of hidden keys. In
fact, our moderate assumption is probably the most realistic. The rows oERBglnow the false accept and
false reject counts for key policies under these three different assurap

We observed five causes for discrepancies between ideal policiéeripolicies:

2pctually, since some hidden keys were hidden in offices, rather thandlicppaces, our most liberal assumption is that all
principals know of all hidden keys they are able to access; thus keysriddoublic spaces are known to all, but keys hidden in
offices are only known to those able to access the office.
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Figure 9: Counts of false accepts and false rejects by cause, underotterate assumption that users
know of no more than one hidden key to which they are not supposed ¢oataess. Causes are listed in
descending order of frequency of occurrence.

. Hidden keys were available to unauthorized users;

1
2. Logging was not supported;

w

. Approval upon request when the owner is not physically pres¢heaesource was not possible;
4. Notification was not supported;
5. Key distribution was inconvenient.

Figure 9 shows counts of false accepts and false rejects by the fivescander the moderate assumption
about knowledge of hidden keys. We discuss each of the causebayf giscrepancies below.

Hidden keys Depending on the assumptions about how many unauthorized usershiete gearn the
location of hidden keys, there could have been zero to 160 false achept® hidden keys. Under our
moderate assumption, which we believe to be the most realistic, there would faks®&4ccepts due to
hidden keys, as depicted in Figure 9.

Owners use hidden keys to address the inconveniences of key distiblitis much easier to convey
the location of a hidden key to a person than to make a new key and give it toettsmn. Thus, when an
owner’s ideal policy calls for multiple principals to have access to a resparavhen an owner frequently
allows access to new principals (as in a university, where new studeivis @very year), a hidden key is
often used to simplify key distribution.

Thomas is part of a large research center that is made up of twenty fdoulgyfwo graduate students
and twelve staff members. The research center maintains more than fopata@ssn three buildings, some
of which require multiple keys to enter. Distributing and maintaining the 500 or keye required to give
each person access to each resource is impractical, especially sirm&noperson has a regular need to
access each resource. Thomas’s research group solves thenptobfgoviding keys only to those who
need them and maintaining a set of hidden keys for use by everyone else.

However, hidden keys introduce a number of problems. Although thegamy to distribute, they are
hard to revoke from any subset of users; changing the hiding plackee everyone’s access to the key, and
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the new hiding place needs to be disseminated to those still allowed access ¢g.tRenkthermore, as our
various assumptions imply, it is quite easy for unauthorized users to lealoctt®n of and gain access to
hidden keys. Finally, hidden keys can be lost or stolen, thereby notewvibking access to authorized users,
but also raising the possibility that the resource has been irrevocablyrooriged (at least until the lock is
changed).

Logging not supported There were 10 cases in which a resource owner desired to allow atitegas
logged. In seven of these cases, access was granted without thegl@ggidition being fulfilled, thus
leading to false accepts; in three cases no access was granted, leddlag tejects.

Eric’s ideal policy gives his students access to his office, but Ericechosto give them access using
keys. Instead, if one of them needed access, he would contact hesasgcwho would let the student in.
When asked why he didn't give his students keys, he explained thaademly willing to give his students
access to his office if they knew they could be held accountable for thigimac Mark also wanted all
accesses to his lab logged, but for him it was more important that his sthftadents gain access than
it was that they be logged. Thus, Mark distributed keys, even though g¢iggnip condition would not be
satisfied.

Approval upon request not possible There were four cases in which an owner would have granted access
to resources upon request, but was not willing to distribute keys. Sinaather presumably would not be
present for some requests, and keys cannot be shared at a distaraminted these cases as false rejects,
unless one of the relevant principals may have had unauthorized krgemtddh hidden key. Thus, under
the moderate assumption, two of these false rejects became false accegts¢htbe principal was allowed
access without fulfilling the desired condition), and under the liberalnaggan, all four of these false
rejects became false accepts.

All four false rejects were for Pat’s office, to which only he had acceSmce his office contained
nothing normally needed by other people, he saw no reason to giveanigmaccess. When asked if there
was any reason why someone else would need access, and if so, lgavothid get in, he replied that they
would probably have to call him. He explained:

| have a copy of our passwords for the, uh, the lab, so if there wasiargency . . . itis possible
that someone might want to come in and look at the root password arahsgerething like
that. It's pretty rare, but it's possible, though. And you can imagine if taaplened after hours,
they would wanta, we gotta get in and get that. So they might call me.

Notification not supported There were three cases in which resource owners desired to allogsatce
they were notified that the access had taken place. Since keys do pottsogtification, these three cases
inevitably led to discrepancies with the ideal policy. In two cases, no keysaogas granted, leading to
false rejects; in one case, key access was granted via a hidden kbygléa a false accept. Under the
liberal assumption about hidden keys, the false rejects became falggsalseeause the relevant principals
could gain unauthorized access to a hidden key.

While Pat gives no one regular access to his office, there are at |easttter faculty who are responsible
for Pat's lab and might have a legitimate need to access his office in an emer@anmrently, Pat assumes
that if the emergency was really large enough, or he couldn’t be rdattiey could just get campus security
to open the office. However, in the ideal case he would like to give thesdtyahe ability to access his
office at any time provided that he is notified.

Key distribution inconvenient Distributing a key entails the overhead of making the key, handing it to the
person to whom it is to be given, and keeping track of who has the kay.indonvenience of distributing
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Deferred delegation assumption False accepts False rejects
Deferred delegations counted as false rejects 0 13
Deferred delegations counted as given 0 3

Figure 10: Counts of false accepts and false rejects for Grey polictes two different assumptions about
what constitutes the Grey policy. Since Grey allows nearly instantanedegation, Grey users in some
cases chose to defer giving delegations until they were needed. Stefirof this table shows false accepts
and false rejects counting deferred delegations as false rejects. cdmelgew shows false accepts and false
rejects counting deferred delegations as though they had actually veen gi

keys led to one case in which the owner’s ideal policy called for accessatidwed, but the owner did not
grant key access.

When asked why she hadn't given Lisa a key to her office, Emma resplotinat she wouldn’'t mind
giving Lisa a key if Lisa ever asked, but that it really wasn’t necessas a secretary, Emma works for
several faculty members, of which Lisa requires the least time.

Of my 100% | uh spend 60% on [one supported faculty], 30% on [anatiygported faculty]
and only 10 on Lisa. . . If she needs to sign something | just put it undetda.

Emma also told us that getting keys to her office made for her work-studyrdtutiok nearly two
months. In the meantime, she was forced to leave her office door unlonkigatavide them with a set of
hidden keys so that they could do their jobs.

Keeping track of who has what key can also be problematic since keysecaasily given away or lost.
In an initial interview, Brian told us how he had given away one of his keya toend who he thought
needed it more. During the course of this study we had three more userarmntly give their keys to
another person. Two of the users couldn’t even remember to whom yheakidbeen given.

6 Grey Policies

Grey policies matched ideal policies quite closely. As Figure 10 shows, seredd no false accepts in Grey
policies. False reject counts depended on an assumption about whkttuted the Grey policy. Because
Grey allows for granting access at the time it is needed, some ownersedkeéssigning access to certain
principal/resource pairs until it was requested. Under the consex\asumption that deferred delegations
do not count as implemented policy, we observed 13 false rejects in GlielepoUnder the more liberal
assumption that deferred delegations were implemented policy, we obsatlydtiree false rejects in Grey
policies, all related to the fact that Grey does not support notification.

In the remainder of this section, we discuss, for each of the seven idkay} ponditions, how users
implemented their policies with Grey.

True (can access anytime) Grey users could trivially implement anytime access by issuing a Grey cre-
dential to the relevant principal. Issuing credentials in Grey is easy amgnpient; under the assumption
that deferred delegations count as implemented policy, we did not obseyveases in which access was
desired but not issued. Under the assumption that deferred delegddions count as implemented policy,
we observed 10 false rejects, i.e., in 10 access rules in which the ideal pallied for anytime access, the
owner deferred delegating that access.

Fred explained that his advisor initially granted him a temporary delegation &mlthgor’s office before
deciding to give Fred a longer-term delegation:
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Figure 11: A representative example of Mark’s Grey policy. Four febpve a Grey delegation to the lab
and Joan will be given a delegation when she asks (dotted line). Matygigah a delegation but if she asks
the owner he will give her a temporary one.

We have, like, a weekly meeting, and normally he is running late, so one vegektiet me in
for, like, a one-time authorization. Then after that, like, OK, it's obvious timatgoing to be
going in there frequently so he just gave me authorization to [his office].

Karl also appreciated the convenience of being able to delegate easilyis @rstudent in charge of
stocking soda, and Karl has a small refrigerator in his office which he tikéave stocked with soda. With
Grey, delegating access to his office was sufficiently easy that Kagl galelegation to Tim, although he
had not bothered to give him a key. Karl describes his reasoning:

[Delegation with Grey] was easy. Getting a key for him would not have lezey. | don't
know, it just sorta came up. Now that [I] am using Grey, [I] can do thisl&ithing.

Logged Grey-enabled doors log all Grey accesses, so Grey implements loggirif) dases where the
ideal policy called for accesses to be logged, owners issued Gregntiad; since Grey accesses are logged,
the logging condition in the ideal policy was fulfilled.

Mark gave six people access to his lab using Grey. He wanted all of thera toghed so that if
anything went wrong or went missing he could hold the appropriate peesmonsible. During the course
of our study Mark, asked us four different times to pull up the logs forldhe When asked about it, he
said that they were just small things he wanted to check up on. For examplénee a piece of equipment
had moved and no one knew who had moved it. The policy Mark implemented ni§iustrated in
Figure 11.

Owner notified Grey does not support notification. In three cases in which the idealypodibed for
notification, owners stated that they were willing to grant access to the mn¢lpriacipals if contacted at
the time of the request. This was a compromise, because the ideal policy neepaied that the owner be
notified at the time of request, but not that the owner be required to ineteegrant access. Thus, these
three cases counted as false rejects.

Owner gives real-time approval Grey supports approval upon request, so when the ideal policy called
for the owner to give real-time approval, this condition was easily implementeden ®/e observed four
cases in which approval upon request was required by the ideal polccimplemented accurately in Grey.

Pat didn’t give anyone access to his office using Grey, but he toldast @ time when it was extremely
useful to remotely grant access to one of his staff:
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| was at the airport at 5:30 in the morning, and we actually had some stufj bleiivered at
5:30 in the morning, and Ethan was here, and | wasn'’t going to get hesXtilAnd true to
their word, they were here at 5:30 and he needed to get a key out ofany[to let the delivery
guys into another room]. The request came in and | said, "You are in drer¢ime buddy,”
and that is all he needed. He needed to get in here one time, get the kggtand.

Owner gives real-time approval and witness present In seven cases where the ideal policy called for the
owner to give approval upon request and for a witness to be presemtrs implemented a Grey policy that
required users to contact the owners (via Grey or, e.g., by phone)ywehtld then contact a trusted person
and ask them to serve as a witness. It was possible to fulfill these conditing Grey because owners
could choose any trusted person at the time of requested access agatal@ahe trusted person the right
to access the relevant resource (if they had not done so already).

When we asked Donald if he would be willing to use Grey to remotely let somedadis office,
he replied that he would rather call a trusted witness to let the person im iEthee person only wanted
something simple like printer supplies, Donald felt more comfortable if someostetirwas there to make
sure that printer supplies was what was taken.

Trusted person gives real-time approval and is present In one case in which the ideal policy called for
a trusted person (but not necessarily the owner) to give approval igguest and to serve as a witness, the
owner issued a Grey certificate to a trusted person, who could thenagigesato the relevant principal upon
request. This only ever happened between Lisa, her secretary EmdnBaah and it closely mirrors the
corresponding ideal policy and key implementation.

A more interesting case involved Eric’s office, but was not counted indblts we report because the
relevant principals did not all have Grey phones and so the case wasdthe scope of our study. Eric
only gives out access to his office using Grey because Grey suppggisg, which Eric considers to be
vital. Consequently, he has only given access to the small number of héwstwgho have Grey phones. If
any of his other students need access, Eric expects that they will asttemstvho does have access to let
them in.

False (no access) In 199 cases in which access was not allowed in the ideal policy, it wagraated
through Grey.

7 Discussion

We discuss our results in two parts. First, we highlight findings from ksl policies and their implica-
tions for the design of access-control systems. Second, we discussatuns Grey policies more closely
matched ideal policies than did key policies, how Grey might be extended to idatdipolicies even more
closely, and why features of Grey we thought would be used wereagantlli used in this study.

7.1 Ideal policies and implications for design

Our primary finding with regard to users’ ideal policies is that the conditiaesadesire to place on access
to their resources fall into the seven categories discussed in Section 4:

1. Anytime access;
2. Anytime access, as long as access is logged;
3. Anytime access, as long as the owner is notified;
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4. Access upon request, if approved by the owner;

5. Access upon request, if approved by the owner and observegdngan the owner trusts;
6. Access upon request, if approved and observed by a persowtiee tusts;

7. No access.

This list of seven conditions may not be complete, but it at least servesnasiraal set of the conditions
users are likely to want to set in their policies.

Notably, logging, notification, and real-time approval upon request Weee desired conditions on
access that are not supported by keys, but can be supported byah atigess-control system. Two other
desired conditions, approval by a trusted person and presence wdtedtiwitness, require functionality
to delegate authority to a trusted person to make access-control decisitims @wner’s behalf or to del-
egate the authority to serve as a witness. Policies that include these condéiohg approximated by
keys, but can be made more practical and implemented more accurately St $hiat does not require
physical tokens to be passed around to delegate authority and ertfeeqaesence of a “witness” through
technological means (e.g., by activating a camera).

Our data on ideal policies and other interview data shed light on userdsrfee several interesting
features of Grey. We discuss three of these below: transitive delegptilicies with groups and roles, and
on-demand delegation.

Transitive delegation Users commonly desired the ability to delegate control over their resouroéis-to
ers, such as administrative assistants and other trusted persons. Mvemea can grant access to a princi-
pal, and that principal can then grant that same access to others, weésd#legatiortransitive We found
transitivity to be a practical and highly desired property that was used iy ofaour users’ access-control
policies.

However, it is not always appropriate for delegations to be transitiemeSusers brought up situations
which fell outside the scope of our study but in which they wished they cdeldgate access to open a
door, but not the ability to pass on this access to others. It is important,ttiegran access-control system
support both transitive and non-transitive delegation.

Groups and roles File access-control systems usually provide some capability for policy mutbar-
range principals in groups or roles. We assumed that users in our studg also benefit from the ability to
form groups of principals and to then assign privileges to groups rdtharindividuals. Our interview data
support this assumption, in that users do think of groups of principat$, as “PhD students,” “delivery
people,” “visitors,” and so forth.

On-demand delegation We found that with Grey, users relied upon the ability to delegate access to re
sources when needed and upon request, an ability we call reactigatiete Based on our users’ desire
to grant real-time access upon request, it seems important for an @ordsd-system to support reactive
delegation. It could even be argued, as some privacy policy reszarchve [9], that reactive delegation’s
counterpart, proactive delegation (sometimes referred to as “cortfiguiais virtually unnecessary. How-
ever, our data contradict this; users used both Grey’s proactivecastive delegation capabilities, and we
conclude that access-control systems should provide both. Furtlisrwiil perhaps shed more light on
when users wish to use each kind of delegation.

7.2 Grey policies

The results of comparing Grey and key policies to ideal policies indicate theat @licies match ideal
policies much more closely than do key policies. Figure 12 shows a compafisay and Grey policies
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Figure 12: Graphs showing, for Grey policies (right) and key policid$) (leounts of faithful implementa-
tions, false rejects, and false accepts by corresponding ideal policiticm. The graphs show that Grey
policies yielded only three false rejects and no false accepts, while keygsolielded 8 false rejects and 64
false accepts. This data corresponds to our moderate assumption &ledutaws about hidden keys and to
our assumption that deferred Grey delegations count as implemented adess(see text for explanation
of assumptions).

according to each of the 243 access rules implemented in our study. Eaghtha two bar graphs in
Figure 12 corresponds to one of the seven ideal policy conditions wedfokach bar is subdivided to
indicate faithful implementations of the ideal condition, false rejects, and éaisepts. The bar graph on
the left side of the figure shows key policy data, under our moderatenasisun of who has knowledge of
hidden keys, while the bar graph on the right side of the figure shows@iey data, under our assumption
that deferred Grey delegations do count as implemented access rulekA/igual inspection of the graph
of Grey policy data shows that virtually all access rules were faithfully imptgatkin Grey; Grey policies
only yielded 3 false rejects and no false accepts. On the other handpkeigpyielded 8 false rejects and
64 false accepts.

The reasons for Grey’s superior performance are clear from eal blicy data. Users’ ideal policies
called for features Grey supports, particularly the ability to create polay nywhere in real-time upon
request, and the ability to log accesses. Furthermore, Grey’s easy podaijon mechanism makes it
superior in convenience to keys, which are expensive to make, distrimdekeep track of.

While our results show that Grey vastly outperforms keys as an acoag®ictechnology, there are
improvements that could be made to Grey to better match users’ ideal policsoffH, it is evident from
our ideal policy data that users would like naotification functionality. While it lelarertainly be possible to
implement notification in Grey, we have not yet done so because we didtigpate a need for notification.
That this study revealed such a need is a testament to the value of obtamlivepril data. Second, as
noted in Section 7.1 above, Grey delegations are always transitivegima gsers expressed a desire for
non-transitive delegations. Like notification, non-transitive delegationtdche implemented, but it took
real-world data to make the need for non-transitive delegations apgaraat Third, while Grey’s easy,
at-a-distance policy creation features enabled users in our study to implpol@nes requiring a trusted
witness, Grey could make it even easier to enforce the presence of asvitGarrently, trusted witnesses
are given access to a resource. This caused no problems in our lstedyse all trusted witnesses were
allowed to have access to the relevant resource themselves in the ideaisodliowever, Grey could enable
an owner to delegate witness-only authority, without authority to accesoaree alone, by requiring that
multiple certificates be presented at a door simultaneously.

One Grey feature that, to our surprise, users in this study rarely usetheability to create groups
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of principals. Our interview data suggests that Grey users do think of ptireipals in terms of groups
or roles, but that they simply did not use Grey’s grouping feature. We hso possible explanations for
this apparent discrepancy. First, it may be the case that the phonedmsegeinterface for creating groups
is too difficult to use. We are currently developing a desktop-basedniseface for viewing and creating
policies that will include group-creation features. We expect that thktaledased user interface to be
much easier to use, and that a better interface may encourage Greyausezate groups. Second, this
study only involved 29 users; Grey’s group creation feature might becesed in a larger-scale deployment,
where the number of users might be too great to set policies for them indliyd

8 Related Work

The two technologies that we have compared and contrasted in this papalyrphysical keys and Grey,
were chosen in part because of their wide disparity in adaptability to nesgsa@ontrol policies. That said,
there are numerous other access-control mechanisms that could mecedsn a study such as ours, e.g.,
proximity cards and swipe cards for physical resources, or padgswBISA SecurelD tokerfsand smart
cards for electronic resources. We are unaware of any publishéi@stof these technologies on the axes
we consider here, in particular with attention to the accuracy of the polici¢péugple implement with
them. However, it seems that the limitations of these technologies (particulalgdk of a user interface
on the access token) would make it difficult for them to implement the kinds ofivegoolicies that our
users desired. In addition, there are several proposed distribigeig/that use portable devices to control
access to physical spaces [4, 15]. However, as far as we knosvafdimese systems have been implemented.

An example of an implemented access-control technology that suppoesiitydelegation is file access
control, and there have been several usability studies of this type ofdiegiyn Cao et al. showed that stan-
dard ACL interfaces had a high failure rate, despite users expregsitfigence that they had manipulated
the ACLs accurately [5]. Other studies showed that low levels of feddipamany access-control systems
make it difficult for users to understand what is wrong with a policy andtwkads to be changed [8, 12].
Users also have difficulty understanding how different policies intefacéxample, when a group is granted
access to a resource but an individual who is a member of that groupieddeccess [12]. These studies
look at how users build and manipulate access-control polices in a sirggmisdut they don't consider
how these policies are managed and changed over time. They also dons@eravhat user needs are
not covered by the chosen policy language. Similarly, there have bess distributed access-control file
systems that have been implemented (e.g., [13]), but there is little discussfmnpadlicies created by users
of these systems.

The security community has designed and formally discussed many acréss-policy languages
(e.g., [1, 10, 11, 2]), each supporting a different set of policieswé¥er, we are unaware of published
research on the usability of these languages or the ability of these larsgioageet access-control needs in
practice.

A few studies have surveyed needs for access-control systemsafrarganizational or end-user per-
spective. Ferraiolo et al. studied the access-control needs of 28 aoimhaad government organizations
and identified seven access-control approaches. One approgalidbess is théliscretionary access con-
trol (DAC) approach, in which access is assigned to individuals and gradpsin turn may delegate that
access to others. The authors note that DAC is well suited for organigatibaere end-users often have
rapidly changing information access needs and must be able to speafysamantrol policy for resources
they control. Although DAC is usually implemented through access-contro(A§lks), they authors point
out that when these ACLs are centrally administered they “can become chmdsgifficult to maintain.”
They also note that the DAC approach is not suitable for organizatiorsenoed with maintaining tight

Shttp: //www. rsasecurity. conm node. asp?i d=1156
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controls on access rights [7]. Whalen et al. conducted an online sarvend-user experiences with shar-
ing and access control. They found that users have dynamic acmesstoeeds that vary with task. They
are often frustrated by current access-control mechanisms thatffigeltdto use and not well-suited to
users’ workflow [14].

Systems that allow end users to configure privacy settings may be thduaghaocess-control systems,
as they involve policies that govern access to a user or to a userspemfmrmation. Researchers have
examined the usability of various approaches to end-user privacygooation. For example, Cranor has
developed and evaluated privacy user agents that warn usersvablogites that do not match a user’s
specified privacy preferences. She notes that user privacgrprefes tend to be complex and nuanced, and
that users have little experience articulating these preferences [63réregt al. identified pitfalls common
to privacy interaction design: obscuring potential and actual informattm #mphasizing configuration
over action, lacking coarse-grained control, and inhibiting establishectipe. Some of their lessons on
how to avoid these pitfalls are applicable to access-control-system dd3igrexample, while in privacy
interaction design there is a need for users to understand what informsatimelosed to whom, in access-
control systems users need to understand who has access to whaiskit@mauthors identify the need for
designs that support rather than inhibit established social practice [9].

9 Conclusion

The dearth of access-control policy information, either ideal or as implexders a barrier to develop-

ment of advanced access-control technologies. In this paper wedetaded a real-world case study of
access-control policies, both ideal ones and as implemented via two tegi@solsamely physical keys and
the Grey system. Moreover, we have developed a methodology for @ugltlaese implemented access-
control policies against the policies that users would ideally like to have,adon can account for their

false accepts (implemented policies allowing accesses that ideally would \enfmd) and false rejects

(implemented policies that reject accesses that would ideally be allowed).

The results of our study, aside from demonstrating the utility of our methoddtkxy§; illucidate several
reasons why Grey implemented users’ ideal access-control policiesatcueately than keys did. Among
these reasons are that Grey supports access logging, and thatidekegan be created and distributed when
needed with ease, in order to extend access-control policies. Thefaflphysical keys to implement the
latter is among the primary reasons for the emergence of hidden keys oodhefi instance of “security
by obscurity” that breaks down as knowledge of the hidden key leaks.

The results of this study help us to prioritize further developments in the G@gyiment, i.e., to focus
on those policies that users want but that we do not yet support. Bon@g, desire for a trusted witness
might be satisfied through the deployment of cameras in offices that aedtomwhen a “witness” is
needed. It is our hope that the results of our study can similarly aid othéng idevelopment of access-
control technologies to better support users’ policy goals.
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