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Abstract

We investigate the problem of modeling node capture attacks in heterogeneous wireless ad hoc and mesh networks. Classical adversarial models such as the Dolev–Yao model are known to be unsuitable for describing node capture attacks. By defining the amortized initialization overhead cost as well as the cost of capturing a node, we show that finding the node capture attack yielding the minimum cost can be formulated as an integer-programming minimization problem. Hence, there is no polynomial solution to find the minimum cost node capture attack. We show that depending on the adversary’s knowledge of the constraint matrix in the integer-programming problem, different greedy heuristics can be developed for node capture attacks. We also show under what conditions privacy-preserving key establishment protocols can help to prevent minimum cost node capture attacks. Individual node storage randomization is investigated as a technique to mitigate the effect of attacks which are not prevented by the use of privacy-preserving protocols. It is shown that probabilistic heuristic attacks can be performed effectively even under storage randomization.
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1. Introduction

In order to provide secure network services in wireless ad hoc or mesh networks, nodes in the network must be able to collaboratively establish secure multi-hop and/or multi-path routes, using secure single-hop links, via key establishment. Hence, key establishment requires the use of authenticated protocols for discovering single-hop and multi-hop neighbors. The heterogeneous nature of wireless mesh networks [1] further requires the use of key establishment protocols which can be executed between nodes of varying capability.

Public-key cryptography is a possible solution for key establishment in ad hoc networks. Though recent work [2,3] demonstrates cases in which public-key cryptography can be implemented on some resource-constrained devices, it is not yet feasible for all multi-hop networks. In the absence of public-key protocols, key establishment must be performed using symmetric (shared) keys which...
are assigned to nodes prior to network deployment, a solution known as key predistribution.

An existing solution for symmetric key establishment is the assignment of a pairwise key to each pair of nodes in the network. Pairwise keys allow for secure key establishment with low complexity, but the storage requirement of \((N - 1)\) pairwise keys for each of the \(N\) nodes may be prohibitive for large networks. Moreover, if the network is to be expanded via node addition, the existing nodes must be updated with pairwise keys for the added nodes. Thus, network expansion would require either \(O(N)\) communication overhead to update the existing nodes or reuse of at least some of the existing network keys.

Another extreme solution is the assignment of a global key to every node in the network. However, if an adversary is able to obtain the global key, the security of the entire network is compromised.

A promising approach to symmetric key establishment which attempts to balance the trade-offs between complexity, storage, and security is the assignment of each key to multiple nodes in the network. Through key reuse, the complexity of public-key protocols, the storage overhead of pairwise key protocols, and the easy compromise of global key protocols can be mitigated. Probabilistic key predistribution, as introduced in the seminal work [4], has been extensively studied in recent literature (e.g. [5–12]) and applied to classical key distribution techniques (e.g. [13–15]). Deterministic key predistribution techniques have also been investigated (e.g. [16–18]). For a formal treatment, the reader is referred to [12].

Most of the recent works have focused on the application of key predistribution in homogeneous networks (e.g. wireless sensor networks). However, the same principles can be applied to wireless mesh networks with heterogeneous structure by tailoring the network and security parameters (e.g. communication range, available key storage) to each class of nodes.

Due to the physical properties of an open wireless medium, wireless networks deployed in hostile environments are vulnerable to numerous attacks [19,20]. Since secure network services are built on the security of the key establishment protocol, an adversary can compromise key establishment and thus compromise the security of the services built on top of it.

An adversary eavesdropping on insecure protocol exchanges in the network can make decisions to selectively capture individual nodes. The attack of each node leads to the recovery of the cryptographic keys assigned to the node. When keys are reused, this further allows the adversary to eavesdrop on any secure communication links established using the recovered keys. Hence, such a node capture attack in key reusing networks leads to an effective wire-tapping adversary [21]. Due to heterogeneity in mesh networks, the adversary’s decisions of which nodes to capture may also depend on the structure of each class of nodes.

Randomization techniques are often posed as defense mechanisms against attacks on cryptographic protocols. Hence, a natural question to ask is whether the randomization of the number of keys assigned to each node can be used to prevent attacks on the key establishment protocol.

1.1. Our contributions

In this paper, we aim to provide a formal characterization of node capture attacks. In addition, motivated by the use of randomization as a diversity mechanism in communication theory and a defense mechanism in cryptography, we study the application of storage randomization to key establishment. Our contributions are summarized as follows:

- We show that node capture attacks on networks of heterogeneous nodes can be modeled using an integer-programming minimization problem which generalizes the NP-hard set cover problem.
- We provide practical strategies for node capture attacks based on a known heuristic for the integer-programming minimization problem.
- We show that attacks in which an adversary aims to eavesdrop on specific secure links can be prevented by the use of privacy-preserving key establishment protocols.
- We show that attacks in which an adversary aims to recovery all existing cryptographic quantities in the network cannot be prevented by privacy-preserving protocols. We investigate the application of storage randomization techniques to key establishment protocols. We show that efficient heuristic attacks can be performed by an adaptive adversary in the presence of storage randomization.

The organization of this article is as follows. Assumptions about the network and adversary are stated in Section 2. Motivating examples are provided in Section 3. Node capture attacks are modeled in Section 4, and practical strategies for node
capture attacks are presented in Section 5. Storage randomization is presented in Section 6 including an analysis of the technique from the perspective of the adversary. Node capture attacks on a mesh network are formulated as examples in Section 7. The article is summarized in Section 8.

2. Preliminaries

The assumptions about the wireless ad hoc network and the adversaries present in the network are stated as follows.

2.1. Network model

The wireless ad hoc network is made up of a set of $N$ nodes $\mathcal{N} = \{1, \ldots, N\}$ which may hold varying roles and vary in computational ability. A set $\mathcal{Y} = \{y_1, \ldots, y_N\}$ of keys or secrets is derived according to a given key predistribution scheme. For each node $n \in \mathcal{N}$, a set $J_n \subseteq \{1, \ldots, R\}$ is chosen, and a set $S_n$ is derived from the subset of $\mathcal{Y}$ indexed by $J_n$. The sets $J_n$ and $S_n$ are assigned to node $n$ prior to network deployment.

The key establishment protocol is assumed to be such that any pair of nodes $n_1, n_2 \in \mathcal{N}$ can compute the intersection set $J_{n_1} \cap J_{n_2}$ of indices. This intersection set indicates the elements of $S_{n_1}$ and $S_{n_2}$ which are used by nodes $n_1$ and $n_2$, respectively, to secure the pairwise link $(n_1, n_2)$.

2.2. Adversary model

The capabilities of adversaries present in the ad hoc network are stated as follows. The adversary has sufficient computation, storage, and energy resources and can tap all links in the network to record any key establishment messages. The adversary is able to expend finite energy required to capture network nodes and recover cryptographic information from storage of captured nodes. Furthermore, an adversary who has captured a node $n$ can actively participate in the key establishment protocol by assuming the identity of node $n$.

The primary goal of the adversary is the recovery of sufficient cryptographic information from a set of captured nodes in order to eavesdrop on and compromise a desired set of secure communication links in the wireless network. Attacks which can be mounted on network protocols and secure network services as a result of the node capture attack are not addressed in this article.

3. Motivating examples

The following examples are provided to illustrate the need to model node capture attacks on key establishment. In the examples, each node $n$ is assigned a subset $S_n$ of the set $\mathcal{Y} = \{k_1, k_2, \ldots, k_{12}\}$ of keys. The network consists of nodes $\mathcal{N} = \{1, 2, \ldots, 9\}$ and each set $S_n$ is of size $|S_n| = 4$. The examples illustrate node capture attacks on existing key predistribution schemes using probabilistic and deterministic methods of key assignment. In both examples, the set $J_n$ of indices is assumed to be computable by an adversary.

3.1. Probabilistic assignment

Selection of $S_n \subseteq \mathcal{Y}$ of size $|S_n| = 4$ is done by randomly choosing four elements of $\mathcal{Y}$ without replacement for each of the nine nodes. Details of such an assignment can be found in [4]. In this example, the resulting sets $S_n$ are given by

$$S_1 = \{k_2, k_5, k_9, k_{10}\}, \quad S_2 = \{k_3, k_4, k_5, k_9\},$$
$$S_3 = \{k_1, k_5, k_7, k_9\}, \quad S_4 = \{k_1, k_2, k_4, k_6\},$$
$$S_5 = \{k_4, k_6, k_7, k_{11}\}, \quad S_6 = \{k_6, k_7, k_8, k_{10}\},$$
$$S_7 = \{k_1, k_3, k_8, k_{12}\}, \quad S_8 = \{k_5, k_7, k_9, k_{12}\},$$
$$S_9 = \{k_1, k_3, k_5, k_8\}.$$

The first attack is aimed at the recovery of $\mathcal{Y}$ by capturing the minimum number of nodes in $\mathcal{N}$. Due to the small number of nodes in this example, the adversary can exhaustively search for the optimal set of nodes to capture. For the given sets $S_n$, the optimal solution is to capture nodes 1, 5, and 7, as these nodes form a partition of the set $\mathcal{Y}$.

The second attack is aimed at the recovery of the elements of $\mathcal{Y}$ that maximize the number of secure links which can be eavesdropped. To achieve this goal, a value can be assigned to each node $n$ equal to the number of secure links between remaining nodes that can be eavesdropped using the information recovered from $n$. For the sets $S_n$ as given, the value is computed as in Table 1.

Table 1 suggests that the adversary capturing node 3 will be able to eavesdrop on nine secure links used by uncaptured nodes in the network. The adversary can continue the attack by updating the value of each node with respect to the information $S_3$ recovered from node 3, yielding the values given in Table 2. Table 2 further suggests capture of nodes 5 and 9 will allow the adversary to eavesdrop on the four secure links which remain.
Table 1
The value of each node \( n \) is computed as the number of secure links which can be eavesdropped using the information in \( S_n \).

<table>
<thead>
<tr>
<th>Node ( n )</th>
<th>Link ((n_1,n_2))</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(2,3), (2,8), (8,9)</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>(1,3), (1,8), (1,9), (8,9)</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>(1,2), (1,8), (1,9), (2,8), (4,7), (4,9), (5,8), (6,8), (8,9)</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>(2,5), (3,7)</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>(2,4), (3,6), (4,6), (6,8)</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>(3,5), (5,8)</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>(3,4), (4,9), (6,9)</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>(1,2), (1,3), (1,9), (2,3), (3,5), (3,6)</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>(2,7), (3,4), (3,7), (4,7), (6,7)</td>
<td>5</td>
</tr>
</tbody>
</table>

The list of secure links \((n_1,n_2)\) between nodes \( n_1,n_2 \in Y \) which can be eavesdropped using the information in \( S_n \) is given. The value is given by the number of eavesdropped links.

Table 2
The value of each node \( n \) given in Table 1 is updated to reflect the capture of node 3 and the recovery of \( S_3 \).

<table>
<thead>
<tr>
<th>Node ( n )</th>
<th>Link ((n_1,n_2))</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>(2,5)</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>(2,4), (4,6)</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>(6,9)</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>(5,6)</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>(2,7), (6,7)</td>
<td>2</td>
</tr>
</tbody>
</table>

3.2. Deterministic assignment

Selection of \( S_n \subseteq Y \) of size \(|S_n| = 4\) is performed by constructing a deterministic \((v,b,r,k)\)-configuration [17] in which the set \( J_n \) is given by the \( n \)th block of the design. A \((v,b,r,k)\)-configuration consists of \( b \) blocks, each containing \( k \) of the \( v \) total points, such that each of the \( v \) points appear in exactly \( r \) blocks. A \((v,b,r,k)\)-configuration has the additional property that no two blocks intersect at more than 1 point. In the following example, the sets \( S_n \) determined by the blocks of a \((12,9,3,4)\)-configuration are given by

\[
S_1 = \{k_1, k_4, k_7, k_{10}\}, \\
S_2 = \{k_1, k_5, k_8, k_{11}\}, \\
S_3 = \{k_1, k_6, k_9, k_{12}\}, \\
S_4 = \{k_2, k_4, k_8, k_{11}\}, \\
S_5 = \{k_2, k_5, k_7, k_{12}\}, \\
S_6 = \{k_2, k_6, k_9, k_{10}\}, \\
S_7 = \{k_3, k_4, k_7, k_{12}\}, \\
S_8 = \{k_3, k_5, k_9, k_{10}\}, \\
S_9 = \{k_3, k_6, k_2, k_{11}\}.
\]

The first attack is aimed at the recovery of \( Y \) by capturing the minimum number of nodes in \( N \). By inspection of the \((12,9,3,4)\)-configuration, any two sets \( S_{n_1} \) and \( S_{n_2} \) intersect at exactly one point, so the optimal node capture attack is to select any 4 nodes such that no three nodes share a common value.

The second attack is aimed at the recovery of the elements of \( Y \) that maximize the number of secure links which can be eavesdropped. To achieve this goal, a value can be assigned to each node using the same technique as described in Section 3.1. Since every point in the \((12,9,3,4)\)-configuration appears in exactly three blocks, the recovery of each \( y \in Y \) allows the adversary to eavesdrop on exactly one secure link used by uncaptured nodes. Thus, the capture of any one node will allow the adversary to eavesdrop on four links, and the optimal solution is again to capture nodes such that no three nodes share a common value. Hence, the two attacks are identical for this specific block design.

3.3. Need for a new model

The examples given in Sections 3.1 and 3.2 as well as those in [22,23] indicate that node capture attacks can not be modeled using classical adversary models [24].

4. Modeling node capture attacks

Motivated by the examples in Section 3, a mathematical model for node capture attacks is presented relating the information sought by the adversary to the sets \( S_n \) assigned to nodes in \( N \). In the given model, attacks are quantified with respect to the cost and the benefit of an attack to the adversary. The node capture attack which achieves the desired benefit for the minimum cost to the adversary is mapped to an NP-hard minimization problem, and approximate solutions are investigated through the use of a known heuristic.

4.1. Formulation of the model

The cost of mounting a node capture attack is a metric of particular interest to an adversary with bounded resources. In what follows, a cost metric is presented, and a node capture attack model aiming to minimize the cost of an attack is formulated.

In planning a node capture attack, the adversary may be required to record message exchanges in the key establishment protocol throughout the network.
In addition, the adversary may be required to perform additional initialization overhead prior to the attack. The amortized cost associated with these operations is denoted by \( c_0 \).

In executing a node capture attack, the adversary may be required to compute the identity of each node to capture via a node capture attack algorithm. In addition, the adversary must expend energy to physically capture each node and access information from the node’s storage. Due to variations in hardware complexity and the level of tamper-resistance present in each node, the resources required for physical capture and access of a node may be different for each node. The cost associated with computation, capture, and access of a node \( n \in \mathcal{N} \) is denoted by \( c_n \), which is necessarily positive.

Letting the binary variable \( x_n \) indicate whether a node \( n \in \mathcal{N} \) has been captured and collecting the variables \( c_n \) and \( x_n \) into the \( N \times 1 \) vectors \( c \) and \( x \), respectively, the cost associated with a given node capture attack can be expressed as:

\[
C(x) = c_0 + c^T x. \tag{1}
\]

For a general attack, let \( \mathcal{Z} = \{z_1, \ldots, z_M \} \) denote the collection of \( M \) elements (e.g. elements or subsets of \( \mathcal{Y} \)) of interest to the adversary. In order to plan a node capture attack, the adversary must characterize the relationship between each set \( S_n \) and each \( z_i \in \mathcal{Z} \). The relationship can be characterized by defining a variable \( a_{i,n} \) which is non-zero if and only if a subset of \( S_n \) aids in the recovery of \( z_i \). The variables \( a_{i,n} \) can be collected into the \( M \times N \) constraint matrix \( A \) representing the attack.

Given a node capture vector \( x \) and a constraint matrix \( A \), the quantity \( a_{i,n}x_n \) denotes the contribution of the node \( n \in \mathcal{N} \) to the recovery of the element \( z_i \). The total contribution to the recovery of \( z_i \) is thus computed as

\[
\sum_{n \in \mathcal{N}} a_{i,n}x_n. \tag{2}
\]

Depending on the structure of the key predistribution scheme, the adversary may be required to obtain a certain amount of information about an element \( z_i \) before it can be recovered. Hence, let \( s_i \) denote the quantity such that \( z_i \) is recovered by the adversary if and only if

\[
\sum_{n \in \mathcal{N}} a_{i,n}x_n \geq s_i. \tag{3}
\]

The \( M \times 1 \) vector \( s \) of quantities \( s_i \) for \( i = 1, \ldots, M \) thus determines the sufficient condition for the success of a node capture attack. In addition, the variables \( s_i \) can be used to express the adversary’s preference for certain elements \( z_i \in \mathcal{Z} \). If the elements \( z_i \) are of equal importance to the adversary, the variables \( a_{i,n} \) and \( s_i \) for a given \( i \) can be normalized by a variable \( \gamma_i \) so that \( s_i/\gamma_i \) is equal for all values \( i = 1, \ldots, M \). Note that such a normalization has no effect on the inequality in (3). If an element \( z_i \) is of greater importance to the adversary, however, the variables \( a_{i,n} \) and \( s_i \) for the given \( i \) can be appropriately weighted to reflect the relative importance of the element \( z_i \).

Based on the preferential treatment of elements \( z_i \in \mathcal{Z} \), the adversary may be interested in the weighted fraction of the \( M \) elements in \( \mathcal{Z} \) which have been recovered for a given node capture vector \( x \), where the weight of each \( z_i \) is given by the normalized quantities \( s_i \). This metric, referred to as the *benefit* of the node capture attack, can be computed as follows.

Define the \( M \times 1 \) binary vector \( v_x \) such that the \( i \)th element \( v_{x,i} \) is equal to 1 if an only if (3) is true. The benefit \( B(x) \) of a given attack is then given by

\[
B(x) = \frac{v_x^T s}{||s||_1}, \tag{4}
\]

where \( || \cdot ||_1 \) denotes the \( \ell_1 \) (absolute vector sum) norm [25]. Note that when the variables \( s_i \) are equal for all \( i = 1, \ldots, M \), the benefit \( B(x) \) given in (4) reduces to

\[
B(x) = \frac{||v_x||_1}{M}. \tag{5}
\]

For a given node capture attack, an adversary will be primarily interested in determining the vector \( x \) for which the inequality (3) is satisfied for all \( i \), i.e.

\[
Ax \geq s. \tag{6}
\]

Based on the definition of the benefit metric in (4), the condition (6) is satisfied if and only if the benefit is \( B(x) = 1 \). Furthermore, the adversary can determine the vector \( x \) which satisfies (6) for the minimum cost given by (1) using the following minimization problem:

Given:

\[
A = [a_{i,n}]_{M \times N}, \quad a_{i,n} \geq 0,
\]

\[
s = [s_i]_{M \times 1}, \quad s_i \geq 0,
\]

\[
c = [c_n]_{N \times 1}, \quad c_n > 0.
\]

Minimize: \( c^T x \)

such that \( Ax \geq s \), \( x \in \{0, 1\}^N \).
The minimization problem corresponds to a special case of the integer-programming minimization problem in [26, Section 3] and, hence, can be analyzed using the results therein.

The benefit $B(x)$ of an attack can be averaged over the set of attack realizations to yield the expected benefit $b(x)$ as a function of the number of captured nodes $x$ given by

$$b(x) = E[B(x)]||x||_1 = x,$$

where $E[\cdot]$ denotes the expected value over all realizations of the attack. The metric in (7) is equivalent to the widely-used (e.g. [4–7,10,11,17,12]) measure of the resilience of the key predistribution scheme to a node capture attack. Hence, this metric is of interest to both the adversary and the designer of the key predistribution scheme.

4.2. Analysis of the model

In order to perform a node capture attack with minimal cost, the adversary must be able to solve the minimization problem given in Section 4.1. However, the minimization problem is a special case of that in [26, Section 3] which contains the NP-hard set cover problem [26–28] as a special case.

The special case corresponding to the set cover problem is that in which $A$ is binary and each element of $s$ and $c$ is equal to 1. Hence, by the reduction property [28], determining the node capture attack with minimal cost is an NP-hard problem.

The hardness of finding the minimal cost attack suggests that approximate solutions are required. The heuristic solution provided in [26, Section 3] thus provides algorithms for node capture attacks which approximate the optimal solution. Attack algorithms are provided for two cases, depending on the information available about the constraint matrix $A$ to the adversary.

4.2.1. Attacks when the constraint matrix is known

When each entry $a_{i,n}$ of the constraint matrix $A$ is available to the adversary, the heuristic solution provided in [26, Section 3] provides Algorithm 1.

In the approximate solution given by Algorithm 1, $update(a_{i,n}, \hat{n})$ denotes the function used to update each entry of $A$ with respect to the information obtained from the captured node $\hat{n}$.

Due to [26, Theorem 2.1], if $x^*$ is the optimal solution of the minimization problem in Section 4.1 and $x$ is the solution obtained by Algorithm 1, then

$$\frac{c^T x}{c^T x^*} \leq h \left( \max_{i \in s} \sum_{j=1}^{M} a_{i,j} \right),$$

where $h(d)$ is the $d$th harmonic number given by

$$h(d) = \sum_{i=1}^{d} \frac{1}{i}.$$

The bound in (8), referred to as the ratio bound in [27], can be used to determine the increase in cost which can be realized using Algorithm 1.

The use of Algorithm 1 can be interpreted with respect to node capture attacks as follows. Given the constraint matrix $A$, an adversary using Algorithm 1 can explicitly compute the vector $x$ and determine the set $\{n \in N : x_n = 1\}$ of nodes to capture to approximate the solution to the minimization problem given in Section 4.1. Furthermore, the deviation from the minimum achievable cost as in (1) can be bounded using (8).

At each step of the algorithm, the heuristic solution chooses the node $\hat{n}$ which, when scaled by the cost $c_{\hat{n}}$, contributes maximally to the recovery of $F$. In terms of the set cover problem, this corresponds to the well-known heuristic which chooses the set of minimum overlap or maximum non-overlap. Attacks that are based on only partial information about the constraint matrix are investigated as follows.

4.2.2. Attacks with partial information about the constraint matrix

If each entry $a_{i,n}$ of the constraint matrix $A$ is not explicitly available to the adversary, the adversary may still be able to use the heuristic solution provided in [26, Section 3]. Noting that the heuristic

---

**Algorithm 1. Node Capture Attack**

1: Given: $A = [a_{i,n}]_{i \in N, n \in M}$, $a_{i,n} \geq 0$
2: Given: $s = [s_i]_{i \in M}$, $s_i \geq 0$
3: Given: $c = [c_{n}]_{n \in N}$, $c_n > 0$
4: $x \leftarrow 0$
5: While $s \neq 0$ do
6: $\hat{n} \leftarrow \arg\max_{i \in s} \left( \sum_{j=1}^{M} a_{i,j} / c_{n} \right)$
7: $x_{\hat{n}} \leftarrow 1$
8: $s_i \leftarrow s_i - a_{i,\hat{n}}$ for all $i$
9: $a_{i,\hat{n}} \leftarrow update(a_{i,\hat{n}}, \hat{n})$ for all $i,n$
10: end while
choice of \( n \) in line 6 of Algorithm 1 depends only on the column sums \( A_n \) of \( A \) given by

\[
A_n = \sum_{i=1}^{M} a_{i,n},
\]

and subset coverage strategies are similar to those applied in the examples of Section 3.

5.1. Set coverage

The set coverage strategy is modeled according to the well-known set cover problem. In this strategy, the collection \( \mathcal{X} \) of items sought by the adversary is equal to the set of secrets \( \mathcal{Y} \). The adversary’s primary goal is to capture a set of nodes whose sets \( S_n \) cover the set \( \mathcal{Y} \) and thus can be used to compromise the security of every secure link in the network. In this attack, each element \( y \in \mathcal{Y} \) is of equal importance to the adversary, so the elements \( s_i \) are equal. \(^1\)

A set coverage attack can be formulated using the minimization problem in Section 4.1 and Algorithm 1 as follows. Each entry \( s_i \) of the vector \( s \) is equal to the number of elements \( t_i \) derived from \( y_i \) which must be obtained to recover the secret \( y_i \). For example, the value \( t_i \) can be equal to the threshold of a secret-sharing scheme \([30,13,14,7,6,10,11]\) applied to the elements of \( \mathcal{Y} \). Each entry \( a_{i,n} \) of the binary matrix \( A \) is equal to 1 if and only if an element in \( S_n \) was derived from \( y_i \in \mathcal{Y} \). Hence, the column sum \( A_n \) of the matrix \( A \) is equal to the number of elements in \( S_n \) which are unknown to the adversary. To perform a set coverage attack using Algorithm 1, the key establishment protocol must allow the adversary to compute the set \( J_n \) for each node \( n \in \mathcal{N} \). The following result characterizes the performance of a set coverage attack using Algorithm 2.

**Lemma 5.1.** Given any key establishment protocol such that \( |S_n| \) is computable by the adversary for each \( n \in \mathcal{N} \), a set coverage attack can be performed deterministically using Algorithm 2.

**Proof.** Let \( J \) denote the set of indices of elements in \( \mathcal{Y} \) recovered by the adversary from previously captured nodes. Since the adversary has obtained all of the information stored within each captured node, the intersection set \( J \cap J_n \) is necessarily computable for each \( n \in \mathcal{N} \), as the adversary can simply play the role of each captured node in the key establishment protocol. Algorithm 2 can then be performed using the values \( A_n = |S_n| - \tau_n \), similar to (11). Note that the result does not require \( |S_n| \) to be fixed for all \( n \in \mathcal{N} \). \( \square \)

\(^1\) A simplified version of this strategy was used to develop a probabilistic attack in [22].
The primary implication of Lemma 5.1 is that the use of a privacy-preserving key establishment protocol based on a cryptographic proof-of-knowledge [29] does not prevent the adversary from performing set coverage attacks. Techniques to mitigate the effect of set coverage attacks are investigated further in Section 6 using the result of Lemma 5.1.

5.2. Subset coverage

The subset coverage strategy is also modeled according to the well-known set cover problem. In this strategy, each element in the collection \( Z \) of items sought by the adversary is a subset \( z_{(n_1, n_2)} \) of \( \mathcal{Y} \) indexed by the intersection set \( J_{n_1} \cap J_{n_2} \) and corresponding to the secrets used by nodes \( n_1, n_2 \in \mathcal{N} \) in establishing a secure link. Since the same elements of \( \mathcal{Y} \) can be used by multiple pairs of nodes in the network, \( Z \) is a multi-set of subsets of \( \mathcal{Y} \) whose union is not necessarily all of \( \mathcal{Y} \). Under this strategy, the adversary’s primary goal is to capture a set of nodes whose set \( S_n \) cover as many of the subsets of \( \mathcal{Y} \) appearing in \( Z \) as is possible, corresponding to the compromise of as many secure links as in the network as is possible.

A subset coverage attack can be formulated using the minimization problem in Section 4.1 and Algorithm 1 as follows. Similar to that of the set coverage strategy, each entry \( s_{(n_1, n_2)} \) of the vector \( s \) is equal to the number of elements \( t_{(n_1, n_2)} \) derived from \( z_{(n_1, n_2)} \) which must be obtained to recover the set \( z_{(n_1, n_2)} \). Each entry \( a_{(n_1, n_2), n} \) of the binary matrix \( A \) is equal to 1 if and only if \( J_{n_1} \cap J_{n_2} \subseteq J_n \). Furthermore, to perform a subset coverage attack using Algorithm 1, the key establishment protocol must allow the adversary to compute the set \( J_n \).

If the adversary cannot compute the set \( J_n \) for each node \( n \in \mathcal{N} \), it is impossible to determine the subsets \( z_{(n_1, n_2)} \) of \( \mathcal{Y} \) corresponding to each secure link. Furthermore, there is no method for computing or updating the column sums \( A_n \) of the matrix \( A \). Hence, subset coverage attacks can be prevented by the use of a privacy-preserving key establishment protocol.

5.3. Variations on subset coverage

Due to the fact that the condition \( J_{n_1} \cap J_{n_2} \subseteq J_n \) is a relatively strong condition if \( |J_{n_1} \cap J_{n_2}| \) is large, the subset coverage strategy can be generalized by assigning to each \( a_{(n_1, n_2), n} \) a fractional value. Each entry \( a_{(n_1, n_2), n} \) in the rational matrix \( A \) is thus defined as the ratio of \( |J_{n_1} \cap J_{n_2} \cap J_n| \) to \( |J_{n_1} \cap J_{n_2}| \), corresponding to the fraction of the set \( z_{(n_1, n_2)} \) to which the set \( S_n \) aids in the recovery. The use of this fractional subset coverage strategy compensates for various cases that the subset coverage strategy cannot. For example, if \( z_{(n_1, n_2)} = \{k_1, k_2, k_3\} \), but there is no node \( n \in \mathcal{N} \setminus \{n_1, n_2\} \) such that \( J_{n_1} \cap J_{n_2} \subseteq J_n \), there may exist a pair of nodes \( n_3, n_4 \in \mathcal{N} \setminus \{n_1, n_2\} \) such that \( J_{n_1} \cap J_{n_2} \subseteq J_{n_3} \cap J_{n_4} \). Though intuitively, the fractional subset coverage strategy may lead to the compromise of secure links at a lower rate with respect to the number of captured nodes, it will lead to the compromise of a larger number of secure links overall.

A second variation on the subset coverage strategy is formulated due to the extensive computational cost involved in computing the \( \binom{N}{2} \) intersection sets \( z_i \) and \( (N - 2)|Z| \) values \( a_{i,n} \) in initializing the attack. A slightly sub-optimal benefit can be traded for a significant decrease in computation by estimating the number of links which can be secured as a function of each \( y \in \mathcal{Y} \). By assuming that \( |J_{n_1} \cap J_{n_2}| \leq 1 \) for all \( n_1 \neq n_2 \in \mathcal{N} \), the fast subset coverage strategy is formulated. Letting \( \lambda(y_j) \) denote the number of nodes such that \( i \in J_n \), an adversary who captures \( t_i \) of the \( \lambda(y_j) \) nodes with \( i \in J_n \) can potentially compromise \( \frac{(\lambda(y_i) - t_i)}{2} \) secure links. Fast subset coverage attacks can thus be modeled by letting \( Z = \mathcal{Y}, a_{i,n} = \frac{(\lambda(y_i) - t_i)}{2} \) if and only if \( i \in J_n \), and \( s_i = t_i \left( \frac{(\lambda(y_i) - t_i)}{2} \right) \).

Similar to the case of subset coverage attacks, fractional and fast subset coverage attacks can only be formulated if the index sets \( J_n \) are computable by the adversary and, thus, can be prevented by the use of a privacy-preserving key establishment protocol.

6. Storage randomization to mitigate set coverage attacks

Lemma 5.1 in Section 5 implies that the only way to prevent a set coverage attack on a key predistribution scheme is to prevent the adversary from computing the value \( A_n \) as given in (11). This first requires the use of a privacy-preserving key establishment protocol. Since the value \( \tau_n \) in (11) can be computed deterministically for any key establishment protocol, this also requires the property that
the adversary cannot compute the value $|S_n|$. One way to achieve this property is to randomize the number of elements $|S_n|$ assigned to each node $n \in \mathcal{N}$.

Storage randomization can be achieved by imposing a probability distribution on $|S_n|$. Letting $\kappa_n = |S_n|$, the distribution on $\kappa_n$ is denoted by $P(k) = \Pr[\kappa_n = k]$.

6.1. Probability distribution on $\kappa_n$

It is important to note that the design of the probability distribution $P(k)$ describing $\kappa_n$ must be done prior to key assignment and network deployment. Thus, the designer has no prior knowledge about the adversary. However, the adversary may be able to perform attacks based on statistical analysis of $\kappa_n$ based on the designed distribution $P(k)$. Hence, the designer must choose $P(k)$ in order to maximize the uncertainty of $\kappa_n$.

The uncertainty of the random variable $\kappa_n$ for each node $n$ can be quantified by the entropy $H(\kappa_n)$ given by

$$H(\kappa_n) = - \sum_k P(k) \log_2 P(k).$$

Assuming that $\kappa_n$ is allowed to vary probabilistically over an interval $[\kappa_{\text{min}}, \kappa_{\text{max}}]$, the entropy of $\kappa_n$ can be maximized [31] by choosing $P(k)$ as a uniform distribution over the interval.

The randomization of $\kappa_n = |S_n|$ impacts the one-hop connectivity of the secure wireless network, considering both the physical constraints of limited communication range and the logical constraints of the existence of a secure link. Hence, the secure network connectivity model formalized in [12] is generalized as follows.

6.2. Effect of storage randomization on secure network connectivity

The probability that a wireless network is $k$-connected using only secure one-hop links is provided by [12, Theorem 2] as a function of the average number of nodes $D$ which are able to establish a secure one-hop link with a given node. The value of $D$ is given by [12, Theorem 2] as $D = (N - 1)p$ where $p$ is the probability that a given node $n$ with $|S_n| = K$ is such that $J_n$ intersects $J_{n_1}$ non-trivially for a node $n_1$. Since $D$ is computed with respect to a single node, $D$, $p$, and $K$ can be respectively replaced with $D_n$, $p_n$, and $\kappa_n$ such that $D_n = (N - 1)p_n$ where $p_n$. The average number of nodes $\bar{d}$ which are able to establish a secure one-hop link with a given node is thus computed by averaging $D_n$ over all possible values of $\kappa_n$. The probability $p_n$ is given by [12, Theorem 7] as

$$p_n = 1 - f^{\kappa_n}$$

where $f = (N - \mu)/(N - 1)$ and $\mu$ is the average number of nodes sharing an element of $\mathcal{Y}$. The quantity $\bar{d}$ is thus computed as

$$\bar{d} = \sum_{k=1}^{\kappa_{\text{max}}} (N - 1)(1 - f^k)P(k),$$

$$= (N - 1) \left( 1 - \sum_{k=\kappa_{\text{min}}}^{\kappa_{\text{max}}} \frac{f^k}{\kappa_{\text{max}} - \kappa_{\text{min}} + 1} \right).$$

The connectivity of the network is then given by applying the result of [12, Theorem 2] with $D = \bar{d}$ given by (15). Hence, the connectivity of the network can be characterized as a function of the parameters in the connectivity model of [12] and the additional parameters $\kappa_{\text{min}}$ and $\kappa_{\text{max}}$.

6.3. Effect of storage randomization on adaptive adversary

The security offered by the use of storage randomization can be evaluated by probabilistically analyzing the behavior of $\kappa_n$ as a function of the prior distribution $P(k)$, the fraction $z/R$ of $\mathcal{Y}$ known to the adversary, and the overlap value $\tau_n$ computable for each $n \in \mathcal{N}$.

To allow for random variation of $\kappa_n$ in the heuristic attack algorithms of Section 4.2, the column sum $A_n$ of the matrix $A$ given in (11) can be generalized to

$$A_n = \kappa_n - \tau_n.$$ 

The heuristic in line 6 of Algorithm 2 is thus generalized as

$$\hat{n} = \arg\max_{n \in \mathcal{N}} \frac{\kappa_n - \tau_n}{c_n},$$

which is a function of the random variables $\kappa_n$. Hence, (17) can only be computed by the adversary if $\kappa_n$ can be appropriately estimated.

6.4. Analysis of storage randomization

A suitable estimate for $\kappa_n$ can be computed as the conditional expected value of $\kappa_n$ given $\tau_n$ and the fraction $z/R$ of $\mathcal{Y}$ which is known. The conditional
probability \( P(k|\tau) = \Pr[\kappa_n = k|\tau_n = \tau] \) describing the desired behavior can be computed using the law of total probability \([32]\)

\[
P(k|\tau) = \frac{Q(\tau|k)P(k)}{\sum_{k=k_{\text{min}}}^{k_{\text{max}}} Q(\tau|k)P(k)},
\]

where \( Q(\tau|k) = \Pr[\tau_n = \tau|\kappa_n = k] \). Assuming as in \([12]\) that the sets \( \kappa_n \) for \( n \in \mathcal{N} \) are determined independently, the probability \( Q(\tau|k) \) that the adversary with \( z \) elements of \( \mathcal{Y} \) shares \( \tau \) of the \( k \) elements assigned to a node \( n \) is given by the binomial probability

\[
Q(\tau|k) = \binom{k}{\tau} (1 - q)^{k-\tau},
\]

where \( q = 1 - z/R \). Thus (18) can be written explicitly as

\[
P(k|\tau) = \frac{\binom{k}{\tau} (1 - q)^{k-\tau}P(k)}{\sum_{t=k_{\text{min}}}^{k_{\text{max}}} \binom{t}{\tau} (1 - q)^{t-\tau}P(t)}.
\]

The conditional expected value \( \kappa(\tau) \) of \( \kappa_n \) given the overlap value \( \tau_n = \tau \) can then be computed as

\[
\kappa(\tau) = \sum_{k=k_{\text{min}}}^{k_{\text{max}}} kP(k|\tau),
\]

where \( P(k|\tau) \) is given in (20). Furthermore, since \( P(k) \) is assumed to be a uniform distribution, the conditional expected value \( \kappa(\tau) \) is given by (21) and (20) as

\[
\kappa(\tau) = \sum_{k=k_{\text{min}}}^{k_{\text{max}}} \frac{\binom{k}{\tau} q^k}{\sum_{t=k_{\text{min}}}^{k_{\text{max}}} \binom{t}{\tau} q^t}.
\]

6.5. Probabilistic node capture attacks

The heuristic step in the node capture algorithm given by (17) can thus be approximated by estimating \( \kappa_n \) by the conditional expected value \( \kappa(\tau_n) \) given \( \tau_n \). The probabilistic version of the heuristic is thus given by

\[
\hat{n} = \arg\max_{n \in \mathcal{N}} \frac{\kappa(\tau_n) - \tau_n}{c_n},
\]

which yields the maximum expected contribution to the success of the node capture attack. The node capture attack given by Algorithm 2 is thus generalized in Algorithm 3.

**Algorithm 3. Node Capture Attack**

1. Given: \( \tau_n \geq 0 \) for \( n \in \mathcal{N} \)
2. Given: \( s = [s_j]_{j=1}^N, s_j \geq 0 \)
3. Given: \( c = [c_n]_{n=1}^N, c_n \geq 0 \)
4. \( x \leftarrow 0 \)
5. While \( s \neq 0 \)
6. \( \hat{n} \leftarrow \arg\max_{n \in \mathcal{N}} \left( \frac{\kappa(\tau_n) - \tau_n}{c_n} \right) \)
7. \( x_0 \leftarrow 1 \)
8. \( s_i \leftarrow s_i - a_i \) for all \( i \)
9. \( \tau_n \leftarrow \text{update}(\tau_n, \hat{n}) \) for all \( n \)
10. End while

Note that the probabilistic node capture attack in Algorithm 3 does not require the adversary to deterministically compute any information about the key predistribution scheme. The only requirement is that the adversary knows the values \( \kappa_{\text{min}} \) and \( \kappa_{\text{max}} \) in order to compute \( \kappa(\tau) \) using (22) for the given value \( q = 1 - z/R \).

The adversary may be able to compute the value \( \tau^* \) which maximizes the function \( \kappa(\tau) - \tau \) for a given value of \( q \). In this case, the computation required in line 6 may be reduced. If the adversary finds a node \( n \) such that \( \tau_n = \tau^* \), the remaining nodes do not need to be examined, as the maximum expected contribution is achieved by node \( n \).

7. Case study

In what follows, the effect of node capture attacks is investigated for selected examples using the attack model proposed in Section 4. The network of interest for the examples herein is a wireless mesh network consisting of a three-class hierarchy of network nodes in which \( \kappa_n \) is a function of node class. Such a network is depicted in Fig. 1.

The highest class of nodes \( \mathcal{N}_1 \) in the hierarchy consists of \( N_1 \) similar nodes which make up the mesh backbone. Backbone nodes are assumed to be equipped with a degree of tamper-resistance which makes them very costly to attack, and the cost \( c_n \) associated with the capture of each backbone node is equal to a constant \( C_1 \). The second class of nodes \( \mathcal{N}_2 \) consists of \( N_2 \) similar nodes which serve as clusterheads in the mesh network. Clusterheads are assumed to have a lesser degree of tamper-resistance than backbone nodes, and the cost \( c_n \) associated with the capture of each clusterhead is equal to a constant \( C_2 \).

The third class of nodes \( \mathcal{N}_3 \) consists of \( N_3 \) similar mobile sensor nodes. These nodes are assumed to
have no tamper-resistance, and the cost $c_n$ associated with the capture of each clusterhead is equal to a constant $C_3$.

The set of network nodes is thus represented by $\mathcal{N} = \mathcal{N}_1 \cup \mathcal{N}_2 \cup \mathcal{N}_3$, consisting of $N = N_1 + N_2 + N_3$ nodes. Due to the structure of the network, it is assumed that $N_1 \ll N_2 \ll N_3$ and $C_1 \gg C_2 \gg C_3$.

### 7.1. Fractional subset coverage attack

The first example illustrates an attack in which the set $S_n \subseteq \mathcal{N}$ of elements assigned to node $n$ is of size $\kappa_n = K_i$ if $n \in \mathcal{N}_i$ for $i = 1, 2, 3$. The goal of the adversary in this example is to maximize the fraction of communications between clusterheads and backbone nodes which can be eavesdropped by capturing nodes in $\mathcal{N}$. This goal corresponds to the fractional subset coverage strategy presented in Section 5.3 modeled as follows.

The collection $\mathcal{Z}$ sought by the adversary consists of non-empty subsets $z_{(n_1, n_2)} = S_{n_1} \cap S_{n_2}$ where $n_1 \in \mathcal{N}_1$ and $n_2 \in \mathcal{N}_2$. The elements $a_{(n_1, n_2), n}$ of the matrix $A$ are thus defined as

$$a_{(n_1, n_2), n} = \frac{|z_{(n_1, n_2)} \cap S_n|}{|z_{(n_1, n_2)}|},$$

and the elements $s_{(n_1, n_2)}$ of $s$ are equal to 1. Furthermore, the function $\text{update}(a_{(n_1, n_2), n}, \hat{n})$ in line 9 of Algorithm 1 is given by

$$\text{update}(a_{(n_1, n_2), n}, \hat{n}) = a_{(n_1, n_2), n} - a_{(n_1, n_2), \tilde{n}} + \frac{|z_{(n_1, n_2)} \cap S_n \cap S_{\hat{n}}|}{|z_{(n_1, n_2)}|}.$$

The adversary can then mount the heuristic attack given by Algorithm 1. In this attack, the benefit $B(x)$ which results is exactly equal to the fraction of secure communication links between clusterheads and backbone nodes which can be eavesdropped by capturing the nodes indicated by the vector $x$. Hence, Algorithm 1 allows the adversary to heuristically minimize the cost required in order to eavesdrop on all possible secure links of interest.

The benefit which results from this attack is simulated for the parameters $N_1 = 5$, $N_2 = 20$, $N_3 = 500$, $K_1 = 100$, $K_2 = 25$, $K_3 = 10$, and $R = 1,000$. The benefit $B(x)$ is illustrated in Fig. 2 as a function of $\|x\|_1$ and indicating the number of captured
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nodes $x_i$ in each class $\mathcal{N}_i$. To demonstrate the effect of node heterogeneity, the attack is performed for two sets of costs $C_i$ for $i = 1, 2, 3$.

The less variable costs in Fig. 2(b) explain the sudden jump in the attack benefit toward the end of the attack. After several nodes in $\mathcal{N}_3$ have been captured, the number of secure links that can be eavesdropped due to the capture of the node in $\mathcal{N}_2$ exceeds that of any other node in $\mathcal{N}_3$ by at least the factor $C_2/C_3$.

### 7.2. Randomized set coverage attack

The second example illustrates an attack in which the set $S_n \subseteq \mathcal{Y}$ of elements assigned to node $n$ is of size $\kappa_n$ uniformly distributed in an interval $[\kappa_{i,\min}, \kappa_{i,\max}]$ for $n \in \mathcal{N}_i$. The goal of the adversary is to maximize the fraction of $\mathcal{Y}$ which is recovered by capturing nodes in $\mathcal{N}$. This goal corresponds to the set coverage strategy with randomized storage discussed in Section 6 modeled as follows.

The collection $\mathcal{F}$ sought by the adversary is equal to the set $\mathcal{Y}$ if and each element $s_j$ in $s$ is equal to 1. Due to storage randomization, the adversary must use Algorithm 3 in which the function update$(\tau_n, \tilde{n})$ corresponds to the execution of the key establishment protocol by the adversary for each node $n$. The benefit $B(x)$ which results is exactly equal to the fraction of $\mathcal{Y}$ recovered by the adversary. Hence, Algorithm 3 allows the adversary to probabilistically minimize the cost required in order to recover the set $\mathcal{Y}$.

The benefit which results from this attack is simulated for the parameters $N_1 = 5$, $N_2 = 20$, $N_3 = 500$, and $R = 1000$ such that $\kappa_{1,\min} = 80$, $\kappa_{1,\max} = 120$, $\kappa_{2,\min} = 15$, $\kappa_{2,\max} = 35$, $\kappa_{3,\min} = 5$, and $\kappa_{3,\max} = 15$. The benefit $B(x)$ is illustrated in Fig. 3 as a function of $\|x\|_1$ and indicating the number of captured nodes $x_i$ in each class $\mathcal{N}_i$. To demonstrate the effect of node heterogeneity, the attack is performed for two sets of costs $C_i$ for $i = 1, 2, 3$.

Due to the variation in $\kappa_n$ and the use of the expected value of $\kappa(\tau)$, the randomized cases in Fig. 3(a) and (b) are much less likely to select a node in $\mathcal{N}_2$ or $\mathcal{N}_3$ with higher cost. This is due to the suppression of statistical outliers which results from the use of $\kappa(\tau)$ instead of $\kappa_n$. Note also that the statistical heuristic leads to a decay in the benefit of the attack as the number of captured nodes increases. This is because the benefit achieved from an individual node is not guaranteed as in the deterministic case.

### 8. Conclusions

In this paper, we presented a mathematical model for node capture attacks on key establishment protocols in heterogeneous wireless ad hoc and mesh networks. By characterizing the cost of capturing each node and the contribution of each node to the attack success, attacks are formulated using an integer-programming minimization problem. We conclude that there is no polynomial solution that can determine the node capture attack with minimum cost for heterogeneous or homogeneous networks. An efficient heuristic algorithm for node capture attacks was thus presented using a known heuristic for the integer-programming minimization.
problem. We showed that attacks using a subset coverage strategy can be prevented through the use of a privacy-preserving key establishment protocol. We also investigated storage randomization as a technique to mitigate set coverage attacks. We conclude that even in the presence of storage randomization, the adversary can perform a probabilistic heuristic via statistical analysis at an increased cost. We also observed that the probabilistic heuristic outperforms the random capture of nodes. Future work includes determination of appropriate privacy-preserving key establishment protocols and further investigation of mitigation techniques for node capture attacks.
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