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H b. Let -< be as -<r exceptthat H a f'tW H b is forced. Vd(xM + (1 - x)v*) :::;
Vd(xN+ (1 - x)H) entails that x/(l - x) :::; dO.5• Since d assumeseach
value in (0.1), x = 0 is a necessarycondition for the preferencesof Example
3.2.]

PROOF. When -,(Ha -< H b ) and -,(Hb -< H a), then there exist pairs of
convergentacts {Ha,n}, �{�H�~�, n} �~ H a and {Hb, n}, {Hb,n} �~ H b , where (\I n)
H a , n -< �H�~�, nandH b,n -< �H�~�, nt Thenby Corollary 2.5, H a �~ Rb• 0

Example3.2 illustratesthat our axioms are not strongenoughto ensure
the preferenceH a -< H b when, for example-,(Hb -< H a ) and -,(Ha �~ H b ). It
so happensthat when both the conditions -,(Hb -< H a ) and -,(Ha �~ H b )

obtainandthesetwo actsdo not involve the distinguishedrewardsWand B,
then eachextension -< * of -< which fixes "utilities" for H a and H b (and
where -< * arisesby iterationof Definition 20) hasthe desiredrelation H a -< *
H b• Our specific problem, however, is with the casewhen one of thesetwo
acts is a utility endpointof the (closed) target set :T(H), for example,let
H a = v * B + (1 - v *)W and H b = H, as in the model for the -< -preferences
sketchedin Example 3.2. We require an extra consideration,then, to de­
termine whether, though v*B + (1 - v*)W f'tW H, a combination of -<­
preferencesariseswhich prohibits an extension -<H of -< that assignsthe
"utility" v* for H.

Our solution is to show how to extendthe partial order -< to a partial
order -<+ that includesall the so-calledmissingpreferencesH a -< H b .

DEFINITION 23. Define -<+ from -< by H a -<+ H b iff H a -< H b or, both
-,(Hb -< H a ) and -,(Ha �~ H b ).

The next lemma establishes(very weak) conditions under which the
-<+-closureof a partial order -< satisfiesall threeaxioms.In particular,it is
not necessarythat -< satisfiesHL Axiom 3. [The condition -,(Hb -< H a ) is
well defined accordingto Definition 23 even though -< is known only to
satisfy HL Axioms 1 and 2. Specifically, the indifferencerelation �~ is well
definedandsatisfiesall thoseproperties,e.g.,Corollary 2.4, which dependon
HL Axioms 1 and2 alone.]

LEMMA 3.4. The partial order -<+ satisfiesall three axiomsprovided -<
satisfiesthe first two axioms,HL Axioms1 and 2, andprovidedclosureof -<
underall three axiomsdoesnot producea -< -precludedpreference.

PROOF. We verify the axiomsseparately.
HL Axiom 1 (irreflexivity). Since H �~ H obtains and -< yields no -<­

precludedpreference(under the three axioms), no act H satisfies H -<+ H.
That is, H �~ H is not -< -precluded.
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HLAxiom 1 (transitivity). Assume Ha -<+ H b and H b -<+ He. Each of these
-<+ -preferences may arise two ways, according to Definition 23. We examine a
general case: -,(Hb -< Ha), -,(He -< H b), -,(Ha ~ H b) and -,(Hb ~ He). We
show that (i) -, (He -< Ha) and (ii) -, (Ha ~ He).

(i) From the two assumptions -,(Hb -< Ha) and -,(He -< H b), we conclude
that there exist convergent sequences {Ha n} =:) Ha, {Hb n} and {Hb n} =:) H b
and {He n} =:) He' with (V n) Ha n -< H b n a~d H b n -< He ~. Thus, by Axioms 1
and 2, 6.5Ha n + O.5Hb n -< O.5'Hb n + 'O.5He n· Using HL Axiom 2 to cancel
common terms in H b ~ and H b'n, we obt~in -< -preferences of the form
H~,n -< H~,n' where {H~,n} =:) Ha ~nd {H~,n} =:) He· Thus, -,(He -< H a)·

(ii) Assume Ha ~ He. Because Ha,n -< H b,n we may construct new conver­
gent sequences {H~,n} =:) He and {H;,n} =:) H b, where H~,n -< H;,n.

This exercise is done as follows. From the indifference Ha ~ He conclude
(l/n)W + ([ n - l]/n)He -< (l/n)B + ([ n - l]/n)Ha. Then O.5Ha n +
O.5[(1/n)W + ([ n - l]/n)He] -< O.5Hb,n + O.5[(1/n)B + ([ n - l]/n)Haf Use
Axiom 2 to cancel common terms involving act H a .

We already have assumed H b n -< He n. Then, since we are entitled to use
HL Axiom 3 in determining the con~equences of adopting Ha ~ He' by
Corollary 2.5, from H a ~ He we derive H b ~ He. -,(Hb ~ He) means that
adding the ~ -indifference H b ~ He yields a -< -precluded preference. Thus,
adding Ha ~ He to -< yields the same -< -precluded preference. Hence,
-,(Ha ~ He)·

HL Axiom 2 (independence). This axiom is easy to verify, since -< satisfies
HL Axioms 1 and 2. We illustrate the argument from right to left. Suppose
xHa + (1 - x)H -<+ xHb + (1 - x)H. We are to show that (i) -,(Hb -< Ha)
and (ii) -,(Ha ~ H b ).

(i) We know that both -,(xHb + (1 - x)H -< xHa + (1 - x)H) and
-,(xHa + (1 - x)H ~ xHb + (1 - x)H). As in previous cases, we may assume
existence of convergent sequences {HI n} =:) xHa + (1 - x)H) and {H2 n}
=:) xHb + (1 - x)H), where HI n -< H 2 n. 'Use HL Axiom 2 to cancel comm~n
terms (involving act H) in ea:ch pai~ HI nand H 2 n. The results are -<­
preferences of the form Ha,n -< Hb,n' with {Ha,n} ~ Ha and {Hb,n} =:) H b.
Thus, -,(Hb -< H a ).

(ii) By Corollary 2.4, from the assumption H a ~ H b it follows that xHa +
(1 - x)H ~ xHb + (1 - x)H, which yields a -< -precluded preference as
-,(xHa + (1 - x)H ~ xHb + (1 - x)H).

HL Axiom 3(a). Assume Mn -<+ N~ and N -< +0, where {Mn} =:) M and
{N,) =:) N. We need to show that (a) -,(0 -< M) and (b) -,(M ~ 0).

(a) Thus -,(Nn -< M n), -,(Mn ~ Nn), -,(0 -< N) and -,(N ~ 0). As in
previous cases, assume each of these -< -precluded preferences arises from
corresponding sequences of -< -preferences. That is, for each n there is a pair
of convergent sequences limj~ 00 {Mn,j} =:) Mn and {Nn,j} =:) Nn, where Mn,j -<
Nn,j. Also, there is a pair of convergent sequences {N~} =:) N and {On} =:) 0,
where N~ -< On. Since {Mn } =:) M and {Nn } =:) N, for each n we may choose a
value in so that limn ~ 00 {Mn,jn} =:) M and {Nn,jn} =:) N. Of course, Mn,jn -< Nn,jn.
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Then, 0.5Mn,Jn + 0.5N~ -< 0.5Nn,Jn + 0.50n. Use HL Axiom 2 to cancel terms
common to act N, yielding -< -preferences sufficient for -,(0 -< M).

(b) If we assume M ~ 0, then (because Mn,Jn -< Nn,Jn) there are sequences
{O~} ~ 0 and {N;} ~ N, with O~ -< N;. Since N~ -< On' using Axiom 3, by
Corollary 2.5, then N ~ O. However, -,(N ~ 0). Hence, assuming M ~ 0
entails some -< -precluded preference. Therefore, -,(M ~ 0). HL Axiom 3(b)
is demonstrated in the identical fashion. 0

In the- next definition, based on Lemma 3.4, we indicate whether either
endpoint of :T(H) is eligible as a utility for H when extending -< to form
-<H·

DEFINITION 24. Say that v *(H) is a candidate utility for H if v *B +
(1 - v*)W ~+ H. Likewise, v*(H) is a candidate utility for H if H ~+

v *B + (1 - v*)W.

We conclude our discussion of the extension -<H for the special case when
it is generated by a target set endpoint provided, of course, the endpoint is a
candidate utility for H. The idea behind the extension, is that as it stands,
Definition 20 fails with v = v * or v = v* only because the resulting partial
order is incomplete with respect to Axiom 3. (See Lemma 3.5, below.) Then, in
light of Lemma 3.4, the + -closure (using Definition 23) corrects the omis­
sions. (See Lemma 3.6.)

When extending -< with a candidate utility, v = v * or v = v*, that is,
using an endpoint of :T(H), we define the extension -<H in two steps, as
follows: Analogous with Definition 20, let G and G' be symmetric mixtures of
H and vB + (1 - v)w.

DEFINITION 25. Define HI -<# H 2 iff 3 (0 < x < 1) 3 (G, G'), xHI +
(1 - x)G -< xH2 + (1 - x)G', and let -<H result by closing -<# using Defini­
tion 23, that is, -<H = -<~ .

LEMMA 3.5. The partial order -<# extends -< and satisfies axioms HL
Axioms 1 and 2.

PROOF. Since v is a candidate utility, vB + (1 - v)W '" H. Then, as
Definition 25 duplicates Definition 20,1 the proofs from Lemmas 3.2 and 3.3
apply to show that -<# extends -< and satisfies the first two axioms. 0

LEMMA 3.6. The partial order
axioms.

-<+
# extends -< and satisfies all three

PROOF. In light of Lemma 3.5, the result follows by Lemma 3.4 once we
show that -<# may be closed under the axioms without generating a -<#­
precluded preference. Note that -<# extends -< by some, but not necessarily
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all, preferences entailed (by the three axioms) from the ~ -indifference
H ~ vB + (1 - v)W. Then, since v is a candidate utility, closing -<# under
the three axioms does not lead to a -< -precluded preference. We claim, next,
that it does not lead to a -<#-precluded preference either. Suppose, on the
contrary, it does. Suppose, for example, closing -<# with the axioms results
in a relation H b -<# H a , where also -,(Hb -<# H a ). The former means that
adding H ~ vB + (1 - v)W to the set of -< -preferences entails (by the
axioms) that H b -< H a . The latter requires that, for two convergent sequences
{Ha , n} a~d {Hb , n}, (Ha , n -<# H b , n)· Thus, adding H ~ vB + (1 - v)W to the
set of -< -preferences entails (by the axioms) that (Ha n -< H b n). By HL
Axiom 3, these lead to a -< -precluded preference (Hb -< lib). The~ v is not a
candidate utility for H with respect to -<, a contradiction. 0

Thus, with Definition 20, we have indicated how to extend -< to -<H'

where act H is assigned a utility v from the interior of its target set !T(H),
and with Definition 25, how to extend to -<H using a candidate utility
endpoint.

We interject two simple, but useful results about ~H-indifferences.The
first confirms that the extension -<H preserves ~ -indifferences. The second
shows that the extension -<H makes act H ~H-indifferent with its assigned
utility v.

LEMMA 3.7. If M ~ N, then M ~H N.

PROOF. Suppose M ~ N and that xM + (1 - x)H3 -<H H4 • We are to
show that xN + (1 - x)H3 -<H H4 . By Definition 23, [y(xM + (1 - x)H3 ) +
(1 - y)G] -< [yH4 + (1 - y)G']. Mter rearranging terms, by Corollary 23,
[y(xN + (1 - x)H3 ) + (1 - y)G] -< [yH4 + (1 - y)G'], so that xN +
(1 - x)H3 -<H H4 • 0

LEMMA 3.8. H ~H vB + (1 - v)W.

PROOF. Since W -< B, we have the following:

(ljn)W+ [en -1)jn][0.5H+ 0.5(vB + (1- v)W)]

-< (ljn)B + [en -1)jn][0.5H+ 0.5(vB + (1- v)W)].

This equation may be written as xnHn + (1 - xn)(vB + (1 - v)W) -<
xnMn + (1 - xn)H, where {x n} ~ 0.5, {Hn} ~ Hand {Mn} ~ (vB +
(1 - v)W). By Definition 20, Hn -<H Mn. Similarly, it may be written xnM~ +
(1 - xn)(H) -< xnH~ + (1 - xn)(vB + (1 - v)W), where {x n} ~ 0.5, {H~} ~ H
and {M~} ~ (vB + (1 - v)W). By Definition 20, M~ -<H H~. Then,"by Corol­
lary 2.5, H ~H vB + (1 - v)W. 0

We iterate Definition 20 (or Definition 25) in a denumerable sequence of
extensions of -< .



PARTIALLY ORDERED PREFERENCES 2209

_ DEFINITION 26. Define the set 7?= {Hi
k: Hik(Sj) = r l if j =1= k, and

Hik(Sk) = rJ. Let r l denote the constant act that yields reward r l in each
state, so that r I E 7?

LEMMA 3.9. 7? is countable and finite if R is finite.

The proof is obvious.
[7? remains countable even when 7r is a denumerable partition. Then it

follows from HL Axiom 3 that personal probabilities over 7r are O"-additive.
That is, HL Axiom 3 entails "continuity": limn~oo p{n En} = p{limn~oo nEn}'
In the light of Fishburn's (1979), page 139, result Theorem 10.5, we conjec­
ture that our central theorems, e.g., Theorems 3 and 6, carryover to count­
ably infinite partitions. However, this is not evident, e.g., our proof of Claim 1
(for Theorem 3) does not apply when 7r is infinite. Our use of finite partitions
avoids mandating O"-additivity of personal probability.]

Hereafter, we enumerate 7? with a single subscript i. At stage i of the
induction, -<i is obtained by choosing a target utility Vi for act Hi E??',
denoted V(Hi) = Vi' Here Vi E .9;(Hi) and .9;(.) identifies sets of target utili­
ties, based on -<i-I' By Lemma 3.7, extensions preserve utilities already
assigned, so that all utilities fixed by stage i are well defined over stages
j 2 i. Next, we show that each simple act has its "utility" V determined by a
finite subset of 7?

LEMMA 3.10. If H E H R is a simple act, then there is a (finite) stage -<m
such that ~(H) is a unit set, that is, by stage -<m' H is assigned a precise
utility V(H).

PROOF. First we verify that V has the expected utility property over
elements of 7? Consider ita' Hb E7? Without loss of generality, let b =

max{a, b}. Both Ha and H b have their respective utilities by stage -<b . That
is, Ha ::::;b vaB + (1 - va)W and H b ::::;b Vb B + (1 - Vb)W, By Corollary 2.4,
xHa + (1 - x)Hb ::::;b x(vaB + (1 - va)W) + (1 - X)(Vb B + (1 - vb)W).
Hence, V(xHa + (1 - x)Hb) = xV(Ha) + (1 - x)V(Hb).

Next, write H(sj) = L:7!: IPj(ri). Define the act H;(s) = H(s) if s = Sj;
othe:wise H'(s) = r l . Since H is simpl~, each H; _i.s a finite combination
of H· E7? Specifically H~ = "~J IP.(HI) where Hl(s) = r· if s = s· and
_. 1,' , J L.J1, = J 1,' 1, 1, J

HI(s) = r l otherwise. Observe that (l/n)H + (n - l/n)r l = 'k(l/n)H).
Thus the utility V(H) is determined once V(rl) and the n values V(H;) are
fixed, all of which occurs after finitely many elements of7? are assigned their
utilities. 0

We create a weak order :::5 w from the partial orders -<i (i = 1, ... ) using
the fact that each H E H R is a limit point of simple horse lotteries. For
H E H R consider a sequence {Hn } =:) H, where H n is a simple act. Let
V(H) = limn~oo V(Hn ). Then:
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LEMMA 3.11. V(H) is well defined.

PROOF. We show that if {Hn} ~ H, then limn~ooV(Hn) exists and is
unique. Assume {Hn} ~ H and {H~} ~ H, where all these acts belong to HR.
Without loss of generality, since the simple acts form a dense subset of HR
under the topology of pointwise convergence, suppose that each of Hn , H~ is
simple. Then write Hn as YnKn + (1 - Yn)Mn and H~ as YnKn + (1 - Yn)M~,

where limn~oo Yn = 1 and each of K n, M n and M~ is a simple act in
HR. By Lemma 3.10, V(Hn) - V(H~) = (1 - Yn)[V(Mn) - V(M~)]. Since
limn ~oo Yn = 1 and V is in the unit interval [0,1], limn ~oo V(Hn) - V(H~) = 0.

D

The next lemma establishes that V has the expected utility property for all
HEHR ·

LEMMA 3.12. If Ha, H b E H R , then V(xHa + (1 - x)Hb) = xV(Ha) +
(1 - x)V(Hb).

PROOF. Consider two sequences {Ha n} ~ Ha and {Hb n} ~ H a, where
each of H a nand H b n is simple and belo~gs to HR. Then, f~r each n, the act
x(Ha n) + (1 - x)Hb'n is simple and belongs to HR. It is evident that
{x(Ha,n) + (1 - x)Hb,n} ~ xHa + (1 - x)Hb. By Lemma 3.10, V(xHa,n +
(1 - x)Hb,n) = xV(Ha,n) + (1 - x)V(Hb,n). Then by Lemma 3.11, V(xHa +
(1 - x)Hb) = xV(Ha) + (1 - x)V(Hb). D

Last, define the weak order ::SW for H E HR using the utilities fixed by V:

We complete the proof of Theorem 3:
(i) That ::SW is a weak order over elements ofHR follows simply by noting

that V is real-valued. By Lemma 3.12, it satisfies the independence axiom.
The Archimedean axiom also is a simple consequence of Lemmas 3.10 and
3.11, that is, if {Mn} ~ M, {Nn} ~ Nand M n -<w N n, then V(M)::::; yeN).
Next, let H a and H b be simple, that is, each with finite support. Suppose
(Ha -< H b). According to Lemma 3.10, the utilities V(Ha) and V(Hb) are
determined by some stage k of the induction, where k is the maximum index
of the (finitely many) elements of t7? in the combined supports of H a and H b •

Lemma 3.2 establishes that -<k extends -<. Then (L l -<k L 2 ) and thus
V(Ha) < V(Hb). Therefore, ::SW extends -< for simple lotteries.

(ii) We argue that V almost agrees with -<, that is, if (HI -< H 2 ), then
(HI ::Sv H 2 )· Here is a simple lemma about the changing endpoints of target
sets which completes the theorem.

LEMMA 3.13. For every act H E HR and stage j = 2, ... , (i) vj- l *(H) ::::;
vj*(H) ::::; vJ(H) ::::; vJ-l(H) and (ii) limj~oo vj*(H) = vJ(H) = V(H).
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PROOF. (i) Since -<j extends -<j-l' any sequence of j - 1 stage prefer­
ences H n -<j-l xnB + (1 - xn)W also obtain at stage j. Thus, by Definitions
20 and 25 and Lemma 3.2(i), vj_1*(H) ~ vj*(H) ~ vj(H) ~ vj_l(H).

(ii) For each act iii E~ V (j > i), Vj*(iii) = Vj(iii) = V(iii) = Vi. Hence,
(ii) is obvious for all simple lotteries. Assume H is not simple. It is easy
to find a convergent sequence of simple acts in H R , {Kn } ==> H, where
Vn *(Kn) = v~(Kn) = V(Kn) and H = YnKn + (1 - Yn)Mn. The sequence of
acts M n , though elements of H R , need not converge. Since H is not simple,
Yn < 1. Then, YnKn + (1 - Yn)W -< YnKn + (1 - Yn)Mn -< YnKn + (1 - Yn)B.
As each -<n extends -<, we have YnV(Kn) < Vn*(H) ~ v~(H) < YnV(Kn) +
(1 - Yn). However, limn~oo Yn = 1 and, by Lemma 3.8, limn~oo V(Kn) = V(H).
Thus, limj~oo vj*(H) = limj~oo vj(H) = V(H). D

Finally, if (HI -< H 2), since for each n, -<n extends -<, we have that
vn*(H1) ~ V~(H2). Then by Lemma 3.13, V(H1) ~ V(H2). D

D. Other results from Section 3.

PROOF OF COROLLARY 3.1. The extensions -<i created in Theorem 3 rely
on the existence at stage i-I of a nonempty target set !Ji(iii)' only for the
acts iii Et?? However, !Ji(.) is defined on all of H R, including the nonsimple
acts. Hence, we can amend the sequence of extensions of -< to fix utilities for
any countable set of acts, in addition to fixing utilities for each element of t??
Just modify the argument of Theorem 3 to assign utilities to the countable set
t7'?U!I. D

In connection with Example 3.1, for instance, we can introduce acts H a

and H b into a well ordering of~ for example, {iiI' H a , ii2 , H b , ii3 , ••• }, so
that by stage 4 of the sequence of extensions, k 1 = V(Ha ) < V(Hb ) = k 2 ,

which precludes the undesired limit stage in which Veri) = 0.25 (i = 1, ... ).

Theorem 4 is easily demonstrated.

PROOF OF THEOREM 5. That c/J =1= r ~%,9 is part (i) of Theorem 4. For the
converse, argue indirectly. If Z E %,9/r then let iik be the first element of t7'?

(that is, let k be the least integer) fori which Z(iik) $!7k(Hk), even though
VI =Z(ii1), ... ,Vk- 1 =Z(iik- 1) for acts ii1, ... ,iik- 1. Then Z agrees with
-< k- l' since -< k- 1 is the result of extending -< by the conditions iii ;::;
viB + (1 - Vi)W (i = 1, ... , k - 1). That is, expand each -<k_l-preference
into a -< -preference. The former follows from the latter by adding a set of
k - 1 assumptions {iii ~ ViB + (1 - vi)W: (i = 1, ... , k - I)} to -<. But these
k - 1 conditions are satisfied under Z, and Z agrees with -< on simple acts.
Hence, it must be that either Z(iik ) = Vk = vk*(Hk) and !7k(Hk) is open at
the lower end or else Z(iik ) = vk = vt(iik) and !7k(iik ) is open at the upper
end. However, if the target set is open and if an endpoint Vk of!7k(iik ) is not a
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candidate utility for iik, then adding iik ~ Vk B + (1 - vk)W to -<k-1
produces a -<k- I-precluded preference. Since Z agrees with -<k -1' Z does
not agree with any -<k_1-precluded preference. Thus, Z cannot assign act iik

the utility Vk' which contradicts the assumption Z(iik) = Vk. 0

E. Results from Section 4. The proof of Lemma 4.1 is immediate after
Theorem 13.1 of Fishburn (1979).

PROOF OF LEMMA 4.2. Recall the strict preferences W -< H -< B, whenever
W, B $: supp(H). Hence, for each V, we may standardize the (expected)
utility of act W as 0 and the (expected) utility of act B as 1, where all other
acts (not involving Wand B) have (expected) cardinal utilities in the open
interval (0, 1). Next, define a set of simple, called-off acts {Hi,j E Hs j }, which
yield the lottery outcome L i E LR-{w, B} in state Sj and outcome W in all other
states. In keeping with this notation, let HW,j = Wand let H.B,j be the HS j

ac~with outcome B in state 8j • Recall, for each j, limm-->",{H~)= Hi,} and
H m ,} = HW,j = W. Then, whenever H Ll < H Lk (by HL Axiom 5), W -< H:n,j -<
H~,j -< H;;',j. Hence, by the Archimedean HL Axiom 3 (as in Lemma 2.3), we
have the restriction ,(HB,) -< H k,} -< Hi,j -< W). Moreover, this constraint
obtains also for each extension of -<, including all the limit extensions ::)y

since these -< -preferences involve simple acts. Then, for each V, W ::)y

Hk,j ::)y Hi,j ::)y HB,j. Trivially, either W ~y HB,j or else W -<v HB,j. The
upshot is that, for each V, one of two circumstances obtains:

Case 1. IfW ~y HB,j' Ha,j ~y H(3,j and Sj is null under ::)y ,so p(Sj) = o.
Case 2. If W -<v HB,j' then Sj is V-nonnull and for each representation of

V as an expected, state-dependent utility [in accord with condition (4.1)],
Uj(W) ~ Uj(L i ) ~ Uj(L k ) ~ Uj(B), with at least one of the outside inequali­
ties strict. However, since the Uj are defined only up to a similarity transfor­
mation, without loss of generality choose Uj(W) = 0 and Uj(B) = 1 and
rescale P accordingly. 0

PROOF OF LEMMA 4.3. Without loss of generality (Corollary 3.3), let the
denumerable sequence 7?= {ii) of simple horse lotteries, used to create the
set r of extensions for -<, take {Hr , ... , H r } as its initial segment: the

1 n

constant acts that award ri in each state. Suppose the interval .9;:(r1) is not
open, for example, .9;:(r1) = [VI *, vi). Then 0 < VI *. Extend -< according to
the condition H

r1
~1 VI *B + (1 - VI *)W. That is (by Definition 2.3), HI -<1

H 2 iff xH1 + (1 - x)G1 -< xH2 + (1 - X)G'l' where G1 and G'l are constant
acts, symmetric mixtures of outcomes r1 and VI * B + (1 - VI * )W.

We show that each V E r which extends -<1 (where V is standardly
represented by the set of pairs {(p, Uj)} according to condition (4.1)) carries
only state-independent utilities for r 1. That is, for each such Uj, Uj(r1 ) = VI *
if Sj is p-nonnull. To verify this claim, define act Hj as follows:

H_e,j(sj) =(v1*-s)B+(I-[v1*-s])W and H_e,j(s) =W fors$:sj.

If state Sj is not -< -potentially null then, since VI * is the lower bound of
.9;:(r1), by HL Axiom 4, we have \:f (VI * > s > 0), H _e,j -< H 1,j. [Recall,
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H 1,j(Sj) = r 1 and H 1,j(s) = W when S $: Sj.] By the Archimedean condition
HL Axiom 3, letting 8 ~ 0, we find that these -< -preferences create the
constraint -,(H1,j -< Hs=o,j), which applies also to each extension of -<.
Thus, if Sj is not -< -potentially null, each V which extends -<1 has VI * as a
lower bound on the state dependent utility ~(rl). Likewise, by appeal to HL
Axiom 5 in case Sj is -< -potentially null, it follows that -,(H1,j -< Hs=o,j) and
this applies also to all extensions of -<. So, again, VI * is a lower bound on
the state dependent utility ~(rl) for cases where Sj is -< -potentially null but
V-nonnull and ::SV extends -< (on simple acts). (Note: Here we use axiom
HL Axiom 5 to regulate the state-dependent utility of lotteries in -<­
potentially null states.) Because V(r 1) = VI * for each ::SV that extends -<1
on simple acts, VI * also is an upper bound on all such V-nonnull state­
dependent utilities ~(rl). This is so because VI * = V(r 1) is the p-expectation
of ~(rl). Hence, each ::SV that so extends -<1 assigns to reward r 1 the
state-independent utility VI *.

Next, assume that 92(r2 ) is not an open interval, for example, let 92(r2 ) =
(V 2*, v~], and we know v~ < 1. Thus, H r2 -<1(V~ + 8)B + (1 - [v~ + 8])W.
Extend -<1 to -<2 by introducing the ~2 -condition H r2 ~2 v~ B +
(1 - v~)W. That is, define -<2 by HI -<2 H 2 iff xH1 + (1 - x)G2 -<1 xH2 +
(1 - x)G~, where G2 and G~ are constant horse lotteries, which are symmet­
ric mixtures of acts H r2 and v~B + (1 - v~)W.

To see that all ::Sv-extensions of -<2 impose a state-independent utility on
r 2, that is, to show ~(r2) = v~, it suffices to demonstrate that v~B +
(1 - v~)W serves as an upper utility bound for r 2 over all -<1' sj-called-off
preferences, called-off if Sj fails. In other words, we are to establish that, for
each state Sj' the constraint -,(Hv~+s,j -<1 H 2,j) applies to -<1 and its
extensions. Then, by the reasoning we used above, since V(r 2 ) = v~ for all
::SV which extend -<2 (on simple acts), v~ also is a lower utility bound for
each state-dependent utility ~(r2)' and thus ~(r2) is state-independent.
That is, since V(r 2 ) = v~ is the p-expectation of quantities, none of which is
greater than v~, then ~(r2) = v~ if P(Sj) > O.

To establish that v~ is such a state-independent upper bound, expand
each of the relevant -<I-preferences, to wit, V (1 - v~ > 8 > 0) expand
H r2 -<1(V~ + 8)B + (1 - [v~ + 8])W, into its respective -< -preference:
3 X s > 0, 3 (GIs' G'ls),

x s H r2 + (1 - X s )G1s -< X s [( V~ + 8)BI+ (1 - [V~ + 8 ])W] + (1 - X s )G'ls.

Each pair (GIs' G'ls) is a symmetric mixture of acts H r1 and VI *B +
(1 - VI *)W. These -< -preferences are between cons~anthorse lottery acts. By
appeal to HL Axiom 4 in case Sj is not -< -potentially null, or by appeal to HL
Axiom 5 in case Sj is -< -potentially null, we arrive at a constraint for
called-off acts involving the two lottery outcomes x sr2 + (1 - x s)G1s and
xs[(v~ + 8)B + (1 - [v~ + 8])W] + (1 - xs)G~s. Specifically, we obtain the
restriction -,(Hx+s,j -< H x2 ,j)-a constraint on all extensions of -< -where

H x+ s, j ( S j) = X s [( V~ + 8) B + (1 - [v ~ + 8])W] + (1 - X s ) G'ls and
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Hx+e,j(S) = W if S $. Sj'

H x2 ,j(sj) = x e r2 + (1 - x e )G1e and H x2 ,j(s) = W if S $. Sj.

However, each ::SV extension of -<1 (on simple acts) assigns to r 1 the
state-independent utility VI *. Thus, each extension assigns G 1e and G'le this
same state-independent utility V 1*. Then, as the constraint -,(Hx +e,j-<1

H x2 ,j) obtains, so too does the constraint which results at the limit, when
B = 0, an9- terms G 1e and G'le are canceled according to HL Axiom 2. Hence,
each ::SV extension of -<1 has the quantity v~ as an upper bound on the
state-dependent utility ~(r2) of r2, provided Sj is not null under ::Sv.
Therefore, since V is a weighted average of ~ values, ~(r2) = v~ for each
::SV that extends -<2 on simple acts.

Proceed, this way, through the first n stages in the extension of -< (using
Theorem 3), by choosing for the ith stage either the condition H r ::::;i vi*B +
(1 - Vi *)W or the condition H r ::::;i vi B + (1 - vi )W, as 9i(ri) is ~losed below
or above (respectively). Then the set r' of extensions for -<n provides the
requisite subset of r. [Note: r' may fail to be convex when 9i(ri ) is a closed
interval, as in the example for Theorem 1. Then either endpoint may be
chosen, but not values in between.] D

F. Proof of Theorem 6. The proof of Theorem 6(i) is based on the idea of
the proof of Lemma 4.3. The argument is by induction on the number of
rewards, that is, on the length of the initial segment of {r 1 , r 2 , ••• }. The
method is a straightforward epsilon-delta technique of fixing the degree of
state-dependence to be tolerated and then choosing target set values suffi­
ciently close to a boundary of the target sets to force agreement with the
allowed tolerance for state-dependent utilities.

The proof of Theorem 6(ii) follows the argument of Corollary 3.1; that is,
use the countable set {9/ u go} in forming the extensions of -<, subject to the
following modification in the ordering of {9/ Ug}: Fix k, which determines
the initial segment of 9/, {r1 , ••• , rk}, over which the almost state-indepen­
dent utilities are to be provided. Given a nonsimple act H Eg, insert it into
the sequence of extensions based on 7? only after these k-many rewards have
been assigned their utilities. This method ensures that assigning utilities to
the nonsimple acts in g does not interfere with using the boundary regions
of the target sets of the k-many rewards, {r1 , ••• , rk}, to locate their almost
state-independent utilities. For interesting discussion of this point, see Sec­
tion 5 of Nau (1993). D

Two remarks help to explain the content of Theorem 6. First, in light of
Example 4.1, it may be that for each B > 0, -< admits an almost state­
independent utility, but (corresponding to B = 0) there is no agreeing proba­
bilityjstate-independent utility pair in the limit. That is, the limit (as B ~ 0)
of the (nested) sets of agreeing, almost state-independent utilities is empty.
Second, Definition 31 requires only that -< admit almost state­
independent utilities for each finite set of n-many rewards. Obviously, by
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increasing n, we can form sequences of (nested) sets of probabilityjutility
pairs. However, Definition 31 does not provide for an almost state-indepen­
dent utility covering infinitely many rewards simultaneously. We do not yet
know whether, given our five axioms, there exists a nonempty limit (as
n ~ 00) to these nested sets.

G. Results from Section 5.

PROOF OF LEMMA 5.1. (i) By HL Axiom 2, HI -< H2 iff 0.5HI + 0.5H~ -<
0.5H2 + 0.5H~. Regrouping terms on the r.h.s. of the second -< relation, we
obtain HI -< H2 iff 0.5HI + 0.5H~ -< 0.5HI + 0.5H~. Another application of
HL Axiom 2 yields the desired result: HI -< H2 iff H~ -< H~.

(ii) Suppose HI Z H2. By Corollary 2.3, it suffices to show that xH~ +
(1 - x)H3 -< H4 iff xH~ + (1 - x)H3 -< H4 • By HL Axiom 2, xH~ + (1 - x)H3
-< H 4 iff z[ xH~ + (1 - x)H3 ] + (1 - z)HI -< zH4 + (1 - z)HI (0 < z ~ 1).
Since HI Z H 2, by Corollary 2.3, substituting H 2 for HI on the l.h.s., the
biconditional reads: iff z[ xH~ + (1 - x)H3 ] + (1 - z)H2 -< zH4 + (1 - z)HI.
Let zx = 1 - z, that is, z = (1 + X)-I. Then regrouping terms in H~ and
H2, the biconditional reads: iff z[ xH~ + (1 - x)H3 ] + (1 - z)HI -< zH4 +
(1 - z)HI . Another application of HL Axiom 2 yields the desired result. D

PROOF OF THEOREM 8. Part (i) is immediate as He is a subset of HR.
Specifically, if a weak order :5v (of Theorem 3) agrees with -<, it agrees
with -<e. That is, consider the e-called-off family He' where H(s) = W if
s $. e and -<e is the restriction of -< to He. Let HI and H2 be simple acts
that belong to He. If HI -<e H 2, then HI -< H 2 and therefore V(HI) -< V(H2).
Let the expected utility V be given by the probabilityj(state-dependent)
utility pair (p, ~). As ~(W) = 0 and Hi(s) = W for s $. e (i = 1,2), then
L s]E e p(Sj)~(LIj) < L s]E e p(Sj)~(L2j)· Hence, (Pe' ~ E e) agrees with -<e·

For part (ii), without loss of generality (Lemma 5.1), continue with the
e-called-offfamily He determined by fixing H(s) = W if s $. e. Define the act
Be E He by Be(s) = B if sEe. With respect to -<e , Be serves as the "best"
act and W serves as the "worst." Thus, for H E He' V(Hle)V(Be) = V(H).
Let Ve(·) agree with -<e over the set He. Assume Ve(·) differs from each
conditional expected utility V(·le) (V E r). In particular, with~ ordered for
applying Theorem 3 to -<e' let Hz E~ satisfy the following condition: For
each V E r such that Ve(Hi) = V(Hile) (i = 1, ... , z - 1), Ve(Hz) =1= V(Hzle).
That is, Hz is the first e-called-off act, where Ve differs from each V(·le),
V E r. Without loss of generality, according to Corollary 3.3, put the first
z-elements of~ as the initial segment of 7? Thus, Hz is the zth element in
this reordering of7?

By hypothesis, for some V E r, Ve(Hi) = V(Hile) (i = 1, ... , z - 1). Then
mimic the first z - 1 extensions of -<e in the first z - 1 extensions of -<.
That is, provided e is not potentially null so that W -< Be' use Definition 20
to extend -< to -<z-I with symmetric mixtures of the z - 1 act pairs: Hi
and Ve(Hi)Be + (1 - Ve(Hi))W. Also by hypothesis, -<z-I cannot be ex-
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tended to -<z using Definition 20 with symmetric mixtures of Hz and
Ve{Hz)B e + (I - Ve{Hz))W.

Next, we show that Ve{Hz) is an endpoint of the conditional target set
.9;{Hz)' defined using mixtures of Be and W. Argue indirectly: either Hz -<z-l
Ve{Hz)Be + {I - Ve{Hz))W or else Ve{Hz)Be + {I - Ve{Hz))W -<z-l Hz. We
give the analysis for the former case. (The reasoning for the latter case is
parallel.) Expand the -<z_l-preference into its equivalent -< -preference.
Thus, for i = 1, ... , Z - 1, there exist Xi ~ 0, Xz > 0, Lz;Xi + Xz = 1, such
that

x1G1 + ... +xz-1Gz- 1 + xzHz

-< X1G'1 + ... +Xz-IG~-l + xz[Ve(Hz)Be + (1 - Ve(Hz))W] ,

where the pairs (Gi, G~) are symmetric mixtures of Hi and Ve{Hi)Be +
(I - Ve{Hi))W. However, as this -< -preference involves elements of~ only,
then x1G1 + ... +xz-1Gz- 1 + xzHz -<e x1G'1 + ... +xz-IG~-l + xz[VeCHz)
X Be + (I - Ve{Hz))W]. Thus Ve{Hz) $. 9;, z{Hz)-a contraction with the as­
sumption that Ve{·) agrees with -<e. Hence, Ve{Hz) is a precluded endpoint of
the conditional.9;{Hz) according to preferences -<z-l' but it is not precluded
from 9; z{Hz) according to the subset of preferences in -<e z-l . D, ,
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