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conference in 1988, physics modeling was a new hot topic. Today it 
seems that physics is going the way of rendering, and we are now 
seeing physics cards (PPUs). Perhaps the science of neural processing 
will eventually make its way into cards as well. Neural Processors will 
be neatly tucked away, next to the GPUs and PPUs. These “NPUs” 
might use several key AI schemes, such as neural networks. The 
baking-in of cognitive modeling might come in stages. Those stages 
might be roughly associated with the parts of the brain that developed 
over evolutionary time. Perhaps within several decades we will have 
baked the functions of the cerebellum into hardware. Embodied virtual 
agents will be able to perform basic motor actions autonomously—
bipedal characters will have a keen sense of balance. After vestibular 
and body schema modeling, there will be pain. Then perhaps an 
attention system, various components of the limbic system, and so on. 
Eventually there will be enough virtual neural control to imitate the 
basic motor repertoire of a live human. 

 But! (and now we come to the main point of this chapter) …if 
this neurally-enhanced simulated human represents…me (because it’s 
an avatar), how do I control it? I don’t want those artificial neurons to 
be controlling everything. I need at least some puppet strings. What 
aspects of motion should be within my domain of control? We 
encountered this question in chapter two. Now we look into it with a 
bit more detail.  

 

Pulling Cognitive Strings 

I have a lovely little duckling marionette. It has four body parts—a 
head, a body, a left foot, and a right foot. These are made of unpainted 
wood shapes, and are connected by short, fat nylon ropes. The body 
parts are simple rounded forms—like the elements in a Miró painting. 
With only four strings connecting these parts to a simple cross-shaped 
control, I have mastered this duckling marionette. I can make it waddle 
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along, take clumsy little ducky steps, pause, peck at the ground, and 
even look up at my friends. But I must say: I am disappointed by the 
fact that my terrier Higgs is completely unimpressed with my 
duckling. I thought dogs were supposed to chase birds—or at least take 
an interest. Perhaps Higgs is not reading the duckling’s body language 
the same way I am, as I project my inner-duckling onto this marionette. 

 

 
Duckling marionette (Image: Ventrella) 

 

 My little duckling is primitive when compared to those 
beautiful marionettes from Europe, having many more parts, more 
strings, and more elaborate controls. It takes years of practice to master 
the art. Skilled puppeteering is not just a matter of having complex 
puppets with lots of strings and pulling them all at once. It’s a matter of 
knowing how to pull what strings—and when. Sometimes just a small 
handful of strings, tugged in just the right way, is all it takes to breathe 
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magic into the puppet. Frank R. Wilson, in The Hand, gives a wonderful 
description of puppetmaster Anton Bachleitner, acting through his 
marionette, Golem:  

“Suspended beneath the trained hands, eyes, and mind of a real 
master, the movements of a puppet so closely mimic those of a living 
person that it is a shock to see the puppet alone, off-stage, collapsed, 
nothing but an inanimate doll. As in real humans, life flows into the 
puppet’s body along barely visible cords that have been called 
neurons since they were first found in humans. The puppet moves 
across a tiny stage, alive but ignorant of the true source of its 
animation, oblivious to its own powerful effects on the thoughts and 
emotions of those who are watching. A mesmerized neurologist 
concludes that Bachleitner and Golem are actually communicating 
with each other and that their bond is intimate. At this moment the 
technical questions simply evaporate: they are each other, so it is no 
use asking who is really pulling the strings” (Wilson 1998). 

 Life would be difficult if you had to consciously remind 
yourself to breathe or to digest your food, or if you had to think about 
each step you take while walking so you don’t fall down. What if every 
minute action required conscious effort, as if your entire body were a 
complex puppet, dangling by hundreds of cognitive strings? In a way, 
your brain (along with the spinal cord) is the puppeteer of your body. 
But not in the same way that I am the puppeteer of my duckling. 
Consider the fact that the human body has roughly seven hundred 
muscles. How does the brain manage to puppeteer all those muscles? 
Of course the brain doesn't consciously puppeteer all these muscles, nor 
does it puppeteer them all at the same time.  

 

Hierarchical Puppetry 

Imagine the brain's version of puppeteering as 
consisting of a vast tree of branching strings. A 
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society of homunculi and other agents communicate with each other to 
manage different tasks and perceptions of the body to create the 
integrated body schema. Some of these various body maps have 
hierarchical relationships. The premotor cortex has a higher-order body 
map that manages complex, holistic movements. It is like a higher-
order puppeteer. 

 The notion of using hierarchical modeling for animating 
human figures has been in the works since the ‘80s, and was explored 
in depth by Badler, Barsky, and Zeltzer in the book Making Them Move 
(Badler et al. 1991). Several of the authors featured in the book have 
designed systems that define multiple levels of abstraction for creating 
realistic and adaptable animations for virtual humans. Tom Calvert 
applied concepts of hierarchy and levels of abstraction to the creative 
process itself, to facilitate tools for animators. Physically-based 
modeling, inverse-kinematics, and other such techniques have since 
come a long way, and have consequently been refined and pushed 
down to the more automatic layers of character animation tools, such 
as Maya. This means animators can focus on more creative things. It’s 
kind of like how the brain learns skills.  

 Let’s run with this branching metaphor a bit, even though it is 
an oversimplification of what the brain actually does. The higher 
cortical layers tug on a few puppet strings at a time; lower levels 
interpret those tugs and then tug on ensembles of strings the next level 
down; those tugs cascade down further into more strings. By the time 
the muscles are stimulated, we're looking at dozens, maybe hundreds, 
of muscles working in a highly orchestrated way. The most conscious 
parts are on the top and the least conscious parts are down in the tiny 
branching twigs of the nervous system (think of the smallest nerve 
endings). A soccer player running towards a ball might serve as a good 
example. His attention is focused with Zen-like flow on the ball and 
getting it to the goal.  
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The Autonomic Nervous System 

The autonomic system is the part of the nervous system that takes care 
of involuntary actions of your viscera—your stomach, intestines, 
certain glands, your heartbeat. The autonomic nervous system is vital 
to survival. Variations of it exist in every animal—and the simplest, 
most primitive life forms on earth are almost entirely autonomic. 

 Avatars have autonomic nervous systems. Consider avatar 
breathing. If you look closely at the avatars in recent 3D virtual worlds 
and computer games, you can see that there is a constant and subtle 
heaving of the chest—simulated breathing. This keeps the avatar 
looking alive. Similarly, without a user doing anything to the avatar, 
the eyes blink every few seconds, and in some virtual worlds, the head 
glances around, or its body occasionally shifts. These are the 
unconscious motions that go on continually throughout the modern 
avatar's life. 

 Unlike breathing, walking is a learned behavior. (Ironically, 
breathing can be unlearned: stressed-out, shallow-breathing adults are 
well advised to try breathing like a sleeping baby). A baby who is 
learning to take her first step must dedicate great effort and 
concentration for each step. When a baby is just learning to walk, she 
has to learn how to pull the low-level puppet strings of her legs. 
Gradually, she moves up to higher levels—such as, “I want to go over 
there and stand next to mommy”. The lower level string-pulling 
becomes automatic. Soon enough, walking becomes mostly 
unconscious, and the baby enters toddlerhood, and the focus shifts 
towards things in the environment that she can explore. Then comes 
gymnastics classes. And then if all goes well, the Olympics.  

 We build these skill layers throughout our lives, constantly 
pushing what was once conscious and effortful down to the 
unconscious and effortless, freeing up brain power for higher-level 
tasks. So, regarding the walking toddler who has grown up and is now 
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an Olympic athlete: is there still a puppeteer in her brain? Yes, but its 
career has changed. It is more like a manager with several employees 
handling the details. It now can operate in more intuitive realms. It 
uses highly efficient neural networks. (If only all managers could be 
described that way). 

 Back to avatars. When you walk your avatar through a virtual 
world or computer game, in most cases you are pressing arrows keys 
or moving a mouse. These are high-level commands compared to 
controlling the articulated joints of an avatar’s legs. Some games and 
virtual worlds allow the user to click on a certain part of the world 
which causes the avatar to walk over to that location—an even higher-
level action, requiring just a single click. This is how users move their 
avatars around in IMVU, for example. Every computer game, virtual 
world, or avatar-based collaboration tool has its own specific purpose, 
and so, the level of control must be aligned with that purpose. For 
PacMan, the only user control is turning in one of four orthogonal 
directions in order to avoid a monster or to eat Pac-dots. The PacMan 
character is always moving—unless it runs into a wall, so there is no 
need to control forward motion. Every joystick tug is for the purpose of 
changing direction. On the opposite extreme, some physics-intensive 
games require the user to manipulate the body in highly-detailed ways 
for activities such as scaling a rocky cliff. In this kind of game, missing 
a ledge could send the character tumbling to a ragdoll death, while 
finding the right ledges and securing a foot or a hand can get you to the 
top of the cliff and make a score. In a game or virtual world that 
requires shifting between high-level navigation and low-level, body-
part-specific controls, what is needed is hierarchical puppetry.  

 

Hierarchical Flirting 

Let’s apply this idea of hierarchical puppetry to the realm of expression 
and communication. If you wanted to approach the avatar of a friend 
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in a virtual world and let that person know that you are happy to see 
him or her, you may want to make your avatar smile, or perhaps stand 
closer. If there is romantic interest, you may use coy gestures, lots of 
eye contact, or stand in contrapposto, or strike a series of alluring 
poses. Young teenagers who are new at the flirtation game are 
sometimes awkward and unaware of their body language. With 
hormones raging, they unconsciously pick up the cues from each 
other’s body language, which feeds back and generates more 
unconscious body language. In contrast, experienced adults who play 
the flirtation game on a regular basis are more aware of their own body 
language—just as they are more aware of their own verbal language.  

 In general, how conscious are people of their body language? It 
varies, of course. Let’s look at an extreme case: acting. Actors are 
professional body language craftspeople. They know how to strike a 
pose, make a facial gesture, or employ a tone of voice, all in order to 
articulate a character. But actors are not the only ones skilled in body 
language: charismatic leaders, politicians, spiritual guides, sex-
workers, used car salesmen, and of course, character animators, are 
skilled at body language. Many professions require skills in nonverbal 
communication to comfort, encourage, persuade, belittle, amuse, or 
seduce. And the more skilled at one’s own body language a person is, 
the more puppet strings that person knows how to pull—to become his 
or her own puppeteer—on multiple layers of the hierarchy. Thus, 
depending on your profession, your experience, and your intentions, 
you will puppeteer yourself at different levels of the control hierarchy.  

 The same principle could apply to avatars. If I want my avatar 
to be flirtatious with your avatar, I would ideally like to have several 
options at my disposal—to choose from several layers of the hierarchy. 
The highest-level option is simply to turn on “flirtation mode”, causing 
my avatar to take on all the appropriate expression automatically. This 
would be a high-level, mostly hands-off form of flirtation 
puppeteering, whereby I pull one string (the flirtation string), and all 
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the appropriate strings downstream do the right thing. I should just as 
easily be able to “release” the flirtation string when my flirt target 
informs me that her boyfriend—who is wielding a chainsaw—is 
approaching.  

 Let’s consider the opposite extreme: let’s say I just want to 
wink at your avatar at some point in time when your avatar is looking 
at my avatar, but only when a rival avatar who is also trying to flirt 
with you is looking the other way. Furthermore, one half-second after I 
wink, I want to rotate my right hip to generate a curve in my body 
profile. In this case, I am watching and waiting…and when the time is 
right, I act—pulling one low-level string (the left eyelid string), and 
then another (a right hip rotation string).  

 These two examples illustrate different levels of puppeteering 
hierarchy. The first one (pulling the flirtation string) requires the least 
effort on my part—however, it requires a sophisticated automatic 
avatar system that generates flirtatious behavior in any given social 
situation (full-blown AI). The other extreme is more work for me 
(pulling two low-level strings at just the right time), but it is very easy 
for the avatar system designer—who merely needs to provide every 
possible action with a direct controller—no complicated hierarchy or 
timing mechanisms to design.  

 The figure on the next page illustrates the idea of moving up 
and down a puppeteering hierarchy. The example on the left, “wink 
left eye”, entails pulling a single puppet string at the lowest level. The 
example in the middle entails a more complex gesture—a shrug. While 
it may be easy for the avatar controller to trigger, it involves several 
puppet strings which must be coordinated to create the right set of 
motions over some duration of time. 
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Puppeteering at different levels of the hierarchy (Image: Ventrella) 

 

The Ultimate Avatar Puppet String: “Just Be Me” 

The example at the far right shows the highest possible level of avatar 
control. It is the final puppet string that Pinocchio cut to free himself. If 
I were a lazy avatar user, or if I were simply too busy to tend to the 
details, I would yearn to pull the One Puppet String to end all Puppet 
Strings: the “just be me” string. This puppet string essentially tells an 
artificial intelligence program to take over and act as a stand-in for me. 
It knows when to pull the flirtation string and it knows when to pull 
the annoyed string; it knows when to run away and when to attack; it 
knows how to do everything—exactly as I would do it if I were 
controlling the avatar. It even knows how to chat, and use the same 
verbal language that I use. This AI is of course difficult, maybe even 
impossible, to design—at least for the next several decades.  

 

Pneumatic Puppetry 

Have you ever seen one of those inflatable blow-up dancing figures out 
in a parking lot or on top of a building? They are sometimes called 
“Inflatable Wavers”, and they are good at attracting attention. That’s 
the whole idea: they are used to pull in the public eye for 
advertisement.  
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An inflatable waver (Image: Ventrella) 

 

 These animated figures employ one puppet string in the form 
of forced air blowing upward and filling the column-shaped balloon. 
Thanks to nonlinear dynamics and the properties of the material used, 
these balloon dancers flop upward with endlessly novel surges of glee. 
This illustration above shows several snapshots that I took of one of 
these figures not too far from my home. The floppiness is engineered to 
look like a dancing skinny figure waving its arms and announcing to 
the world that something great is happening nearby. The arms 
occasionally bend and create momentary gestures—which are 
meaningless. But as I watch it perform, I can easily imagine myself 
performing these gestures. It is not hard to imagine a child watching 
one of these things and dancing along with it.  

 Great comedians, actors, dancers, and animators employ 
secondary motion—manifestations of floppiness, jiggles and wiggles—
to create extra layers of motion that can either serve to evoke sheer 
excitement and raw energy, or to add short-lived, nuanced meaning to 
their body language. It’s a touch of ragdoll physics. This upward-
blowing inflatable waver could be considered as a ragdoll of sorts. 
Now let’s look at an application of ragdoll physics that is a just a bit :) 
more complex than the inflatable waver. 
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Physical Avatar Puppeteering  

When I first started working at Linden Lab, CEO Philip Rosedale and I 
would discuss ways to make the avatar seem more natural. He would 
say, “Wouldn’t it be cool if I could just walk up to your avatar and give 
it a little push, and it would respond naturally?” Then he would give 
my shoulder a little shove, just to point out what would happen: the 
rest of me would lurch, and I would have to catch myself to not tip 
over (CEOs are allowed to do this). This level of avatar-to-avatar 
interaction is exactly what I had wanted to work on. This was my 
motivation to develop Physical Avatar Puppeteering.  

 But there was another—more communication-focused—
motivation. It goes like this: while chatting with your avatar friends, do 
you ever wish you could just click the mouse cursor on your avatar’s 
head, wobble the mouse, and make your avatar nod yes? Or no? 
Perhaps you might want to tilt your avatar head for some affect, like, 
“I’m giving some thought to what you are saying”, or, “Huh?”, or 
“Aren’t I cute?” Maybe you might want to do the Indian head waggle, 
or hold your chin up with pride. And wouldn’t it be great if you could 
alternate between these actions as easily and nearly-unconsciously as 
you normally click around on a web page, move windows, and drag 
files around on a desktop interface? Why can’t the avatar’s body have 
as many direct controls as a standard desktop interface?  

 The motivation and overall goal was clear, but the path to 
execution proved to be quite difficult. This is partly because the 
standard avatar skeleton is hierarchical, and so are all the animations. 
Hierarchy—the structural property of systems in which some parts are 
above, more important, more general, or more in control than other parts—is 
useful for some applications, but too constraining for others. Earlier I 
referred to hierarchy in the brain—admittedly an oversimplification, 
but a workable model for managing complexity in a virtual human). In 
the case of applying procedural animation to an avatar skeleton, 
hierarchy imposes constraints that have to be circumnavigated. This 
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was the case in developing the avatar puppeteering system. (As of the 
writing of this book, the source code for Avatar Puppeteering is 
available in the Second Life viewer source repository, and it is 
described in the Second Life Wiki page (Linden Lab, 2009)).  

 To achieve the goal of more fluid, environmentally-connected 
responsiveness in the avatar, I had to build a physics layer on top of the 
existing avatar code. This layer enabled a user to tug at individual 
joints of an avatar—essentially to puppeteer the avatar with fine detail, 
using a direct manipulation user interface. I wanted to wire-up the 
avatar with metaphorical puppet strings, and give it a physical 
representation (like ragdoll physics but without the gravity part).  

 

Using Physics for Expression  

By replacing the avatar’s hierarchically-arranged joints with balls 
connected by spring forces, the whole body would stay together, due to 
the simultaneous forces of all the springs continually acting on all the 
balls. So, when tugging on a ball (like the 
elbow shown here), the neighbor balls would 
get pulled along. Everything was connected 
with equal priority. This removal of hierarchy 
was considered a necessary step in order to 
re-introduce hierarchy—only this time with 
more expressive potential. Let me explain 
this in more detail. 

 The illustration on the next page at left shows a thigh bone 
represented as a spring force (white line), holding the knee and hip 
balls together (at thigh-length distance). The image in the middle 
shows all the springs, and the image at right shows some extra internal 
springs added in the chest and pelvis areas for reinforcement.  

 You may be familiar with Hooke’s Law, the equation whose 
constant k determines the force of a spring. This constant, with the 
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addition of other constants (i.e., for friction), can be adjusted to create a 
very stable spring force that acts more like a semi-rigid bone than a 
jelly worm.  Physical Avatar has carefully-tweaked spring constants to 
define a stable skeleton rig upon which the Avatar Puppeteering 
feature was developed.  

 

     
Using a spring-based skeleton rig for a direct-manipulation interface (Image: Ventrella) 

 

 The interaction scenario worked like this: 
if the user held down the CONTROL key and then 
moved the mouse cursor over his/her avatar, 
translucent dots would appear over the joints as 
the mouse cursor passed over them. This provided 
affordance and discoverability: “hmm—I see a dot. 
I think I’ll click on it to find out what happens”. If 
the user then clicked on a dot, my software would 
wake up and immediately construct a balls-and-
springs rig that replicated the exact world-
coordinate system positions associated with the 
hierarchical skeleton.  
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 Then, as the user dragged the mouse cursor around, still 
holding the mouse button and CONTROL key down, the avatar joint (a 
ball in 3D space) would get moved around, and because it was 
connected by springs to neighboring joints, they would get moved as 
well, kind of like what happened when Philip gave me the shoulder 
shove.  

 The image below shows an avatar being posed. There are 
orientation indicators shown (used for testing purposes).   

 

 
An avatar posed using Physical Avatar (Image: Ventrella) 

 

A Few Technical Details 

In standard hierarchical animation, a rotation in the ankle joint causes 
the foot to pivot and this causes the toes to move to a new position. 
There is essentially no need to specify a toe joint position because all the 
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foot geometry can be determined 
completely from knowing the ankle 
rotation and position. As a consequence 
of not having a toe joint, it is not possible 
to grab the toe and move it in order to 
rotate the ankle (that requires something 
like inverse kinematics). Physical Avatar is 
basically a variant of inverse-kinematics, 
achieved through physical simulation. In 
order to grab a toe, or the tip of the hand, 
or the top of the head, extra joints were needed (five, to be exact). These 
are called “end effectors” and they add five extra joints to the default 
19, bringing the total number of avatar joints to 24 

 

 

Hierarchical animation trickles-out of the local coordinate system: Physical Avatar 
trickles-in the global coordinate system (Image: Ventrella) 

 

 In order for Physical Avatar to be fused with the existing 
hierarchical animation system so that it could be turned on and off at 
any time, it needed to perform a series of mathematical somersaults. It 
had to convert the hierarchical representation into the physical 
representation (so that the various physical effects and user-
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manipulations could be applied). It then had to be re-mapped back to 
the hierarchical representation (the hard part!) so it could be rendered 
in the usual way. This all had to happen in real time.  

 Physical Avatar enables general ragdoll physics effects. It’s not 
that we needed to see the avatar get flopped around realistically like 
monsters being slaughtered in a first-person shooter. The ragdoll 
physics layer basically gives the avatar a larger vocabulary of motion, 
including motions for expressivity 
and creativity. A shove of the 
shoulder, a slap in the face, a hug, a 
slump from being tired, a strong gust 
of wind, doing the hippy dance; all 
these effects could be overlaid on top 
of the standard animation layer with 
the help of the ragdoll layer. These 
effects make the avatar resonate with 
the physical simulation within which 
it is embedded.               (Image: Ventrella) 

 And okay, I admit, an avatar-catapult-throwing game with 
full-on ragdoll physics would be pretty awesome. 

 

From One Puppet String: Many 

You may be wondering how this technique compares with the ragdoll 
state-of-affairs I described earlier with the smart computer scientist. 
Well, in fact, my physics algorithm was far less realistic than his, and so 
it certainly didn’t have that going for it. The difference is in intention. 
Every line of code that I wrote was written with a mantra for making 
the avatar more expressive. And so, various constraints were added to 
allow a user to move joints around and to keep things in a reasonable 
configuration so as to make interaction intuitive and natural.  

 



 

228 

 Regarding this idea of clicking on the head to nod yes or no, a 
puppeteering act need not be a “tug” in a certain direction, as if there 
were a string attached or as if a joint were being grabbed and moved. 
Puppeteering a body part can also be a rotation (like turning a knob). 
Rotation is always performed around some axis. In the case of the 
head, that axis determines whether you are nodding yes, nodding no, 
or doing the waggle. It gets complicated rather quickly when trying to 
figure out what kinds of controls to give the user for easy expressive 
rotations (a good place to see well-crafted examples of this is in high-
end character animation packages).   

 With the collaborative contributors Aura Linden, Qube Linden, 
and others helping out on the project, we invented other uses for this 
algorithm. Aura had devised a scheme by which a user could create a 
series of full-body poses, save each one in memory, and then use these 
as keyframes for generating whole animation sequences. The benefit of 
this way of making avatar animations was that the user wouldn’t have 
to leave the virtual world, open up a separate animation software 
package, build an animation using some alien avatar, and then import 
that alien’s animation back into the virtual world. Aura’s scheme 
allowed a user to construct an animation entirely in-world, in the 
context of all the surrounding ingredients that would give that 
animation meaning. 

 We had also worked on ways to create symmetric 
puppeteering, whereby moving a joint would cause the joint on the 
opposite side of the body to move in the same way. Take this idea to 
another level: imagine clicking and dragging the mouse to generate 
more complex actions that involve several joints, coordinated to 
generate many whole-body expressive stances. In short, you don’t have 
to think of puppeteering as an act of pulling a single string at a time.  

 So, as you can see, even though Physical Avatar used a low-
level form of physical simulation, the ultimate goal was to allow 
bootstrapping to higher, more expressive controls. But this feature 
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never got past the stage of the proverbial baby learning to take its first 
step. These things take time. 

 I haven’t even mentioned the networking considerations—how 
to make a puppeteered avatar animate accurately on remote viewers 
over the internet. After all, what good is expressing with your avatar if 
your movements can’t be seen by others? This was out of my line of 
expertise, and certainly not a piece of cake for the engineers on the 
project who knew a thing or two about server communications, and 
labored for months to get that aspect working. This is one of the 
reasons the project was stalled. 

 But there’s a more fundamental reason: Linden Lab was not 
the right place to realize an avatar puppeteering system of the scale 
that I was attempting. At that time, the company was thrashing over 
serious technical issues like server crashes—a very consuming 
problem. And because of the management structure, Linden Lab was 
not well-suited for simultaneously supporting critical engineering 
efforts along with more long-term development efforts.  

 There is another reason: at the time, the most talented 
engineers were occupied with developing a new rendering system that 
allowed for more realistic lighting effects. In the end, attraction to 
bright lights and implementing algorithms that make things sparkle 
won-out over developing tools to enhance avatar expressivity. 

 I’ve gone on quite a bit about “pulling puppet strings”, but if 
I’m referring to using computer keyboards and mice, what exactly 
constitutes the strings? Puppeteering of course is not just about pulling 
strings, nor is it necessarily about jabbing keys or pushing mice (or 
rubbing iPad screens). In previous chapters, we looked at some 
techniques for triggering expressions and gestures in avatars within the 
realm of typewriter ergonomics. But these interfaces are awkward at 
best, especially when considering that nonverbal movements are often 
associated with speaking—they are coverbal. Even more challenging: 
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the creation of nonverbal movement would have to be generated 
simultaneously with the creation of words, if it is to come across as 
natural. And if you’re busy typing on a keyboard, then your hands are 
too busy to puppeteer. Well, there’s one solution to the problem of 
generating both words and gestures at the same time in a natural way, 
and that is to use the voice as the puppeteer. That is what the next 
chapter explores.  
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12 

 

Voice as Puppeteer 
 

 

 

In chapter three I mentioned Gestural Theory—which states that 
speech emerged from the communicative energy of the body: from 
iconic, visible gestures. It has been found that the regions of the brain 
responsible for mouth and hand movements are sitting right next to 
each other. It is well established that sign language is just as 
sophisticated as any spoken language in terms of grammar. And sign 
language communicators appear to use the same language areas of the 
brain. A possible scenario that supports Gestural Theory goes 
something like this: as our ancestors made the evolutionary transition 
to walking on two legs, their hands were freed up for gestural 
communication. Chimpanzees provide a good illustration for this 
transition; they frequently switch between four-legged and two-legged 
locomotion (quadrupedalism and bipedalism). Bipedalism frees up 
their “front legs” for gestural expression. As our ancestors evolved 
further, those expressive “front legs” were used increasingly for tool 
manipulation—and this created evolutionary pressure for vocal sounds 
to take over as the primary language delivery method. The result is 
that we humans can walk, use tools, and talk, all at the same time.  
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The contemporary human mind swims in a sea of abstract 
symbols, propelled by the advent of written language…which is based 
on speech…which arose from gesture (according to Gestural Theory). 
A transitioning from analog to digital continues today with the spread 
of the internet over the biosphere. But even as the evolutionary vector 
of communication points away from physical and embodied and 
towards digital and symbolic, it doesn’t follow that we are trying to 
escape our physical origins. Digital-alphabetic-technological humanity 
has an opportunity to reach down to its gestural underbelly and invoke 
the rich primal energy of communication. There’s a good reason to 
reconstitute natural language virtually, because we are sitting on top of 
a heap of alphabetic evolution that has been forming for thousands of 
years. The very technology that has created so much isolation between 
us might be used to bring us back to physical bonding—virtually at 
least.  

Here’s an idea: craft an inverse of the gesture-to-speech vector 
that Gestural Theory posits. Articulate the vector and its environment, 
and then build a bridge back to gesture. It is a way to put our bodies 
back into our communications as we spend more time on the internet, 
spewing and consuming disembodied verbal language. It’s about 
reconstituting gesture virtually, using speech.  

 

The Argument for Voice-Triggered Body Language 

Gesticulation is the physical-visual counterpart to vocal energy. We 
gesticulate when we speak—moving our hands, head, and other body 
parts…and it’s mostly unconscious. Humans are both verbally-oriented 
and visually-oriented. Our brains expect to process visible body 
movement when we hear spoken words, even if the speaker is not 
visible. In fact, neurologist Terrence Deacon suggests that the brain’s 
auditory processing of speech is based on the gestural production of 
sounds and the original vocal energy, rather than the acoustical 
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attributes of the sounds (Deacon 1997). It is almost as if our brains had 
evolved to understand visible gesture, and then had re-adapted for 
auditory gesture, on the path to processing spoken words.  

Let’s consider gesticulation and its intimate relationship with 
audible speech as the basis for an avatar animation algorithm called 
“voice-triggered gesticulation”. We will use this as a springboard to 
come up with more advanced techniques for reconstituting the whole 
spectrum of human nonverbal movement, as a function of the spoken 
word. But first I want to spend some time talking about lips.  

 

Lip Pixels  

When I was an avatar developer, I had a recurring déjà vu experience. 
It goes kind of like this: I’m having a conversation with a colleague at 
work. It could be an engineer, could be a designer—doesn’t really 
matter. I’m telling this person about my work on avatar expression, 
and I announce that I’m working on voice-triggered animation. 
Immediately my colleague says, “Cool! So, you’re doing lip-sync!”  

 Uh, no. That’s not what I’m doing.  

 Let’s talk about pixels. In a typical view of an avatar in a 
virtual world, the number of pixels that avatar occupies on the screen is 
considerably smaller than the number of pixels that are in the 
surrounding scene. Let’s imagine that I have walked my avatar up to 
another avatar, and I have initiated a conversation with that avatar. For 
the sake of illustration, based on the distance of my avatar’s camera to 
the other avatar, it occupies, say, 20% of the total pixel real-estate of the 
computer screen. That avatar’s head occupies less—let’s put it at 5% of 
total pixel real estate. And the avatar’s mouth occupies even less. Let’s 
go with 1%.  

 Of course I’m making up these numbers, but we can be pretty 
confident that the number of pixels that an avatar’s mouth occupies is 
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quite small. So, it would follow that if those pixels changed as a result 
of lip-sync animation, the visual effect would be negligible, as 
compared to movement in the avatar’s whole body.  

 

 
Lips occupy a small percentage of the visual space in a typical view of a simulated 

character (screenshot from The Sims: © Electronic Arts) 

 

 Now let’s consider what Pixar animators typically do when 
they’re developing a character for an animated feature film. In the 
beginning, the character’s overall body movements are fleshed-out—
the movements of that character in relation to other characters, the 
broad gestures, etc. The overall choreography is crafted to help carry 
the narrative. Then, the animators come back and refine the characters 
more by working on facial expressions. Then, as a final pass, they work 
on the mouth. (An exception to this rule might be when there is a close-
up shot of a character’s face). Character animators are masters at visual 
storytelling; they know how to take command of the entire visual 
canvas to push the storyline or articulate a character’s development. 
Whole-body language is key. And unless we’re talking Jabba the Hut, 
mouth animation is going to play a relatively minor role.  
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 So, why this assumption that I am doing lip-sync when I tell 
people that I am working on voice-triggered animation? I have a 
hypothesis: why did good old-fashioned AI not live up to the promise 
of making machines think, or at least reliably simulate human 
intelligence? It is because of a major distraction. People are obsessed 
with words (especially highly educated people who read, write, hear, 
and speak huge quantities of words…including AI software 
programmers). Since the sounds of words emanate from the mouth, the 
obvious body part to focus on is the mouth—that thing that moves when 
you talk. “Visemes” are the facial and oral positions and movements 
that are simultaneous with “phonemes”: the smallest audible 
components of speech that can convey meaning. Of course the reading 
of visemes for understanding speech is sensible and practical, 
especially for deaf people who rely on lipreading to a significant 
degree. But in distinguishing verbal language from nonverbal 
language, how would you classify mouth shape and movement used 
for understanding speech? I am more likely to place lipreading into the 
verbal language bucket. And since my primary goal in developing a 
voice-triggered gesticulation system was to generate nonverbal 
language, I was not so concerned about lips.  

 

Rubber Mask 

I am both amused and weary of visually realistic, “cutting edge” facial 
animation technologies. Sometimes every pore on the skin and every 
hair follicle can be seen. In some cases the only thing that is animated is 
the mouth (sometimes the eyebrows). For some reason, teeth are often 
rendered in a ghastly stark white—and so if there are any slight 
blemishes in the lip geometry when the mouth is closed, specks of icy-
cold white peek out from behind. 

 Worse: the head is sometimes motionless while the lips move, 
as if it were locked in a vise. Scientific investigators are in the habit (a 
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good habit in most cases) of eliminating as many extraneous variables 
as possible in controlled experiments, so as to clearly analyze the 
behavior, feature, or phenomenon in question. But what if the subject 
being studied is inherently multimodal…like human expression? 
Emotion? Perception? Eliminating degrees of freedom, aspects of the 
surroundings, or the context for human behavior and response doesn’t 
always help matters. Sometimes all it does is make people uneasy. A 
creepy head-in-a-vise can ruin the whole party—scientifically 
speaking. 

 I recall sitting in design meetings with my avatar developer co-
workers. Half-daydreaming, I would watch my colleagues’ head 
motions, hand gestures, postures, and the 3D rhythm of their saccadic 
vectors. Sometimes I would become so fixated on these movements—in 
a trance—that I would forget what we were talking about. This habit 
did not serve me well in grade school, nor did it serve me well in 
company meetings. But it made me especially sensitive to the nuances 
of body, head, and face motion as a function of speech. Whenever I saw 
a new face animation demo that put the virtual human’s head in a vise 
and showed only lips moving (badly), I would get the uncanny willies. 
My viscera would protest. I would react so strongly that I would 
appear a tad out of control—causing a disruption to the team’s 
studious exploration of avatar research. 

 Lip-sync in animated films with non-human characters 
(rendered realistically) can also look out of sorts—in a rubber mask sort 
of way. The rubber mask effect is the result of facial animation systems 
that don’t differentiate between the degrees and directions of 
movement on various parts of the face. When an expression morph 
causes all the geometrical vertices near the morph control points to 
shift as if they were all made of the same flexible material—total rubber 
mask effect results. This is one rationale for using flat-shading (or high 
ambient shading with low-contrast textures) on the face. Strong 
textures tend to reveal the imperfections of facial animation, while flat-
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shading or soft textures recede more to the background, and allow the 
sharper features (with higher expressive currency) to pop out—like 
eyebrows, eyelashes, the edges of the face, the hairline, and the lips.  

 There will come a time when both facial animation and 
realtime phoneme detection are at the level where lip-sync becomes 
convincing (or otherwise non-creepy). The facial movement of the 
Na’vi people in Avatar may have set the bar for what computer-
generated facial animation will need to be before the uncanny valley 
can be crossed. However, as I pointed out earlier, real human actors 
generated the Na’vi mouth motions, along with audible speech and 
whole-body language, so this does not serve as an example of lip-sync. 
Compare this expensive blockbuster film to an online virtual world in 
which the voice of an average, non-actor user has to be mapped to 
some representation, like phonemes, which in turn has to drive the 
facial animation of an avatar in realtime (more than 20 frames per 
second). In a film like Avatar, a single frame of animation can take 
hours to generate. The number of polygons employed in animating a 
sneer or a trembling lip could be large indeed. It would be unrealistic 
to ask a user to put on a high-end motion capture set up. And even if 
this were done, there is the problem of lag: if the facial animation lags 
behind the user’s speech by a fraction of a second, the effect would be 
disconcerting.  

 Douglas Gayeton, creator of the machinima film, “Molotov 
Alva and His Search for the Creator”, chose not to tackle the lip-sync 
problem, due to the poor avatar animation available in Second Life. 
Gayeton employed a lot of “thinking” avatar scenes: the thoughts are 
implied by voice-over monolog. There are even several scenes in which 
the characters in the film are either speaking to the viewer or to each 
other. In all cases, no lip-sync is used. Even if it had been made 
available to Gayeton with some reasonable level of functionality, it 
would likely have degraded the cinematic quality.  
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 Consider that character animators often start with the broad, 
narrative-enforcing body gestures as a first pass, come back to facial 
expressions as a second pass, and finally animate the lips. My choice to 
leave out the last step was based on the degree of expression it affords 
versus the amount of work required to make it look reasonable. Would 
I recommend leaving out this last step now—a decade after that rash of 
déjà vu experiences? Probably not. Avatar animation is more advanced 
now. Also, if you see a character move its body naturally in response to 
a voice, yet there is no mouth animation, you may get an uncanny 
effect. My attempts at avoiding the uncanny valley by focusing on 
body movement alone could backfire. But perhaps I should not belabor 
this point any further. Rather than worry about whether to animate 
mouths or whole bodies, let’s just step back and consider the question 
of control; that’s the wicked problem that we keep hitting up against. 
Whatever part of the avatar we want to animate, we need to attach 
puppet strings and devise a way for users to pull them intuitively. 
Here’s the key: the voice not only provides an easy and natural signal 
for realtime puppeteering; it also has infinite potential regarding 
semantic interpretation.  

 

Voice Chat and Gesticulation 

In the beginning of the book I introduced the early virtual world, 
Traveler, which permitted users to speak into microphones and chat 
naturally. Steve DiPaola invented some techniques for Traveler which 
caused the voice to animate the floating faces that served as avatars. 
Since the developers of Traveler were using fairly abstract avatars by 
today’s standards, in a way they had more artistic freedom. And so 
they used a lip synch animation technique that took voice signals and 
mapped them to phonemes (Dipaola, 2008). Since they were dealing 
with floating heads, they didn’t have much choice! But Steve did better 
than that; he used certain attributes of the voice to animate the 
eyebrows as well. He acknowledged that the “thing that moves when 
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you talk” is not just the mouth, it’s the whole face. Steve had created 
one of the earliest examples of voice-triggered gesticulation in avatars. 

Years later, when voice chat was introduced into There.com, I 
invented a similar technique for voice-triggered gesticulation. By that 
time, our avatars had become slightly more realistic than those of prior 
virtual worlds, such as Active Worlds and Traveler. Imagine hearing 
real people’s voices emanating from realistic avatars, but with no 
associated movement. When I first witnessed this in a demo, I got the 
uncanny willies in a big way. Being the body language geek that I am, I 
got up on my gesticulation soapbox and started a campaign to add 
voice-triggered animation. And yes, I did a lot of hand-waving in the 
process. 

My strategy was to use atomic units of gesticulation and to 
allow the jumps in sound amplitude from the voice signal to trigger 
these various atomic units, similar to what was used in Traveler. 
Tracking the amplitude of the voice signal at about 10Hz, I would 
identify when there was an upward trend in amplitude within that 
time duration, and use this as a triggering event. Small jumps in 
amplitude would trigger subtle movements in the head. Medium 
jumps in amplitude would cause larger head movements and some 
hand movements. And big jumps in amplitude would cause the whole 
upper body to shift or lurch, sometimes involving both arms to pop up 
with Sicilian staccato. The tweaking of these thresholds was anything 
but scientific! Because of the mess of factors involved (human factors 
complicated by unpredictability in microphone performance etc.), these 
thresholds were smushed around until it worked best in most 
situations (“smushing”, I might add, is an Art, refined to the highest 
degree by the likes of Claude Monet, Walt Disney, and Tom Waits ;) 

When triggered, these gesticulation units were slightly 
randomized, to avoid repetition and robotic regularity. They were 
allowed to overlap for smooth transitioning (one gesticulation might 
start while another is still in motion). Animation blending helped keep 



 

240 

the phrasing smooth and continuous if the units occurred in rapid 
succession. Now, you may be wondering: how can such a simple, 
braindead animation scheme work? There is no intelligence to these 
gesticulations! Well, you just have to see it in action. At the most basic 
level, a human body that moves more when it is talking more loudly is 
much more realistic than one that doesn’t move at all. Just this in itself 
goes a long way in terms of making an avatar look like a user is talking 
through it.  

 

Speech to Text to Body Language 

In this book, I have described several ways that users can or could 
puppeteer their avatars. The collision of text chat with 3D animation 
that I mentioned earlier has necessitated many innovations—none of 
which can ever really circumnavigate the incongruence of creating text 
on a computer keyboard and having that trigger animated expressions. 
These two modalities occupy different spacetime dimensions. 
Gesticulation is not associated with the generation of text; it is 
associated with vocalization. Gesticulation and vocalization evolved 
together.  

 If I had to hire a puppeteer for my avatar’s body language, I 
would choose a living voice rather than hands fumbling over a 
keyboard.  

 There’s another reason to consider voice as puppeteer: with 
speech-to-text software becoming more sophisticated, and natural 
language processing continuing to advance, it is more feasible to 
extrapolate rich meanings from words, phrases, and sentences. Add to 
that the many cues from prosody: voice intonation, pauses, etc. These 
can become triggers for any number of gestural emblems, postures, 
stances, facial expressions, and modulated gesticulations. And, yes, lip 
sync.  
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 If the user is tired of talking, doesn’t want to wake up the 
sleeping children, has a speech impediment, or is completely unable to 
speak, then keyboard text entry could be inserted, bypassing the 
speech-to-text part of the pipeline. A good bit of puppeteering 
punctuation might be needed in this case, to compensate for the 
absence of prosody. This approach could even involve converting the 
user’s text to synthetic speech if the members of the chat group prefer 
to keep their verbal language in the audible realm.  

 

Motion-Capture for Teaching an Avatar Your Nonverbal Personality 

Voice filters are available in some voice chat systems to mask a user’s 
identity for role-playing. For instance, a man can sound like a woman, 
or vice versa. The timbre of your voice can be altered, allowing you to 
engage in theatre, play… identity-transformation. Imagine a system that 
also filters your body language and reconstitutes it in an avatar that 
mimics the unique motions of a specific communicative act. What if 
avatars had mirror neurons?  

Here’s a possible future scenario to consider: You put on some 
motion capture markers. As we saw with the Gestural Turing Test, it 
doesn’t take more than a handful of markers in key locations on your 
body to pick up the salient motions for most communicative body 
language. Alternatively, camera vision systems may become so 
advanced that motion capture markers will become a thing of the past 
(witness Microsoft’s Kinect for the Xbox 360). In either case, suppose 
that your head and hand motions can be picked up in real-time. Now, 
you select an option on the avatar control panel called “watch me and 
learn”. Then, you engage in natural conversations with other people, 
making sure to let it all hang out, letting your head and hands move 
freely, etc. While you speak, the sounds you generate are parsed into 
text. The motions you make are stored in a database with the associated 
text. As these motions and associated texts are collected, your avatar 
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starts building a vocabulary of identifiable gestures, postures, and so-
on. It starts associating those patterns with specific words and phrases 
that you spoke while generating the body language.  

 

 
Can a nonverbal idiolect be captured in a database? (Image: Ventrella) 

 

This idea is not new. Researchers have developed several 
techniques and experiments whereby gestural data is collected from 
performers, or even from analyzing video segments, and then later 
reconstituted in virtual humans to accompany the production of verbal 
language. This research shows promise for becoming the basis for 
effective auto-gesticulation systems.  

The illustration on the next page shows a few hand gestures 
researched by Michael Neff and colleagues (2008), indicating how the 
unique gestures of an individual can be captured and then 
reconstructed in a form that can be played back with modifications to 
accompany the original spoken word, or associated text.  
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Hand gestures accompanying speech – top: “cup”; bottom: “progressive” (Image: Neff)  

 

The top image shows a straight vs. curved trajectory of a “cup 
gesture” (palm up with mostly horizontal motion). The bottom image 
shows a “progressive” (the speaker’s hand revolves, referring to the 
abstract notion of a forward rotating wheel which in turn refers to a 
word like “going”, or “developing”). This progressive shows some 
translation upward and rightward, as indicated by the looping arrow. 
The timing of gestures like these, in addition to when they happen in 
association with words, their directions of motion, and whether they 
occur at all—are all ingredients in one’s nonverbal idiolect.  

Regarding the buildup of gestures: it doesn’t have to stop at 
the nuances of speech itself. The system could take into account 
environmental situations (to whom you are talking, where you are in 
the world, what events have recently happened, etc.) As the database 
resolves into focus, a “nonverbal idiolect” emerges in your avatar’s 
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memory banks. (While “dialect” refers to the unique language variety 
of a people, “idiolect” refers to the language style of a single 
individual. I use “nonverbal idiolect” to refer to an individual’s unique 
body language).  

Continuing on with this scenario: imagine that you return to 
the virtual world, and—without requiring any motion detection—you 
see that your avatar has begun to take on some of your unique body 
movements. At any time, you would be able to switch on the motion 
detection apparatus, and train your avatar more. This would be an 
iterative scheme: there would be no final state of correct behavior; no 
ultimate conversational style that your avatar would converge upon. 
You would always be able to re-train your avatar with new kinds of 
body language, thereby causing it to unlearn previous body language 
behaviors, or at least have those subsumed by more recent body 
language. You could have an interface that allows your avatar to 
“wear” different versions of your own nonverbal idiolect. For instance, 
if you are talking to your boss, you probably don’t want to wear the 
same nonverbal idiolect that you would wear if you are on a hot date 
(unless your boss is the hot date). 

There could be another option that allows your avatar to pick 
up the nonverbal idiolect of the avatar you are talking to (whose 
nonverbal idiolect may have been learned by another avatar, and so-
on: a hall-of-mirror-neurons). Perhaps there could be a “chameleon” 
slider on the interface that determines how easily and quickly your 
avatar takes on new nonverbal idiolects. There may be intellectual 
property concerns with having one’s personal movement signature 
used (or “stolen”) by someone else. This kind of blurring between 
property and personhood is expounded upon by some pundits (de 
Andrade, 2009). 

Once recorded, the nonverbal idiolects of many kinds of people 
could be uploaded into a library. This is an idea that Judith Donath of 
MIT has expounded upon. Just as easily as buying avatar clothes or 
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body types, you could buy the behavioral personalities of Persians, 
Chileans, Chinese schoolboys, 90-year old Ethiopian women, Alfred 
Hitchcock, or Bugs Bunny. Or your spouse. Or yourself from last year 
when you were on medication. Or yourself yesterday when you were 
in an especially confident mood.  

 

 

 

Go to your voicemail. Listen to a message that a close friend 
left for you. As you listen, you can easily imagine that person’s facial 
expressions while leaving the message. You might also imagine that 
person’s head and hand motions. You can imagine this because you 
have that person’s nonverbal idiolect cached in your brain. That’s what 
I want to see actualized in a voice puppeteering system. 
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13 

 

Looking Ahead 
 

 

 

In this final chapter I will try to make a soft landing (though I’m a 
relatively new pilot so please buckle your seatbelts). I want to look at 
current technologies for conducting nonverbal communication, and 
consider some future technologies. And then I’ll make some 
concluding remarks.  

 There are many ways for people to combine verbal and 
nonverbal language and conduct these communications over the 
internet. And the number of ways is likely to increase. Following is a 
list of communication modes, some of which we have touched upon in 
this book. Some of these are very much here and now, and others are 
still incubating in minds and research labs. Each includes some form of 
distributed body language.  

 
1. Telephony 

I’m referring to traditional phones and mobile phones, as well as voice 
over internet, and all variations therein. Talking on the phone includes 
nonverbal communication: not only are words generated, but also the 
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prosody—the intonations, pauses, ums and uhs—the musical dynamics 
of speech which accompany the pneumatic force to expel words. This is 
body language in the form of sonic gesture.  

 
2. Video Chat Plus Telephony 

Now add a camera to the phone. This is your basic Skype, or any one of 
the several video chat applications. It’s Voice plus Video. It is powerful, 
useful, and here to stay, because it brings visible body language into 
the mix. As we have explored in the book, it does not afford the 
plasticity of avatars in virtual worlds, and the expressive possibilities. 
It is a broadcast medium that replicates one’s appearance and sounds 
at a distance.  

 By the way, have you ever had the experience of being in a 
Skype conversation with someone, and her camera doesn’t work but 
yours does? She can see you but you cannot see her. It’s awkward, isn’t 
it? You’d rather just stick with voice and no visuals, right? That’s 
because your friend has an advantage over you; she can read your 
body language, but you cannot read hers. She may use a modality of 
conversation that relies on visual signals, and thus not put as much 
effort into the verbal aspect, leaving you in the dark, as it were. 

 
3. Text Chat  

I am referring to writing and receiving text at near-conversation rates; 
this includes instant messaging and mobile texting. I mention this 
modality because, unlike traditional reading and writing, text chat is 
conversational and spontaneous. The rhythm of the back-and-forth of 
texting constitutes a special, unique brand of social signaling. And 
since conversations happen in real time, involving emotions and 
fleeting thoughts, many species of punctuation and conventions for 
emotional nuance are used as substitutions for body language. 
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4. Text Chat Plus Avatars  

This refers to the modes of communication used commonly in Second 
Life and similar virtual worlds. The user can type text chat in the 
standard IM way, and also control an avatar similar to the way a 
character is controlled in a computer game. The user can play avatar 
animations as a form of body language. The user can also use text to 
trigger animations. Typically, the avatar is not very much in sync with 
the expressive dynamics of the text. Consequently, users don’t pursue 
communicative activities that rely on tight synchrony of verbal and 
nonverbal signals. 

 
5. Voice Chat Plus Avatars  

This is similar to the mode above, except the user speaks instead of 
entering text. This mode may be more natural, but only in the sense 
that speech is more natural than generating text. There may still be a 
collision with the 3D avatar if there is no intuitive way to associate 
avatar gestures with vocal gestures (this is partially addressed with the 
“voice as puppeteer” mode, coming up). 

 Increasingly, this mode of communication is combined with 
text chat. People will often be talking with a group and simultaneously 
using text chat as a backchannel—such as adding a private comment to 
one person in the group.  

 
6. Avatar-Centric Communication 

This refers to the modes of communication used in virtual worlds such 
as the interactions afforded in chat props in There.com. It applies a 
design solution to the collision of text chat and 3D avatar animation by 
way of chat balloons to give the text embodiment, and allows triggered 
avatar animations that can be interwoven with text, using a word-at-a-
time chat delivery system. It facilitates social gaze that is tied to the 
chat content. It also employs camera zooms, pans, and cuts to frame 



 

249   

social body language and reveal expressions.  

 
7. Voice as Puppeteer 

This mode uses the audio signal of the user’s voice to create 
gesticulations in an avatar’s head, hands, and upper body. A more 
sophisticated version would use natural language processing to 
identify words, meaning, and emotion, and to generate gestural 
emblems and more sophisticated body language in general. 
Researchers are currently exploring ways to generate conversational 
gesture based on verbal language. There is reason to believe that it has 
great potential, and it may provide a way for automatic and 
customizable body language to be generated while talking. As 
discussed in the previous chapter, it captures the gestural origins of 
speech to reconstitute visual body language.  

 
8. Non-intrusive Partial Motion Capture Plus Voice 

This mode uses computer vision. Miniaturized multiple-camera 
technology is making it easier to track head, eye, and hand motions. 
This means that a user can move naturally while speaking into a 
computer or mobile device, and his or her gestures can be detected and 
applied to an avatar. It would not make as much sense to use this in 
association with text-chat, because people generally do not create very 
much communicative body language when they are typing.  

 
9. Full-Body Motion Capture with Voice 

This refers to full-body motion capture systems that animate an avatar 
to accurately replicate the motions of the user. It constitutes a 
puppeteering system in which the user is tugging at a maximum 
number of puppet strings. And it also represents a short identity leash. 
This is unlikely to be used much for casual avatar puppeteering since it 
requires the user to be totally “on” all the time. Because of the 
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shortness of the identity leash, and the maximal number of puppet 
strings involved, I would place this mode outside of the realm of 
avatarhood.  

 
10. Hybrid of Video Capture and Avatar Animation 

Many hybrid forms can be created using combinations of the modes 
listed above. One that appears to be showing up in various pockets of 
innovation is the use of video capture not only to drive the motions of 
an avatar, but also to apply imaging onto the avatar model. For 
instance, the animated image of the user’s face can be mapped to a 3D 
head. Such systems can also be used to track eye gaze and to 
reconstitute this in a virtual space. These techniques are highly subject 
to uncanny valley syndrome, and it may be a while before such avatar 
systems look and feel natural.  

 
11. Augmented Reality Interfaces 

Augmented reality is the application of computer-generated content 
layered on top of, or altering the view of, the real physical world. Bruce 
Damer says: “Augmented Reality interfaces and films like Avatar are 
portents of a very different future for avatars in which you will ‘walk 
in’ to a projected reality around you in the real world. Think James 
Cameron holding the virtual camera and walking into an empty 
warehouse but seeing the completely rendered virtual set with the 
virtual and actual actors present” (Damer 2010). Augmented reality 
modes are emerging around us in mobile devices and vehicles. 
Algorithmic ectoplasm (chat balloons and annotations layered onto 
real-world scenery) will evolve in this convergence—virtual body 
language mixed with real body language!  

 The modalities mentioned above are not the only ones to 
consider, nor are they equally important as ways to conduct, 
synthesize, or re-constitute body language remotely. I mention them in 
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order to point out that virtual body language can and will continue to 
take on many forms. Avatars in virtual worlds are simply one vehicle 
for doing virtual body language.  

 

Threads 

A tangle of email threads has accumulated in my life over the last 
several decades, and this tangle has become woven into the 
communicative history of my friends and work partners. Some of that 
communicative weaving took place face-to-face. I often remember past 
conversations as if they had happened face-to-face, even though they 
took place in email form. I imagine the person’s voice in my head. I 
imagine the person’s eyes looking at me. Perhaps that is the easiest way 
for my brain to store those memories, especially as they shift over to 
long-term memory.  

Communication is not only going increasingly online, but it is 
also being conducted over more kinds of media. Conversational 
threads can weave through face-to-face conversation, email, instant 
messaging, Twitter, Facebook, phone, video chat, and in virtual worlds. 
When a conversational thread is being woven with someone I know 
extremely well, the various media simply become different views into 
our conversation, and that person’s true identity persists in my 
memory—much more easily than with a stranger, or someone I have 
never physically met. 

 

A Future Email Scenario 

Given the nature of how our email threads tend to blur in our memory 
along with the various other media that those threads weave through, 
imagine now a future form of video-enhanced email that is much more 
sophisticated, and is able to incorporate some of that memory. Imagine 
with me the following three communication technologies. 
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1. Email with Video Attachment 

This refers to the ability for me to record a video of myself 
talking, and then to add it as an attachment to an email 
message. The idea is that when you get my email, you will read 
whatever I have written, and then you will play the video of 
me talking. You will see and hear my body language. The 
technology required to do this already exists (e.g., Facebook), 
but I don’t seem to see or hear much about people using this 
sort of thing. Why? Read on.  

 
2. Email with Video Attachment Plus Video of Recipient’s Last Video 
Message 

Imagine now that am I recording a quick Reply video message 
to attach to an email message to you. As I am recording myself 
talking, I am simultaneously watching and listening to the 
video message that you recorded—which you had attached to 
your last email to me. Do you think this might give me a 
feeling of talking to you in realtime? If your answer is “no”, 
you are absolutely correct. In fact, this is about the stupidest 
thing I can imagine anyone doing. Read on.  

 
3. Email with Video Plus Synthesized Video Based on Previous Videos   

Now let’s jump into the future. I crank up your last email, and 
I start playing the video of you talking to me. I listen to your 
video message for a while, and then after about 10 seconds of 
watching and listening, I say, “What? Could you repeat that?” 
Magically, the video of you talking stops and answers my 
question…as if you were actually there. Then “you” proceed to 
continue talking. I nod my head in understanding. Then I cock 
my head and make a confused face. “You” pause and say, “Do 
you know what I mean?” I ask you a question and you answer. 



 

253   

We are in full-on conversation mode. But I’m not actually 
talking to you; I’m talking to a memory of you—an artificial 
memory that uses our past conversations as a background. 
This memory is stored in an AI program that is able to 
reconstitute your body language.  

 

This just might come to pass. Your avatar (or, more like an AI program 
that knows how you look and move, and has a record of all of our 
conversations) jumps in and takes over your video messages, and 
simulates you in a live Skype chat, puppeteering the Skype image and 
voice all by itself without you having to be there.  

 

Bodymind Mandala 

This future scenario takes body language completely out of your own 
body and generates it in your absence. But is this what you would 
want? Isn’t it best for body language to originate from your own body? 
That’s a fair argument. But I think the boundary of the body is fuzzier 
than that, and getting fuzzier all the time.  

 Let’s shift our focus up the spinal cord to that overgrown 
mushroom of neurons: you could also say that body language should 
originate from your brain (which is part of your body). Viola: Virtual 
worlds. Virtual worlds are manifested in the brain (virtual reality is all 
in your mind). But wait: since the brain is part of the body, virtual 
worlds are therefore manifest in the body, right? Rather than make a 
sharp Cartesian distinction between bodily expression and mental 
expression, consider the whole organism, the social environment, and 
the various media that amplify and modify expression. Separation of 
Mind and Body will not help us figure out how to do Virtual Body 
Language. The key is this: virtual reality is all in your Bodymind.  
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 Sandra and Matthew Blakeslee refer to the various body maps 
in the brain and their exquisite interconnectivity as the “Body 
Mandala” (2007). The mandala—that hypnotic, fractal-like pattern with 
a concentric circular format, used in Buddhist and Hindu culture for 
meditation—provides an appropriate metaphor for how our brains 
integrate the many embodied experiences of our lives…as well as 
many disembodied experiences. The future of the avatar is pluralistic 
and multi-faceted, like the Body Mandala. The various forms of virtual 
body language I have just outlined above hopefully offer a sense of 
how avatarhood will manifest, become deconstructed, reconstructed, 
and assimilated into various evolving media.  

 Jaron Lanier imagines a future of avatar expression in which 
the avatar’s expressive organs can be potentially anything and 
everything in the virtual world. What if you could wiggle your toes 
and the clouds moved? The communication homunculus expands to 
accommodate new bodily expressions, and it could just as easily 
expand to accommodate clouds. In fact, with the whole virtual 
environment at your disposal, serving as your expressive body, the 
boundary between avatar and virtual world essentially vanishes. With 
the ability to transform yourself into an ice cream cone in order to 
express your desire to eat ice cream, you have bypassed the symbolic 
part of language. Lanier calls this “postsymbolic communication” 
(Lanier, 2010). And so, all this talk about a “body language alphabet” 
could become quaint – in a future age in which our expression is so 
fluid, direct, and concrete that there is no longer any need for symbols. 
Embodied expression will have reached its ultimate state. 

 

On Avatars and Cinnamon Buns 

All very cool stuff to think about. But I have to admit, I love what I’m 
doing right now: chopping away at my laptop in Turk’s Coffee House 
with the smell of coffee and cinnamon buns, the sound of music, and 
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the chatter of busy people around me. They are not distractions; they 
are part of my creative canvas. Turk’s is an exceptionally social café. 
People of all shapes, sizes, colors, ethnic origins, and nonverbal 
idiolects come here. There’s a guy who dresses up like George Clinton, 
all clean and wrinkle-free, right before a Funkadelic concert. There is a 
nun I often see doing paperwork at the corner table. A few disabled 
people frequent the place: they feel welcome here, and I get to learn a 
lot about body language while chatting (or gesturing) with them. I 
have tapped the network, and have gotten to know some of these folks 
well enough to meet up socially in other places, or to exchange email 
and web links, and give advice and consolation after a hard day. I love 
the tingle of face-to-face communication; it generates brain juice: the 
stuff that flows throughout the bloodstream, throughout the entire 
body, the stuff that computationalists forget to take into account. 

 I love hearing people laugh. Sometimes I start laughing with 
them if their laughter continues on for a while. I don’t mind 
occasionally catching the bodily scent of another person. People are 
beautiful. The real human interface runs at a super high animation 
frame rate that is not actually an integer. The synchronization of the 
audio channel with the visual channel is effectively instantaneous, and 
there is rarely any drop out, unless I’ve had a few drinks. There is so 
much to learn from being in the proximity of people in the flesh.  

 But there is also much to learn from building simulations and 
playing inside of them. Which is how I ended up writing this book, and 
it’s probably why you are reading it.  

 In fact, I like to go virtual with my laptop while hanging out at 
Turks—with the smell of cinnamon buns in the air and the antics of 
avatars and text threads dancing behind my eyes. I’ve noticed that 
shifting back and forth between virtual and real has a kind of 
intoxicating effect. It’s hard to put into words. So I won’t bother. 
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Brains, Bodies, and Future Communication  

What does the future hold for avatars? For the sake of argument, 
consider the following leapfrog-over-the-avatar prediction:  

 Avatars are fleeting actors in the transitory sputtering of a new 
communication medium in formation. This new medium will 
ultimately give way and enable communication that looks and feels 
like what our ancestors had evolved to do: vocalize, gesticulate, and 
signal with their whole bodies. Avatars are currently caught up in the 
tangle of typewriter ergonomics.  

 Take the argument to the extreme. “This too shall pass”: 
pencils, typewriters, avatars—the whole lot. Avatars will dissolve and 
get mixed into all this transitional media before it dissolves itself into 
transparency. Avatars, as we know them now, will get shuffled off to 
the virtual wax museums. We will return to direct physical expression. 
Our body language will be directly converted into electrical patterns 
and distributed around the world within seconds. The internet will 
become a neo-neocortex, strewn with virtual homunculi. New 
technologies for conducting natural language over the internet will 
become so invisible and natural that we won’t even know it’s there.  

 Agree or disagree?  

 Think of telephones. When I was a kid, talking on the phone 
was synonymous with holding a large dumbbell-shaped object to your 
head which was tethered to the wall by a thick umbilical cord. In those 
days, it would be absurd to call someone and ask, “Where are you?” I 
have experienced the nearly-invisible effect of a Bluetooth device on 
my ear—leaving my hands free to gesticulate, or work a stir-fry. Maybe 
telephony will become even more invisible, going deeper into the ear, 
closer to the brain. Maybe my Skype calls will just be wired into my 
brain, tapping hippocampus, insula, and parietal lobe, requiring only 
tiny bursts of well-timed electrical patterning to evoke the reality of my 
wife’s expressions and my responses.  
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 Scared yet?  

 One final question: Why would you want to use a synthetic 
animated character when you can just be yourself? I have four answers 
to this question:  

 
(1) We don’t always want to be ourselves. 
(2) Communication/expression is not necessarily better when it is 

conducted in human form.  
(3) Communication/expression sometimes yearns to become 

artifact, external to brain and body.  
(4) Human expression is so beautiful and complex and deep that 

we often need more than these ancient old physical bodies to 
create it. 
 

 Thus, avatars, in the most general sense, will never go extinct. 
Avatars may be fumbling media-mash hybrids, causing virtual faux 
pas, but they are also really, really cool. And they permit us to craft all 
kinds of body language—at a distance. They are our digital puppets. 
We do so love our puppets! 
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Appendix: A Manifesto of Avatar Expression 

(published online at www.avatarexpression.com) 

 

1. Outer Your Inner Avatar 

“Avatar”, from Hindu mythology, is Sanskrit for 

“descent” (from heaven to earth). It is a deliberate 

descent—a purposeful manifestation. “Avatar” is 

also the embodied nonverbal communication locus 

on the internet. 

 

2. Keep your Body 

Technology can be used as a way to become more 

Human, rather than more Machine. Subvert 

technology to the laws of Human Nature. If you are 

confused because human nature is a moving target, 

look to our earthly ancestors for inspiration and grounding. We are 

shifting between animal and post-human. We must not abandon our 

animal origins.  
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3. Behavioral Realism is Key 

The concept of “Realism” is still heavily 

influenced by references to High 

Renaissance painting. Visual, optical, 

perspective realism does not contribute to 

communication in virtual worlds, and in fact, it may detract. 

Behavioral Realism is the key. Realism in virtual worlds is tied to 

believability (as it is in fiction). It is not a computer graphic rendering 

problem. It is a Human Computer-Interaction problem. 

 

4. Own Your Body Language 

A virtual world company may have a financial 

bottom-line, an ideology, or a business agenda. 

And the shareholders may not share, or hold, 

your values. Own your own expression in these 

virtual worlds. If your avatar generates a nonverbal lie, make sure it is 

your lie. If you cannot generate your own nonverbal lie, or if your lie is 

generated within the virtual world without your consent, switch to 

another virtual world that supports user-created content. User-

generated content is an important part of internet life. And the most 

important kind of user-generated content is your own expression.  
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5. Promote Physical Health Through Technology 

If you are a software developer, educator, 

web designer, hardware engineer, or 

business entrepreneur, help find ways to 

accelerate more innovations like the Wii 

device. These kinds of interfaces can help 

reduce childhood obesity and diabetes. 

 

6. Promote a Mathematics of Social Connectedness 

Maximally-social virtual body language 

means seamless translation between the local 

(personal) coordinate system and the global 

(social) coordinate system. Mathematically-

speaking, that means having software interfaces to transform the local 

geometry of the body to the global geometry of the world. Without this 

translation, we have unresponsive, socially-inept avatars. This is a 

simulation methodology that ultimately impacts virtual embodied 

communication. 
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7. Humanize Technology 

Those of us with roots in the humanities and 

arts must embrace software technology, 

harness it, and loosen the grip of a left-brain 

dominated software culture. Computing is not 

about numbers. It is about intuition, 

knowledge sharing, and Intelligence Amplification (IA, not just AI). If 

you are an artist, boldly engage the software world. Use whatever 

strategies you have available to make software less machine, more 

human. 

 

8. Foster Global Affective Communication  

Virtual Body Language is not an Ivory Tower 

academic subject. It is part of our future (and 

present). We have an opportunity to build the 

foundations of deep affective communication over 

the internet, to foster understanding and intercultural communication 

in the global village. 
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